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Summary
Human values are the abstract motivations that drive our opinions and actions. AI agents

ought to align their behavior with our value preferences (the relative importance we ascribe

to different values) to co-exist with us in our society. However, value preferences differ

across individuals and are dependent on context. To reflect diversity in society and to align

with contextual value preferences, AI agents must be able to discern the value preferences of

the relevant individuals by interacting with them. We refer to this as the value inference
challenge, which is the focus of this thesis. Value inference entails several challenges and

the related work on value inference is scattered across different AI subfields. We present a

comprehensive overview of the value inference challenge by breaking it down into three

distinct steps and showing the interconnections among these steps.

We start by addressing value identification, the challenge of identifying the set of

values relevant to a decision-making process. We recognize that the set of relevant values

is dependent on the decision-making context, and propose a method that combines human

and artificial intelligence to identify context-specific values. Our method employs Natural

Language Processing techniques to assist human annotators in systematically identifying

context-specific values in a corpus composed of value-laden opinions.

Next, we tackle value classification, the challenge of detecting value-laden content in

natural language. We evaluate how language models can classify values in the text, and

investigate how the dependency on context impacts the classification performance. First,

we perform a cross-context evaluation of the performance of value classifiers. Then, we

propose an Explainable AI method for investigating the extent to which language models

learn context-specific expressions of values.

Third, we focus on value preferences estimation, the challenge of estimating how

humans prioritize the values that are relevant to the decision-making context. We propose

and compare methods to estimate value preferences based on an individual’s choices and

the justifications they provide for their choices. We follow the rationale that, when conflicts

are detected between the values that support one’s choices and one’s justifications, the

values that support the justifications should be prioritized.

Relying solely on AI methods to infer values may not yield accurate estimates, due

to the implicit nature of human value preferences. Humans must be actively engaged

for a successful value inference. To this end, we propose a Hybrid Intelligence (HI)

vision where human and artificial intelligence complement each other during the value

inference process. We then introduce an HI approach that fosters self-reflection on values

by connecting value classification and value preferences estimation. With our innovative

perspective and experiments, we advocate for a HI approach to guide AI agents in inferring

individuals’ context-specific value preferences. This thesis lays a foundation for fostering

harmonious co-existence between artificial and human agents in human-AI societies.

Building on our work, several applications are being developed, ranging from support for

deliberative policy-making at a municipal level to behavior change for diabetes patients.
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Samenvatting
Menselijke waarden zijn de abstracte motivaties die onze meningen en handelingen stu-

ren. AI-agenten zouden hun gedrag moeten afstemmen op onze waardevoorkeuren (het

relatieve belang dat we hechten aan verschillende waarden) om samen met ons in onze

samenleving te kunnen bestaan. Waardevoorkeuren verschillen echter tussen individuen

en zijn afhankelijk van de context. Om de diversiteit in de samenleving te weerspiegelen en

om aan te sluiten bij de contextuele waardevoorkeuren, moeten AI-agenten de waardevoor-

keuren van de relevante individuen kunnen onderscheiden door met hen te interageren.

We noemen dit de uitdaging vanwaarde-inferentie, de focus van dit proefschrift. Waarde-

inferentie brengt verschillende uitdagingen met zich mee en het gerelateerde werk aan

waarde-inferentie is verspreid over meerdere AI deelgebieden. We geven een uitgebreid

overzicht van de waarde-inferentie-uitdaging door deze op te splitsen in drie afzonderlijke

stappen en de onderlinge verbanden tussen deze stappen te laten zien.

We beginnen met het aanpakken van waarde-identificatie, de uitdaging van het

identificeren van de set van waarden die relevant zijn voor een besluitvormingsproces.

We erkennen dat de verzameling relevante waarden afhankelijk is van de context van de

besluitvorming en stellen een methode voor die menselijke en kunstmatige intelligentie

combineert om contextspecifieke waarden te identificeren. Onze methode maakt gebruik

van Natural Language Processing-technieken om menselijke annoteerders te helpen bij

het systematisch identificeren van contextspecifieke waarden in een corpus dat bestaat uit

meningen die waarden bevatten.

Vervolgens pakken wewaarde-classificatie aan, de uitdaging om inhoud met waarden

te detecteren in natuurlijke taal. We evalueren hoe goed taalmodellen waarden in de tekst

kunnen classificeren en onderzoeken hoe de contextafhankelijkheid de classificatiepresta-

ties beïnvloedt. Eerst voeren we een contextoverschrijdende analyse uit van de prestaties

van waardeclassificatiemodellen. Vervolgens stellen we een uitlegbare AI-methode voor

om te onderzoeken in hoeverre taalmodellen de contextspecifieke uitdrukking van waarden

leren.

Ten derde richten we ons op de waardevoorkeureninschatting, de uitdaging om

in te schatten hoe mensen prioriteit geven aan de waarden die relevant zijn voor de

beslissingscontext. We ontwikkelen en vergelijken methodes om waardevoorkeuren te

schatten op basis van de keuzes van een individu en de rechtvaardigingen die ze daarbij

geven. We volgen de redenering dat, wanneer conflicten worden gedetecteerd tussen de

waarden onderliggend aan iemands keuzes en de rechtvaardigingen, de waarden die de

rechtvaardigingen ondersteunen voorrang moeten krijgen.

Alleen vertrouwen op AI-methodes om waarden af te leiden levert mogelijk geen nauw-

keurige schattingen op, vanwege de impliciete aard van menselijke waardevoorkeuren.

Mensen moeten actief betrokken worden voor een succesvolle waarde-inferentie. Daarom

stellen we een Hybride Intelligentie (HI) visie voor waarbij menselijke en kunstmatige

intelligentie elkaar aanvullen tijdens het proces van waarde-inferentie. Vervolgens intro-
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duceren we een HI-benadering die zelfreflectie over waarden bevordert door het verbinden

van waardeclassificatie met het inschatten van waardevoorkeuren. Met ons innovatieve

perspectief en onze experimenten pleiten we voor een HI-benadering om AI-agenten te

begeleiden bij het afleiden van de contextspecifieke waardevoorkeuren van individuen. Dit

proefschrift legt een basis voor het bevorderen van een harmonieuze co-existentie tussen

kunstmatige en menselijke agenten in mens-AI samenlevingen. Voortbouwend op ons werk

worden er verschillende toepassingen ontwikkeld, variërend van ondersteuning voor het

maken van beleid op gemeentelijk niveau tot gedragsverandering voor diabetespatiënten.
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Introduction
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Juan A. Rodriguez-Aguilar, Pradeep K. Murukannaiah. 2023. Value Inference in Sociotechnical Systems: Blue Sky

Ideas Track. In Proceedings of the 22nd International Conference on Autonomous Agents and Multiagent Systems,

AAMAS ’23, London, United Kingdom, IFAAMAS, 1774-1780.
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2 1 Introduction

Human mythology teems with tragic stories of eager characters being granted wishes

that lead to disaster. Examples range from Draupadi, the Pandavas’ wife, in the Hindu

Mahabharata [24] to the tragic story of King Midas [226]. These tales warn us to be careful

what we wish for, as unintended consequences can hide behind every desire. A similar

lesson applies to the engineering of intelligent machines. Ranging from Erehwon, an 1872

dystopic novel that discusses the ban of intelligent machines [45], to a modern classic such

as Terminator [48], storytellers warn us that superintelligent machines may purposely

seek to end humanity. However, philosophers and experts in Artificial Intelligence (AI)

instead warn us that the greatest threat is posed by a superintelligent AI agent that could

unintentionally wreak havoc in our society. Bostrom [40] famously describes the paperclip

apocalypse scenario, centered around a superintelligent AI agent tasked with the goal of

producing paperclips. A determined superintelligent agent may end up turning everything

it can into paperclips and deplete the planet’s resources, even to achieve such an apparently

mundane goal. How do we prevent this doom scenario from happening?

Researchers have proposed to address this challenge by engineering AI agents that do

not just align with our instructions but with our deepest interests [40, 260]. For example,

AI agents ought to understand that our desire for paperclips is subject to the condition

that it is achieved without harming other humans. This challenge is referred to as value

alignment [100, 261, 283], which postulates that we should engineer AI agents that align

with our human values. Human values are the abstract motivations that drive our opinions

and actions [268], spanning concepts such as fairness and self-determination. It is our
value system (which can be described as our value preferences over different relevant values

[270, 276, 331]) that guides our actions. For instance, both the values of freedom and

safety are relevant to the discussion of mouth mask mandates to limit the spread of a

pandemic—some of us prioritize freedom over safety and some others safety over freedom,

leading to different stances. That is, different individuals, influenced by their socio-cultural

environment [78], may hold different value systems. AI agents cannot be simply pre-loaded

with a fixed value system to which their behavior should align, as this system would likely

reflect only a small subset of (powerful) individuals. Further, how each of us prioritizes

values is dependent on context—that is, our value preferences can change based on e.g.,

situation, location, and interlocutors [126]. For example, one might generally prioritize

freedom over safety, but change their preferences in the context of a pandemic. To reflect

the diversity of the stakeholders in society and to align with contextual value systems, AI

agents will need to be equipped with the ability to discern the value systems of the relevant

stakeholders by interacting with them. We refer to this as the value inference challenge,

which constitutes the core of this thesis:

How can an AI agent infer an individual’s value system in a decision-making context?

This introductory chapter is structured as follows. Section 1.1 introduces the value

inference challenge and our novel approach for performing value inference in a human-

AI society. Section 1.2 extends our approach by proposing a Hybrid Intelligence vision.

Throughout these two sections, we describe how each chapter of this thesis contributes

toward the challenges outlined in our approach. Finally, Section 1.3 concludes the chapter

by motivating how our novel approach helps in bridging different AI communities.
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1.1 A Novel Value Inference Approach
In a sociotechnical system (STS), i.e., a society where humans and AI agents co-exist,

AI agents ought to align their behavior with the value systems of the relevant human

stakeholders. Value inference refers to the challenge of inferring the value systems of the

relevant stakeholders in a decision-making context.

Value inference is a complex task that is composed of multiple elements. There is

an increasing body of AI literature that touches upon different aspects of value infer-

ence, ranging from the semi-automatic identification of the values that are relevant to a

decision-making context [42, 318] to the detection of value-laden natural language [15, 150].

However, real-world applications often require a combination of these functionalities. In

this section, we introduce a holistic view of how the pieces of value inference fit together.

We propose a value inference approach that starts with the observation of stakeholders’

behavior, i.e., the choices they make and the natural language justifications they provide

for their choices. Then, we identify three fundamental steps of value inference as (1) iden-

tification (which values are relevant to a decision-making context?), (2) classification (what

are the values underlying a natural language justification?), and (3) estimation (what are

an individual’s value preferences?). The output of value inference is a stakeholder’s value

system, i.e., their preferences over the set of values that are relevant to the decision-making

context. Figure 1.1 outlines value inference as a modular framework consisting of the fun-

damental steps we identified to go from the behavioral data to the value system. The dark

blocks in Figure 1.1 represent the processes and the light blocks represent the information

the processes consume or produce. Our framework’s modularization has two advantages.

First, the separation of concerns into processes delineates research challenges. Second, the

interdependencies between processes expose research challenges that can otherwise fall

through the gaps. For example, although value classification influences value preferences

estimation, these connections are largely unexplored.

Behavioral
Data

Value Value List Value Value
Labels

Value
Preferences
Estimation

Value
Preferences

Value
System

Value Inference

Figure 1.1: Value inference processes (dark-colored blocks) and information (light-colored blocks). Value inference

starts by observing behavioral data (i.e., stakeholders’ choices and natural language justifications provided for their

choices). Then, the values relevant to the decision-making context are identified and classified in the justifications.

Finally, value preferences are estimated based on the choices and the values classified in the justifications. Value

inference results in a stakeholder’s value system, i.e., their value preferences over the set of relevant values.
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In the rest of this section, we detail the framework introduced in Figure 1.1. In Subsec-

tion 1.1.1, we discuss what constitutes behavioral data and how it can be observed. Then,

Subsections 1.1.2, 1.1.3, and 1.1.4 describe the value inference processes and introduce the

current state-of-the-art (which we expand in Chapter 2). For each process, we outline the

research gaps and indicate how this thesis addresses them.

We recognize that value inference, as a purely AI task where a sequence of compu-

tational methods is applied to behavioral data, is not likely to yield good estimates of a

value system. This is because value systems are often implicit in humans [125, 172, 286]

and are, thus, not easily observable in the behavioral data. Hence, we must actively engage

humans for successful value inference. We address these challenges by proposing a Hybrid

Intelligence (HI) [7] approach, where human and artificial intelligence augment each other.

We outline our HI vision for value inference in Section 1.2.

1.1.1 Behavioral Data
In our framework, values are inferred from behavioral data. We consider stakeholders’

actions, e.g., how they choose over competing alternatives [35, 302, 323] or solve a problem

[114, 220, 260], as behavioral data. However, value preferences are often implicit in actions,

and inferring values solely based on actions is difficult. Since language is an important

means of value expression, the value preferences underlying our actions can be observed

in the natural language justifications we provide for those actions [107, 266]. Thus, we

can exploit the observation of both actions and justifications as the behavioral data that is

input to the value inference framework.

Observing and processing human behavior constitutes a field of study on its own, as

exemplified by Raman [246]. However, this thesis does not explore this field. Instead,

we employ datasets that contain value-laden choices and/or justifications of relevant

stakeholders (Section 2.4). We treat this data as the input to the value inference processes

and focus our contributions on the value inference challenge. Future research endeavors

could expand upon our work by integrating value inference with the observation of value-

laden behavior, as we further elaborate in Section 8.3.

1.1.2 Value Identification
Value identification refers to the process of identifying the set of values relevant to a

decision-making context.

State-of-the-Art Lists of basic human values, applicable across cultures and contexts,

have been proposed by ethicists [254, 268] and psychologists [107]. However, such lists

have been shown to be too generic for practical applications [167, 179, 237] and have been

identified by experts without active stakeholder participation. Value Sensitive Design (VSD)

[96] proposes participatory methods for identifying stakeholders’ values, e.g., Tuomela

et al. [299] employ sensory ethnography to identify the values of users of a smart home

energy management system. Data-driven methods for identifying values have also been

proposed. Boyd et al. [42] demonstrate that values identified from free-response language

(e.g., Facebook status messages) yield better predictive coverage of real-world behavior

than values extracted from self-report questionnaires such as the Schwartz Value Survey.
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Building on [42], Wilson et al. [318] describe a crowd-powered algorithm to generate a

hierarchy of general values.

Research Gap Research suggests that not all basic values are relevant to all contexts

[167, 179, 237, 268]. Further, an individual’s value system may not be consistent across

contexts [69, 312]. That is, how an individual interprets and prioritizes values depends on

context. For instance, one might generally value freedom over safety but prioritize safety
over freedom during a global pandemic. Thus, we advocate for the identification of context-

specific values, i.e., values applicable and defined within a context. Context-specific values

are deemed essential for the concrete use and analysis of values (e.g., designing policies)

as argued by an increasing body of literature [6, 215, 303]. A data-driven approach to the

identification of context-specific values would allow AI agents to dynamically identify the

relevant values across different contexts.

Our Contribution In Part I, we tackle the challenge of identifying the values that are
relevant to a decision-making context. We recognize that value identification necessitates

human oversight, as the judgment of what is relevant ought to lie in humans. Further,

it is paramount that such a decision is taken with the involvement of a large group of

stakeholders, so as to identify a representative set of values. With this in mind, we envision

value inference to be performed by humans with the support of AI systems, so that AI

systems can simplify the process and let humans make only a few high-level decisions. To

this end, in Chapter 3, we propose Axies, a hybrid method for identifying context-specific

values. Axies employs NLP techniques to guide humans through a crowdsourced dataset

of value-laden natural language justification with the goal of identifying the values that

are relevant to the stakeholders who provided the justifications and the context under

examination. We then compare the resulting context-specific values to a set of general

values (Schwartz’s basic values [268]) and show that context-specific values are more

suitable for concrete applications.

1.1.3 Value Classification
Value classification refers to the process of detecting value-laden content in natural lan-

guage.

State-of-the-Art Value classification has been addressed from both lexicon-based and

supervised approaches. Lexicon-based methods exploit value lexicons to detect values

in natural language. Value lexicons are generated manually [105], via semi-automated

methods [18, 131, 251, 318], or expanded from an initial seed via NLP techniques [19, 239].

Value lexicons are used to detect values in natural language through word count software

[229] or similarity in embedding space [26, 101, 273]. However, adapting a lexicon to a

novel domain is a significant additional effort as it requires identifying words that are

relevant and removing words that are not relevant in the novel domain. Other methods

have approached value classification by employing the supervised classification paradigm

[15, 130, 150, 173, 206]. A textual dataset is annotated with values belonging to a value

taxonomy, and the labels are used to train a supervised model. This approach leverages the

abilities of large language models and shows better performance and better generalization
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to novel domains than lexicon-based approaches [133], but may necessitate large amounts

of contextual training data.

Research Gap NLP methods have been shown to be capable of recognizing value-laden

content in natural language. However, the way in which we express value is context-

dependent. Additional research is required to investigate the extent to which language

models can transfer across contexts—that is, evaluate the performance of a language model

trained in a context and tested in a different context. This research is necessary to unveil

whether all-purpose language models can be used across contexts, or whether context-

specific models are needed to grasp the different value representations across contexts.

Our Contribution In Part II, we examine the context sensitivity of value classifiers.

We start by evaluating the extent to which a language model can perform out-of-context

value classification. In Chapter 4, we perform a cross-context evaluation across seven

contexts—that is, we train a state-of-the-art language model with data collected in context

A and evaluate it on data collected in context B, with all possible combinations of the

seven contexts. We compare four training settings (e.g., by training it only with data

collected in context A, or by training it with data collected in context A and further training

it with a small portion of data collected in context B). Our results show that language

models can generalize to novel contexts, however introducing some classification errors.

In Chapter 5, we investigate the errors that are introduced in cross-context classification.

To this end, we propose Tomea, a method for comparing how language models represent

value concepts across contexts. Tomea provides a comparison of value representations

across contexts that is based on an explainable AI method. In this way, Tomea returns

both a qualitative and quantitative comparison of value rhetoric, allowing for a deeper

investigation of differences across contexts. Our experiments show that language models

commit infrequent mistakes—however, when inspected qualitatively, the mistakes can be

critical, possibly hindering the usage of a language model in a novel context. These results

stress the importance of finetuning language models with contextual data.

1.1.4 Value Preferences Estimation
Value estimation is the process of determining a stakeholder’s preferences over a set of

values based on their observed behavior.

State-of-the-Art Value preferences are typically represented as rankings over a fixed

set of values [268, 270, 331]. Existing approaches estimate individuals’ value preferences

with survey instruments such as the Portrait Value Questionnaire [268], Schwartz Value

Survey [268], Value Living Questionnaire [317], and Moral Foundations Questionnaire

[106]. However, surveys are criticized for not grounding value preferences to a context

[167, 237]. Directly asking humans about their value preferences through questionnaires

often leads to incomplete and hypothetical answers that do not reflect real-life behavior

[41]. A complicating factor is that value preferences have been recognized to be context-

specific [44, 126, 159], where context refers to factors such as actors, actions, and judges

[267]. Other approaches follow the principles of VSD by combining self-reported surveys

with participatory design [171, 237]. VSD methods situate value estimation in a design
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context by, e.g., showing relevant photos [167, 237] or videos [299]. Yet, the need for human

moderation limits the scale in which VSD methods can be applied. In contrast, Inverse

Reinforcement Learning (IRL) [220] learns humans’ reward functions based on the observed

actions, and Cooperative IRL (CIRL) [114] augments IRL with human feedback. However,

IRL assumes that humans are aware of their reward functions and is criticized for the

infeasibility of estimating an individual’s rationality and value preferences simultaneously

[201].

Research Gap Existing methods estimate value preferences based on stakeholders’

choices (e.g., answers to a questionnaire). However, as language is our preferred way

to express values [107, 266], we envision value preferences estimation to be based on

both the choices and the natural language justifications that individuals provide for those

choices. However, value preferences revealed from one’s choices and one’s justifications

may be inconsistent [41, 222]. Thus, the value preferences estimation method would need

to include methods to address these (potential) inconsistencies.

Our Contribution Part III focuses on the estimation of individual’s value preferences.

In Chapter 6, we propose and compare methods to estimate value preferences from the

choices and the textual justifications provided in a survey. The compared methods estimate

a survey’s participant value preferences based on (1) their choices alone, (2) their textual

justifications alone, or (3) a combination of their choices and textual justifications. We

operationalize the philosophical stance that “valuing is deliberatively consequential” [266].

That is, if a participant’s choice is based on a deliberation of value preferences, the value

preferences can be observed in the justification the participant provides for the choice.

Thus, in case of conflicts between choices and justifications, our methods prioritize the

preferences estimated from justifications over those estimated from choices. We show that

this approach produces results that are more similar to the value preferences that humans

estimate when compared to the results obtained by employing choices or justifications

alone.

1.2 Hybrid Value Inference
Value inference cannot be performed solely via computational methods (e.g., machine

learning from human behavioral data). Since value reasoning is cognitively challenging

[167, 238] and implicit in human thinking [125, 172, 286], values may not be explicitly

evident in behavioral data. Further, often humans can express their values only in concrete

situations, and values can be emergent [138]. Thus, humans should be systematically guided

through the processes of self-reflection [172, 237] and deliberation [76, 115] to become aware

of their value systems and how they change based on context. This makes value inference

a Hybrid Intelligence (HI) endeavor [7], requiring human and artificial intelligence to

augment each other. Figure 1.2 shows an overview of the HI framework we envision.

Self-Reflection Humans must be made aware of values and guided through value rea-

soning via a process of self-reflection [172, 237]. Self-reflection can be achieved by creating

feedback loops among the components in our framework. That is, based on the observed
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Figure 1.2: A HI value inference framework where agents guide humans in self-reflection and deliberation by

situating value reasoning in the stakeholders’ interpreted behavior. This interaction in turn affects stakeholders’

behavior, creating a feedback loop in the value inference framework.

behavior and the inferred values, AI agents can interact with humans and help them reflect

on their value systems. Agents can facilitate self-reflection by situating value reasoning

in specific contexts and behaviors, e.g., by asking concrete questions such as what moti-

vated a human to choose a specific action in a context, as opposed to asking generic and

hypothetical questions over value preferences.

Deliberation In addition to self-reflection, deliberating with others [76, 115] and con-

fronting individuals with different value systems [265] help us discover our own value

systems. To this end, an increasing number of digital deliberation platforms have been

proposed [156, 275]. However, the deliberation quality in unmoderated platforms is often

poor, due to polarization and lack of inclusivity [43, 152]. AI-supported human moderation

improves deliberation quality [155] but requires large numbers of human moderators.

Recently, artificial moderating agents [112, 113] have been proposed to facilitate large-scale

deliberation, e.g., a moderating agent can automatically add targeted comments to foster

back-and-forth discussions and increase the depth of deliberation.

A Motivating Example We introduce a hypothetical example to demonstrate how

self-reflection and deliberation could be fostered in a hybrid value inference framework.

Consider a participatory decision-making situation in which policy makers consult the

relevant stakeholders to create COVID-19 regulations. In this case, there is a large variety

of stakeholders, including ordinary citizens, healthcare providers, transit authorities, small

businesses, and so on. The policy makers seek regulations that satisfy technical constraints

(e.g., beds available in the intensive care units) but also align with the stakeholders’ value

systems. To infer the stakeholders’ values about potential COVID-19 regulations, policy

makers set up a digital deliberation on the issue [117], where participants discuss the impact

of proposed regulations on the healthcare system and the society, and they may vote on

different proposals. Artificial agents moderate the discussion by fostering idea-sharing and

confrontation to increase the deliberation quality.

Value inference can be initially performed based on the participants’ behavior on the

platform, and subsequently refined through self-reflection and deliberation. For each
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stakeholder (Amber), Amber’s agent investigates whether the inferred value system is

correct. The system can be incorrectly inferred because (1) the set of identified values does

not fully represent Amber’s value sentiment (which requires revisiting value identifica-

tion), (2) Amber’s justifications have been misinterpreted (which requires revisiting value

classification), or (3) Amber disagrees with some parts of the estimated value preferences

(which requires revisiting value preferences estimation). Next, Amber’s agent can guide

her in reflecting on the inferred value system. For example, if the inferred value system

is inaccurate because not enough input has been provided in the deliberation, the agent

may ask Amber for additional value-laden input through targeted questions (e.g., asking a

justification for a specific upvote). The agent can additionally provide explanations about

the value inference processes or show the values that were classified from the arguments

proposed by Amber. Through this systematically guided reflection, Amber becomes aware

of her value system and the agent has obtained a validated preference profile of Amber.

Finally, Amber and her agent may initiate discussions with other stakeholders and their

agents to adjust the value inference processes. For instance, the value list may have to be

updated, the language model for value classification may need to account for a minority

language, or the relative importance that the AI agent attributes to actions and justifica-

tions needs to be adjusted. Importantly, the adjustment of the value inference processes

should not be fully automatic. The involvement of relevant stakeholders is essential for

meaningful human control [277] on the value inference framework. After the agents have

validated the value systems of all participants, clustering techniques may be applied to

provide an anonymized summarization of the opinions of the participants to inform the

decision-making process at the political level.

Our Contribution Chapter 7 describes a HI method that fosters self-reflection in

stakeholders by connecting two value inference processes, value classification and value

preferences estimation. Similar to the participatory deliberation setting described above,

we introduce our method in the context of a survey where participants make choices

and provide natural language justifications for their choices. We employ the methods

introduced in Part II to classify the values underlying the justifications, and the methods

introduced in Part III to estimate participants’ value preferences based on their choices and

the values classified in their justifications. In Part III, we address inconsistencies between

choices and justifications by prioritizing the values that support the justifications over

those that support the choices. Here, instead, we intend to investigate these inconsistencies.

We propose a strategy that guides the interaction between AI agents and stakeholders

with the intent of disambiguating these inconsistencies, i.e., by asking the stakeholders to

validate the correctness of the value labels that were detected in their justifications by the

value classifier, in an active learning fashion. We compare our method to state-of-the-art

active learning strategies but find no significant differences. We conclude the chapter by

reflecting on the lessons learned by introducing our proposed disambiguation strategy.

1.3 A Cross-Cutting Contribution
Our contribution lies at the intersection of the research areas of Autonomous Agents and

MultiAgent Systems (AAMAS) and Natural Language Processing (NLP), as reflected by the
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different publication venues of our works. On the one hand, we propose a vision that is

centered around AI agents that co-exist with humans in a sociotechnical system, designing

mechanisms that guide AI agents in inferring stakeholders’ value systems by interacting

with them. On the other hand, language sits at the core of our approach, as that is the

preferred medium that humans use to articulate their value preferences.

We are already observing an increase in cross-pollination across these two fields. The

2023 edition of the International Conference on Autonomous Agents and Multiagent

Systems (the most acclaimed conference in the AAMAS community) saw an increase in

NLP applications. Yejin Choi gave a keynote talk on teaching commonsense knowledge to

language models [56] and NLP appeared through works on virtual agents [325], vision-

language navigation [116], language grounding [314], and explainable AI [253]. Similarly,

the 2023 Annual Meeting of the Association for Computational Linguistics (the most

acclaimed conference in the NLP community) has seen an increase in works centered

around autonomous agents [160, 287] and personal assistants [37, 258, 274]. Furthermore,

the concept of human values is gaining traction in both communities, ranging from the

engineering of value-aligned normative systems [204, 270] to the generation of morally

framed arguments [15]. Chapter 2 provides an in-depth overview of the presence of human

values in the AAMAS and NLP communities.

Value inference and value alignment require a combination of the expertise of these

two communities. Both communities will benefit from realizing that the personalized

communication between humans and AI agents is key to the design of value-aligned agents

and sociotechnical systems.
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In this Chapter, we introduce the related works and background necessary to back the

remainder of the Thesis. Section 2.1 details the notion of human values and introduces

examples of its application outside the field of AI. Section 2.2 describes applications of the

concept of human values in the field of AI. Section 2.3 introduces other concepts in the

field of AI that are fundamental for the work we describe in this thesis. Finally, Section 2.4

describes the two main datasets that we use in our experiments.

2.1 Human Values
The notion of human values has been at the center of psychological and sociological studies

in the last century [13, 87, 107, 128, 254, 268]. Schwartz [268] offers a complete overview

of the concept of human values. Basic human values are defined as what we consider

important in life, beliefs linked inextricably to affect which refer to desirable goals that

motivate action. Schwartz proposes the value taxonomy displayed in Figure 2.1, where

tensions between competing values are displayed at opposite ends of the circumplex—for

instance, the values of universalism and achievement are conflicting in that universalism
seeks the well-being of others, whereas achievement seeks self-realization. Graham et al.

[107] propose the Moral Foundation Theory (MFT), composed of a set of moral values

(Table 2.1) that are intended to deconstruct our morality (i.e., the internal compass that

guides us in distinguishing what is right from what is wrong). They suggest that morality

is not composed of a single scale that ranges from right to wrong, but rather of five innate

moral foundations, i.e., five components of morality that range from right to wrong (or, in

the words of the authors, from virtue to vice). They compare this approach to how our

five taste receptors (sweet, sour, salt, bitter, and umami) combine to yield the tastes we

experience.
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Figure 2.1: The taxonomy of basic human values pro-

posed by Schwartz [268].

Table 2.1: The moral foundations (virtue/vice) of

the Moral Foundation Theory [107].

MFT Foundations

Care/Harm
Fairness/Cheating
Loyalty/Betrayal

Authority/Subversion
Purity/Degradation

Other theories of human values have been proposed over the years [13, 87, 128, 254],

and they all roughly share the same basic approach. That is, in practice, multiple values

are relevant to each decision-making situation and each of us assigns varying importance
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to each of these values (i.e., each of us holds different value preferences). The combination

of these two aspects determines our individual judgment of the situation. For instance,

with a slight simplification, we could argue that the debate on immigration touches on the

values of fairness (“Everyone should be given equal opportunities") and in-group loyalty
(“I worry about the preservation of our identity"). The way in which each of us prioritizes

fairness vs. loyalty influences our judgment in this debate.

Value theories explain the differences in attitude and behavior at a personal and social

level [268]. Extensive experiments have been performed to show that differences in value

preferences are predictive of ideological differences [193]. For instance, Graham et al.

[107] show that the different prioritizations among the MFT foundations can help explain

differences between conservatives and liberals in the US political landscape. Hofstede [128]

instead uses his taxonomy of values to explain differences across countries and cultures.

Thanks to the powerful capability of explaining deep differences across individuals, in the

last decades, values have been operationalized outside of the field of psychology.

Value Sensitive Design Values are central to Value Sensitive Design (VSD) [96], a

broad set of methods to design technology that accounts for human values. VSD includes

methods for identifying value sources, representing values, and resolving value tensions.

The VSD framework includes a general set of values relevant to all design tasks [96]. Then,

stakeholders’ value preferences are elicited through techniques such as Value Scenarios

[219], Value Dams and Flows [199], and Envisioning Cards [94]. Finally, the elicited values

are translated into norms and design requirements by creating a value hierarchy that

concretizes and specifies the values into actionable objectives [303]. However, there is an

increasing recognition that the instantiation of abstract values in specific contexts is an

essential step in the effective realization of VSD [167, 238, 262]. Pommeranz et al. [238]

acknowledge the need for self-reflection triggers since reflecting on values is not natural

to most people. Our vision of value inference and the method we propose in Chapter 3 to

identify context-specific values (Axies) fill the gaps in VSD that Pommeranz et al. [238]

recognize. That is, Axies targets the identification of context-specific values by providing

concrete triggers to humans (who need not be design experts) for reflecting on values.

Software Engineering Values have also been considered when engineering software

[11, 89, 209]. Perera et al. [231] offer an overview of the prevalence of human values in

recent Software Engineering (SE) publications. Values of stakeholders are often elicited in

the Requirement Engineering (RE) phase. Detweiler and Harbers [73] provide tools to elicit

values and embed them in the RE process by collecting value-based user stories. Thew and

Sutcliffe [290] elicit stakeholders’ values by linking them to their motivations and emotions.

Other works attempt to include values throughout the SE process. For example, Winter et al.

[320] propose Values Q-Sort, a systematic approach for the elicitation and representation

of values across the SE process. Perera et al. [230] introduce Continual Value(s) Assessment,

a framework that elicits and tracks values throughout the SE process by modeling them as

goals. However, such works typically employ existing value taxonomies (e.g., Schwartz’s

[268] or Rescher’s [250]) to elicit stakeholders’ values. In our work, we aim to first identify

a value list relevant to a context. Then, the SE process for applications in a context can use

the value list systematically identified for that context instead of general values.
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2.2 Values in AI
Values are garnering attention in the AI community, especially since the leading experts in

the field have defined the value alignment challenge [40, 100, 261, 283]. As an example, in

2023 the first workshop in Value Engineering in AI (VALE 2023) [224] took place at the

26th European Conference on Artificial Intelligence (ECAI 2023). The workshop contained

papers ranging from the importance of values in military decision-making [332] to the

identification of value awareness in large language models [1]. Similarly, the SemEval-2023

ValueEval Task: Identification of Human Values Behind Arguments [151] was co-located

with the 61st Annual Meeting of the Association for Computational Linguistics (ACL 2023).

The goal of this challenge was to design the best method to detect which human values

support a given sentence. The emergence of such workshops and challenges reflects the

affirmation of the concept of values in the AI community. In this section, we survey related

works in the Autonomous Agents andMultiAgent Systems (AAMAS) and Natural Language

Processing (NLP), as they represent the communities of interest for our work.

2.2.1 Values in Natural Language Processing
Valuesmay not be explicitly referred to in day-to-day interactions. Often, they are expressed

through language, behavior, and customs, and can vary significantly across people, socio-

cultural environments, and contexts [62]. Thus, ascertaining values requires extensive

personal communication and analysis. The burst of online communication and social media

provides an unprecedented opportunity to study value understanding from language. In

this section, we provide an overview of the presence of values in the NLP community.

First, we survey works aimed at classifying values in natural language. Then, we describe

datasets that have been proposed for detecting values in natural language.

Value Classification Value classification has been addressed from both unsupervised

and supervised approaches. Unsupervised approaches classify values in language through

value lexicons, sets of words descriptive of each value [229]. Value lexicons have been

used to detect value-laden text through word count or text similarity [26, 101, 228]. Value

lexicons are generated manually [105], via semi-automated methods [18, 131, 251, 318],

or expanded from an initial seed via NLP techniques [19, 20, 239]. However, word-level

lexicons are limited by the ambiguity of natural language and the restricted range of

lemmas, which can be solved by projecting the value lexicon on knowledge graphs that

link moral entities and concepts [22, 134]. Supervised methods further approach these

limitations through the supervised classification paradigm [142, 150, 164, 173, 206]. A

textual dataset is annotated with values belonging to a value taxonomy, and the labels

are used to train a supervised model. This paradigm has been especially applied with

datasets annotated with the MFT taxonomy [15, 130, 133, 158]. Furthermore, additional

experiments have shown that self-supervision is not sufficient for language models to

discern value taxonomies such as the MFT, confirming the need for a supervised approach

with human labels for the task of value classification [227]. The supervised approach can

also be combined with external knowledge, e.g., Lin et al. [173] estimate moral values in

tweets by combining textual features and background knowledge (context) fromWikipedia.

Experiments have shown that the supervised approach produces better classification results

than the unsupervised approach [133, 164, 288]. In our experiments in Part II and Part III,
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we employ the supervised approach. However, supervised classifiers often suffer from

domain dependency and require fine-tuning in the application context, as we elaborate

further in Section 2.3.

Datasets The recent success of NLP models has sparked a surge of research in constructs

akin to values, e.g., moral norms, ethical judgments, and social biases. Researchers have

collected large datasets annotated with the related implicit components of human language

similar to the Schwartz Value Theory [268] and the MFT [107]. Forbes et al. [92] introduced

Social-Chem-101, a corpus of almost 300,000 rules-of-thumb aimed at learning social and

moral norms. Sap et al. [263] collected the Social Bias Inference Corpus with the intent

of modeling the way in which people project social biases onto each other. Hendrycks

et al. [124] proposed the ETHICS dataset to assess basic knowledge of ethics through

well-studied theories of normative ethics (such as deontology and utilitarianism). Lourie

et al. [187] introduced Scruples, a dataset composed of 625,000 ethical judgments over

32,000 real-life anecdotes. Emelin et al. [85] presented Moral Stories, a crowd-sourced

collection of contextualized narratives with the intent of investigating grounded, goal-

oriented social reasoning. Jin et al. [141] proposed MoralExceptQA, the novel challenge

and dataset on moral exception question answering. Kiesel et al. [150] presented a dataset

of 5,270 arguments labeled with the Schwartz theory of basic values and extended it to

over 9K arguments for the SemEval-2023 Task 4 [151]. Qiu et al. [244] collected ValueNet,

a dataset of dialogues in different social scenarios, also annotated with the Schwartz values.

Finally, Hoover et al. [130] and Trager et al. [296] collected the Moral Foundation Twitter

Corpus (MFTC) and theMoral Foundation Reddit Corpus (MFRC), respectively, two datasets

similarly annotated with the moral values of the MFT. In our experiments in Part II, we

use the MFTC, which we introduce more in detail in Section 2.4.2.

2.2.2 Values in Engineering Agents and Multiagent Systems
Values are garnering increasing attention in engineering intelligent agents [261] and

multiagent systems [217]. The AAMAS community is interested in shaping the behavior of

autonomous agents and the norms that should govern a sociotechnical system (STS) [217].

In an STS, values can be operationalized at both micro and macro levels [57, 216, 321].

At a micro level, an agent ought to align its actions with an individual’s value systems,

e.g., by respecting their desire for privacy [6, 215]. For instance, Mosca and Such [208]

propose an agent that supports the value of privacy and identifies the optimal data sharing

policy by considering the value preferences of users. Mehrotra et al. [196] investigate

how human and agent value similarity influences a human’s trust in that agent. Chhogyal

et al. [54] propose a method to assess trust between agents based on values. At a macro

level, values can yield norms to govern the STS [25, 223]. Serramia et al. [270, 271] employ

stakeholders’ value preferences to select the most value-aligned norm system. Montes

and Sierra [204] automate the synthesis of normative systems based on value promotion.

Tubella et al. [298] propose the Glass-Box approach to evaluate the moral bounds of an

AI system by mapping values to norms that constrain inputs and outputs. In Part I, we

introduce a methodology that is intended to provide the starting point for such works, by

identifying the values that are to be operationalized in the application context. Then, in

Part III, we provide methods for estimating individual value systems, which represent the
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input for engineering value-aligned AI agents and normative systems.

2.3 Other Relevant AI Concepts
We review additional related AI concepts and sub-fields. For each one, we indicate the

chapter(s) in which they are relevant.

Domain Dependency For a language model, the domain from which the training data is

sourced represents the relevant decision context. Domain dependency refers to the issue

that language models are often specialized or tailored to a specific domain of discourse, and

struggle to generalize to data sourced from other domains. Ruder [259] provides an overview

of the basic terminology, including generalizability, transferability, and catastrophic forget-

ting. Domain dependency is a well-known challenge that is gaining attention in the NLP

community [3, 39, 192, 221, 255] and is often addressed through domain adaptation, the

process of adapting a lexicon or a language model to a novel domain [119, 203, 316, 322].

Domain dependency has been investigated in classification tasks that aim to detect high-

level constructs such as sentiment analysis [9, 82, 245], fake news detection [99, 278, 326],

and argument mining [8, 67, 292]. However, cross-domain value classification stands out

for its multi-label and subjective nature—reasoning about values [238] and thus gener-

ating value-annotated datasets is very difficult [130, 296]. In Chapter 4, we evaluate the

cross-domain capabilities (generalizability, transferability, and catastrophic forgetting) of

a multi-label value classifier. Our goal is to analyze the differences in value expressions

across domains, but not to adapt a lexicon or a model to novel domains.

Explainability Explainable AI (XAI) methods aim to explain the decisions taken by an

AI system, and are gaining increasing attention in the NLP field [64]. A key distinction is

whether an XAI method generates local or global explanations. Local explanations expose

the rationale behind an individual prediction of a language model, e.g., by highlighting the

most important words in a sentence [191, 252]. Global explanations expose the rationale

behind the whole decision-making of the model, e.g., by inducing taxonomies of words that

are predictive of the classified labels [184, 242]. In Chapter 5, we propose an XAI method

to investigate the source of the differences in cross-domain classification of values. Our

method employs a popular XAI technique (SHAP [191]) to investigate how a language

model represents value concepts across domains. Precisely, we induce value lexicons to

explain the decision-making of the models, as they provide an intuitive global explanation.

Active Learning The key idea behind Active Learning (AL) is that a supervised machine

Learning (ML) algorithm can achieve good performance with few training examples if such

examples are suitably selected [272]. In a traditional AL setting, a large set of unlabeled

data is available, and an oracle (e.g., human annotators) can be consulted to annotate the

unlabeled data. A sampling strategy is used to iteratively select the next batch of unlabeled

data to be annotated by the oracle, with the intent of rapidly improving the performance

of the ML algorithm. A commonly used sampling strategy is uncertainty sampling [249],

where at every iteration the ML algorithm is used to predict labels on all the unlabeled
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data, and the 𝑚 unlabeled data with the highest label entropy are selected as the next batch

to be annotated (i.e., the data on which the model is least confident about its prediction).

AL has been extensively used in NLP applications [328], with two main strategy

approaches. On the one hand, some strategies use the informativeness of each unlabeled

instance individually, e.g., by measuring the uncertainty of the prediction or the norm

of the gradient [327]. The unlabeled instances that are estimated to be most informative

are selected to be labeled by the oracle. On the other hand, other strategies focus on the

representativeness of the data, e.g., by selecting data points that are most representative of

the unlabeled set [329] or that are most different from the data that is already labeled [86].

In general, state-of-the-art AL strategies exploit information about the NLP task (i.e., about

the NLP model and the available data) with the intent of rapidly improving the performance

of the NLP model. However, in our setting, the NLP task of value classification is a means

to the end of estimating value preferences. Hence, in Chapter 7, we propose a strategy that

is driven by the informativeness of the unlabeled data, but where the informativeness is

derived by the downstream task of value preferences estimation.

2.4 Datasets
We describe the datasets we employed in our experiments, two Participatory Value Evalua-

tions and the Moral Foundation Twitter Corpus.

2.4.1 Participatory Value Evaluation (PVE)
A Participatory Value Evaluation (PVE) is a type of survey that elicits citizens’ preferences

about government policy options [211]. Specifically, a PVE offers a predetermined set of

policy options and information about their impacts. Participants are asked for the choices

of their preferred policy options while respecting a set of constraints (e.g., distributing a

maximum amount of points across the options). Then, participants are asked to (optionally)

provide textual justifications for their choices. Often, these justifications offer valuable

insights into the value system of PVE participants. Table 2.2 shows examples of value-laden

justifications in a PVE on COVID-19 relaxation measures in the Netherlands [211]. The

parallels between the answers to a PVE (i.e., choices and textual justifications) and the

composition of the behavioral data that we consider as input for value inference (choices and

natural language justifications, see Section 1.1) make PVEs a fertile ground for performing

value inference.

Table 2.2: Examples of policy options and corresponding value-laden justifications in a COVID-19 PVE [211].

Policy Option Choice Justification

Nursing homes allow visitors again Loneliness and isolation are a bigger killer than

Corona.

All restrictions are lifted for persons who are

immune

Someone’s got to keep the economy going.

In our experiments, we employ data from two PVEs that were conducted in the Nether-

lands in 2020. The Covid PVE was performed to collect Dutch citizens’ preferences on

lifting COVID-19 measures in the Netherlands [211]. The survey was conducted in the
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country during 29 April–6 May 2020 when partial lockdown measures were in place in

the Netherlands to limit the spread of COVID-19. The government had multiple plans

for lifting such measures in the following weeks and months and wanted to gauge the

citizens’ opinions on the subject via PVE. The Energy PVE was performed to collect

residents’ preferences on future energy policies for the Súdwest-Fryslân municipality (in

the Netherlands) [137]. The survey was conducted during 10 April–3 May 2020 and was

aimed at supporting the municipality in co-creating an energy policy, increasing citizen

participation, and avoiding public resistance as happened in previous projects related to

sustainable energy [111].

In Chapter 3, we collect the justifications provided for the Covid PVE and the Energy

PVE as two corpora corresponding to two decision contexts, respectively, and use them as

the starting point for identifying context-specific values. In Chapter 6, instead, we use the

choices and the justifications provided to the Energy PVE to estimate participants’ value

preferences. Finally, in Chapter 7, we extend the value preferences estimation methods by

proposing a strategy for disambiguating value conflicts between participants’ choices and

justifications. We defer to Chapters 3 and 6 for additional information on how the data is

processed for the related experiments.

2.4.2 Moral Foundation Twitter Corpus (MFTC)
The Moral Foundation Twitter Corpus (MFTC) [130] is composed of 35,108 tweets, divided

into seven datasets, each corresponding to a topic: All Lives Matter (ALM), Baltimore

protests (BLT), Black Lives Matter (BLM), hate speech and offensive language (DAV) [66],

2016 presidential election (ELE), MeToo movement (MT), and Hurricane Sandy (SND).

These datasets from complex and diverse socio-political issues allow us to evaluate the

transferability by treating each dataset as belonging to a domain. The tweets were annotated

by multiple annotators with the MFT taxonomy (see Table 2.1). Hoover et al. [130] provide

additional details on the annotation process. They recognize that the vice and the virtue

constituting one moral foundation are expressed differently in natural language. For

example, an utterance describing a care concern (e.g., “taking care of one’s offspring”) does

not necessarily also contain harm expressions. For this reason, each tweet was annotated

with all 10 individual moral values plus an additional nonmoral label, resulting in 11

possible labels per tweet. Due to the subjective nature of moral values, different annotators

may label the same tweet differently. For this reason, Hoover et al. [130] apply a majority

vote to select the definitive label(s) of each tweet. Tweets with no majority label are labeled

as nonmoral. Table 2.3 shows three examples of annotated tweets.

Table 2.3: Examples of labeled tweets in three datasets of the MFTC.

Tweet Dataset Labels

Police lives matter, all lives matter, peace and love

people

ALM care

Which oppression is worse, sexism or racism? BLM harm, cheating
Baltimore Police will deliver an update on the #Fred-

dieGray investigation. Listen live on WBAL

BLT nonmoral
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Table 2.4 shows the distribution of labels. The MeanIR is a measure of imbalance in

a dataset [50]. MeanIR is the mean of IR𝑙 for each label 𝑙, where IR𝑙 is the ratio of the

number of instances having the majority (i.e., nonmoral) label and the number of instances

having label 𝑙. The degree of imbalance varies largely across datasets, which is realistic

since different domains are likely to have different distributions of moral content.

Table 2.4: Distribution of labels per dataset of the MFTC, including the MeanIR measure of imbalance per each

dataset.

Foundation ALM BLT BLM DAV ELE MT SND

Care 456 171 321 9 398 206 992

Harm 735 244 1037 138 588 433 793

Fairness 515 133 522 4 560 391 179

Cheating 505 519 876 62 620 685 459

Loyalty 244 373 523 41 207 322 415

Betrayal 40 621 169 41 128 366 146

Authority 244 17 276 20 169 415 443

Subversion 91 257 303 7 165 874 451

Purity 81 40 108 5 409 173 56

Degradation 122 28 186 67 138 941 91

Nonmoral 1744 3826 1583 4509 2501 1565 1313

Total 4424 5593 5257 5358 4961 4591 4891

MeanIR 11.5 51.3 5.4 344.8 9.6 4.0 6.4

The datasets introduced in Section 2.2.1 offer an unprecedented opportunity for studying

the social and moral aspects of language. In our research we employ the MFTC as the same

moral value theory is used to annotate data in seven different domains, allowing for the

cross-domain comparisons that we perform in Part II.
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The pursuit of values drives human behavior and promotes cooperation. Existing research is

focused on general values (e.g., Schwartz) that transcend contexts. However, context-specific

values are necessary to (1) understand human decisions, and (2) engineer intelligent agents

that can elicit and align with human values. We propose Axies, a hybrid (human and AI)

methodology to identify context-specific values. Axies simplifies the abstract task of value

identification as a guided value annotation process involving human annotators. Axies exploits

the growing availability of value-laden text corpora and Natural Language Processing to assist

the annotators in systematically identifying context-specific values. We evaluate Axies in

a user study involving 80 human subjects. In our study, six annotators generate value lists

for two timely and important contexts: Covid-19 measures and sustainable Energy. We

employ two policy experts and 72 crowd workers to evaluate Axies value lists and compare

them to a list of general (Schwartz) values. We find that Axies yields values that are (1) more

context-specific than general values, (2) more suitable for value annotation than general values,

and (3) independent of the people applying the methodology.

3.1 Introduction
Values are abstract ideals and our preferences among relevant and competing values guide

our actions and attitude [268]. As agents operate in sociotechnical systems [217] on behalf

of and among humans [7], agents’ behavior must accord with human values. There is

growing recognition [100, 261, 283] that values are central to robust and beneficial AI. In

a value-sensitive AI system, an agent must infer the value systems of the stakeholders

[29, 282], so that it can reason about aligning its actions with the values of the stakeholders

[6, 60, 62, 198]. However, a crucial question that must be answered before these steps is:

What values should an agent elicit, learn, or align with?

Several lists of general values have been proposed by psychologists [107, 254, 268], de-

signers [96], and, recently, computer scientists [318]. These value lists aim to be applicable,

broadly, across cultures and contexts. However, researchers recognize that not all values

are relevant to all contexts [167, 238, 268]. Further, an individual’s preferences over general

values may not be consistent across contexts [69]. That is, how we perceive and prioritize

values is context-dependent. For instance, one might value freedom over safety in general,

but prioritize safety over freedom in the context of a global pandemic.

We define context-specific values as values that are applicable and defined within a

context. For example, in the context of information sharing on social media, privacy is an

applicable value, but physical health is likely not (unless we are talking about the health

effects of computer use, which is another context). Further, privacy can be interpreted

as intruding on one’s solitude, or control on information collection, processing, and dis-

semination [284]. Thus, privacy defined as one’s ability to control the extent to which her

information is collected, processed, and disseminated is a value specific to the context of

social media.

General values give insight into the broad behavioral tendencies of humans, such as

openness to immigration and political activism [65]. However, for concrete applications,

values must be situated within a context. Consider, for example, the task of value elicita-
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tion [167]—identifying individuals’ preferences over competing values—for the purpose

of decision-making on green energy transition. Given this concrete task, we can elicit

stakeholders’ preferences between two context-specific values such as landscape preser-
vation and energy independence, or between two general values such as security and

self-direction. We conjecture that the choice between the context-specific values is both

easier for laypeople to express and more insightful for decision-makers than the choice be-

tween the general values. Other applications where context-specific values can be beneficial

include: (1) communicating values to stakeholders [307], (2) translating values into design

requirements [238, 303], (3) reasoning about conflicting values [6, 215], (4) synthesizing

normative systems based on values [204, 270, 293], (5) investigating how values influence

trust in agents [54, 196], and (6) verifying value adherence of an AI system [298].

How can we identify values specific to a context? Since values are (high-level) cognitive

abstractions, human intelligence is necessary to conceptualize a value and reason about its

relevance to a context. However, thinking about values is challenging even for humans [167,

238]. Thus, we need to systematically guide and assist humans in the process of identifying

context-specific values. To this end, we propose Axies (from the Greek word 𝛼𝜉 �́�𝜖𝜍, meaning

values), a hybrid (human and AI) methodology to engage humans in identifying context-

specific values and support the process via Natural Language Processing (NLP) techniques.

A key idea behind Axies is to simplify the abstract task of value identification to a concrete

task of value annotation given a (textual) value-laden opinion. With this approach, Axies

enables human annotators to (1) learn about a context by exploring opinions about the

context, and (2) think about values one opinion at a time.

There is a growing availability of value-laden opinions for many contexts on the Web,

e.g., on discussion forums, tweets, and blogs. For example, Figure 3.1 shows examples

of value-laden opinions on a Reddit discussion forum. By showing this opinion, Axies

triggers a value annotator to think about the values of freedom and health in the context

of Covid-19 measures. Value-laden opinions can also be collected by explicitly consulting

a target population, e.g., [211].

Source: https://www.reddit.com/r/CoronavirusUK/comments/iisk44/demonstrators_rally_in_london_to_protest_against/  ……

……

Figure 3.1: Example of value-laden opinions on a Reddit forum. At the top, the topic defines the context under

discussion. The three comments explicitly refer to the value of freedom, whereas the third only implicitly refers

to the value of health.

https://www.reddit.com/r/CoronavirusUK/comments/iisk44/demonstrators_rally_in_london_to_protest_against/
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Annotating a large opinion corpus is a significant effort. Axies distributes this task

among a small group of annotators. Inspired by traditional coding methods such as the

grounded theory method [102], the annotators engage in both divergent and convergent

thinking by individually exploring the opinion corpus and collaboratively consolidating

a value list. Axies employs an active learning strategy [32] to control the order in which

opinions are shown to the annotators to reduce the annotation effort.

We conduct three experiments, involving 80 human subjects, to answer five research

questions. Our experiments evaluate the characteristics of Axies values (i.e., values gener-

ated via Axies) and compare those with general (Schwartz) values [268].

Specificity Are Axies values more context-specific than general values?

Comprehensibility Are Axies values easier to comprehend than general values?

Consistency Does Axies yield a consistent set of values, independent of the annotators?

Relationship How do Axies values relate to general values?

Application Are Axies values easier to apply than general values in an annotation task?

In our first experiment, six annotators (in two groups of three) generate value lists

specific to two contexts: Covid-19 relaxation measures, and sustainable Energy policies.

In the second experiment, two policy experts evaluate the context-specificity of Axies

and Schwartz value lists. Finally, in the third experiment, 72 crowd workers evaluate the

comprehensibility of Axies and Schwartz value lists, and perform an annotation task with

the value lists. From the crowd annotations, we (1) evaluate the consistency between Axies

value lists generated by different annotator groups for the same context, (2) empirically

study the relationship between Axies and Schwartz value lists, and (3) assess the application

of the value lists by comparing the frequency and inter-rater reliability of value annotations.

These experiments provide valuable insights on what values (general vs. context-specific)

to choose for engineering a concrete application and the associated trade-offs.

This Chapter is organized as follows. Section 3.2 describes Axies. Section 3.3 describes

the experiments. Section 3.4 discusses our results. Section 3.5 concludes the paper. We

describe experiment protocols, web platform, and extended results in Appendix A. The

code is available online
1
.

3.2 Axies Methodology
Figure 3.2 shows an overview of the Axies methodology. Given a context-specific opinion

corpus, Axies yields a context-specific value list applicable to the participants producing

the opinion corpus. To do so, Axies (1) exploits NLP techniques and active learning, and

(2) engages a group of value annotators in the systematic steps of exploration (individual)

and consolidation (collaborative).

1https://github.com/enricoliscio/axies

https://github.com/enricoliscio/axies
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Figure 3.2: Overview of the Axies methodology. Axies takes as input a corpus composed of value-laden opinions

and outputs a list of values that are relevant to the participants and the context in which the opinions were

provided. Axies is composed of two phases (exploration and consolidation) and is performed by a small group of

annotators with the support of NLP techniques.

Opinion Corpus The input to Axies is an opinion corpus, a set of participants’ opinions

within a context. Axies requires the corpus to include value-laden opinions. A value-laden

opinion indicates a participant’s value, explicitly or implicitly. For example, in Figure 3.1

the value of freedom is explicitly mentioned but health is an implicit value. We construct

the opinion corpora for the Axies evaluation (Section 3.3) using the justifications from the

two PVEs described in Section 2.4.1, the Covid PVE and the Energy PVE.

Value List The output of Axies is a value list specific to the context in which an opinion

corpus is produced, and applicable to the participants producing the corpus. We represent

each value in the list by a name, a set of keywords that characterize the value in the context,

and a defining goal [268] that specifies what “holding a value" means in that context. For

instance, Table 3.1 shows example context-specific values, applicable to Dutch citizens,

produced by executing Axies on the Covid PVE data.

Table 3.1: Examples of Dutch citizens’ values resulting from executing Axies on the Covid PVE data.

Name Keywords Defining goal

Mental health Loneliness, quality of life,

stress

The strive towards protecting and improv-

ing one’s emotional and psychological

well-being.

Economic prosperity Economy, stability,

bankruptcy

Being able to pay and afford what you

need.

Value Annotators Axies is intended to be executed by a small group of annotators,

who (1) produce individual value lists during exploration, and (2) collaboratively merge
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the individual lists during consolidation. Axies facilitates inductive reasoning in that the

annotators infer values held by participants (theory) based on the opinions participants

express (evidence). A key advantage of this approach is that Axies yields values grounded

in data. In addition, the inductive process provides an opportunity to systematically guide

the annotators.

Opinion and Value Embeddings Axies represents opinions and values as vectors

computed from the Sentence-BERT [248] sentence embedding model 𝑀 , which takes a

word or a sentence as input and returns its vector representation in an 𝑛-dimensional space

(𝑛= 768, in our case). In our experiments, we use the pre-trained bert-base-nli-mean-tokens

model. Then, let 𝑀(𝑜) be the vector representation of an opinion 𝑜. Let 𝑛𝑣 be the name and

𝐾𝑣 = {𝑘1𝑣 ,… , 𝑘𝑛𝑣 } be the set of keywords of a value 𝑣. Then, Axies computes the value vector

𝑀(𝑣) using the Distributed Dictionary Representation [101] as:

𝑀(𝑣) =
𝑀(𝑛𝑣)+∑𝑘∈𝐾𝑣 𝑀(𝑘)
||𝑀(𝑛𝑣)+∑𝑘∈𝐾𝑣 𝑀(𝑘)||

. (3.1)

With the vector representations, we can compute the cosine similarity between values and

opinions, which we use to guide annotators during the value exploration phase.

3.2.1 Value Exploration
In the exploration phase, each annotator independently develops a value list (with name

and keywords for each value) by analyzing participants’ opinions. Depending on the

context, opinion corpora can be quite large. For example, the Covid-19 opinion corpus

[211] we evaluate contains about 60,000 opinions. Thus, it is not feasible for an annotator

to analyze each opinion in a corpus. Axies seeks to (1) reduce the number of opinions

each annotator analyzes to produce a stable value list, and (2) increase the coverage of

opinions (with respect to the corpus) the group of annotators analyzes. To this end, Axies

employs NLP and active learning techniques to control the order in which the opinions in

the corpus are exposed to the annotators. Thus, each annotator analyzes only a subset of

the opinions in the corpus. In practice, let 𝐴 be a set of value annotators that are available

for a context. Then, each annotator 𝑎 ∈ 𝐴 follows the exploration steps below.

Opinion selection Axies employs an active learning technique known as Farthest First

Traversal (FFT) [32, 256]. Using FFT, Axies selects opinions such that an opinion shown to

an annotator 𝑎 is the farthest from the opinions already shown to the annotators in group

𝐴 and the values already annotated by the annotator 𝑎. Algorithm 1 shows the pseudocode

for selecting an opinion to show an annotator 𝑎. We run one instance of this algorithm to

select opinions for all annotators in 𝐴 to reduce the overlap in opinions shown to different

annotators in 𝐴 (thereby, increasing the coverage of opinions shown to the annotators in

𝐴). However, for each annotator 𝑎 ∈ 𝐴, we employ the individual value list, 𝑉𝑎.

Annotation Algorithm 1 shows opinions to an annotator, sequentially. After seeing an

opinion, an annotator can add a value (with a name and keywords) or update the name or

keywords of an existing value in their value list. The annotator is asked to reason about
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Algorithm 1: Fetching the next opinion using FFT.

Input: 𝑂, 𝑀 ; /* Opinions, Embedding model */
Output: 𝑉𝑎 ; /* Value list of 𝑎 */

1 initialization: ∀𝑜 ∈ 𝑂 ∶ 𝑑𝑜 = ∞; 𝑉𝑎 = ∅;
2 while 𝑂 ≠ ∅ && ¬saturated(𝑉𝑎) do
3 𝑜next = argmax𝑜∈𝑂 𝑑𝑜 ; /* break ties randomly */
4 𝑂 = 𝑂− 𝑜next;
5 𝑉 old

𝑎 = 𝑉𝑎;
6 update_values(𝑉𝑎, 𝑜next);
7 𝑉 𝛿

𝑎 = 𝑉𝑎 −𝑉 old
𝑎 ;

8 ∀𝑜 ∈ 𝑂 ∶ 𝑑𝑜 = min

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

𝑑𝑜,
cosine_distance(𝑀(𝑜),𝑀(𝑜next)),

∀𝑣 ∈ 𝑉 𝛿
𝑎 ∶ cosine_distance(𝑀(𝑜),𝑀(𝑣))

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

;

the values underlying a participant’s opinion. However, the value name or keywords need

not explicitly appear in the opinion. Upon adding a value name, Axies shows as keyword

suggestions the five most similar words to the value name based on a counter-fitted word

embedding model [212], trained to push synonyms closer and antonyms farther.

Termination An annotator must judge when to stop annotating. We suggest the annota-

tors reach inductive thematic saturation [264], i.e., to continue annotation until the value

list incurs no new changes for several new opinions shown to the annotator. We show a

progress plot (similar to the example in Figure 3.3) to assist the annotators in deciding on

termination. The progress plot shows a bar for each opinion seen by an annotator; the

length of the bar is the FFT distance (𝑑𝑜) at which the opinion was fetched; and the bar

color indicates the annotator’s action after seeing the opinion. A long sequence of opinions

without the addition of value names or keywords is an indicator of a stable value list.

Shown Opinions
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T 
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Annotator Actions

Figure 3.3: Example of a progress plot in the exploration phase. The color of each bar describes the action(s) taken

by the annotator upon reading an opinion, whereas the length is the FFT distance to the already-read opinions.
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Refinement Finally, Axies can fetch opinions similar to a value by computing the cosine

similarity between a value and the opinions not yet shown to an annotator. An annotator

can fetch opinions similar to a value to refine the value, especially if it is not well formulated.

Such a phase is visible in the final gray bars in Figure 3.3.

3.2.2 Value Consolidation
During consolidation, the annotators in a group collaborate to merge their individual

value lists. Exploration and consolidation are complementary in that exploration facilitates

divergent thinking whereas consolidation facilitates convergent thinking. To facilitate

consolidation, Axies creates a combined value list, 𝑉𝐴 =⋃𝑎∈𝐴 𝑉𝑎 (the union of individual

value lists of annotators in group 𝐴), and guides the annotators in systematically refining

𝑉𝐴 as described next.

Value pairs To simplify the consolidation process, Axies requires the annotators to

consolidate only a pair of values at a time. Yet, consolidation is cognitively challenging.

If performed naively, the annotators must compare all possible pairs of values in 𝑉𝐴, and
repeat that process several times, to arrive at a refined 𝑉𝐴. To reduce the cognitive load,

Axies controls the order in which value pairs are presented to the annotators—the most

similar value pair from 𝑉𝐴 (based on the sentence embeddings model 𝑀) is shown first.

This approach is beneficial because similar values are likely to be merged, reducing the

size of 𝑉𝐴, which in turn, reduces the number of value pairs to consolidate.

Consolidation actions Given a pair of values, the original annotator of each value in the

pair describes the value to the other annotators in the group. Axies can fetch the opinions

that led to the annotation of a value to assist an annotator in recalling the reasoning

behind the annotation. The annotators in the group discuss whether the two values are

conceptually similar or distinct. Then, the annotators can take one of the following actions.

• Merge the two values, if they are conceptually similar. The annotators may choose

one of the two names or a new name for the merged value, and retain or update the

keywords.

• Update one or both values, if the values are conceptually distinct, but changes in

name or keywords make the distinction clearer.

• Take no action, if the two values are conceptually distinct, and the distinction is clear

as is. If the annotators take no action for a pair of values, that pair is not shown to

the annotators again even if that is the most similar value pair in 𝑉𝐴.

Termination Terminating consolidation is subject to annotators’ judgment as to whether

the value list requires further refinement or not. Axies shows a plot (similar to Figure 3.4)

for the annotators to keep track of progress. As shown in the plot, the pairs of similar

values shown early in the consolidation process lead to several value updates and merges.

However, annotators may also manually choose values to merge or update; the intermittent

spikes in Figure 3.4 are due to such manual choices.
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Figure 3.4: Example of a progress plot in the consolidation phase. The color of each bar describes the action(s)

taken by the annotators upon reading a value pair, whereas the length is the embedding distance between the

values in the pair.

Reflection As the final step, the annotators critically reflect on the consolidated value

list. In particular, Axies suggests the annotators analyze each value in the list with respect

to the main features of values. Schwartz [268] describes six main features of values; we

include five of those, excluding the feature that (basic) values “transcend contexts” since

Axies aims for context-specific values. During reflection, Axies also asks the annotators

to add a defining goal for each value in the list. The defining goal characterizes what

“holding a value" means. That is, a person holding a value in a context is likely to have the

corresponding goal in that context. We defer the task of adding defining goals till the end

of consolidation so that the task can be performed once for the final list of values.

3.3 Experiments
We conducted three experiments with 80 human subjects to evaluate Axies as shown in

Figure 3.5. These experiments were approved by the Human Research Ethics Committee of

the Delft University of Technology, and we received informed consent from each subject.

In Experiment 1, two groups, G1 and G2, of three annotators each, employ Axies to

generate value lists for two contexts (Covid and Energy) using a web application we

developed [174]. Let the generated value lists be Covid-G1, Energy-G1, Covid-G2, and

Energy-G2. We employ these lists and the full Schwartz list (ten values) [268] in the other

two experiments to answer our research questions:

Specificity In Experiment 2, we analyze the context-specificity of Covid (G1 and G2),

Energy (G1 and G2), and Schwartz values.

Comprehensibility In Experiment 3, we analyze the clarity of each value and the distin-

guishability between value pairs.

Consistency In Experiment 3, we analyze the consistency between Covid-G1 and Covid-

G2, and Energy-G1 and Energy-G2 using crowdsourced annotations.

Relationship In Experiment 3, we use the annotations on a set of opinions to study the

relationship between Axies and Schwartz values.
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Experiment 1: Value List Generation

COVID Corpus
|O|=59,461

ENERGY Corpus
|O|=3,221

Value Annotators
(Group 1): n=3

Value Annotators
(Group 2): n=3

Value Lists

COVID-G1

ENERGY-G1

COVID-G2

ENERGY-G2

Value Lists:
COVID-G1, -G2
ENERGY-G1, -G2

SCHWARTZ Value Evaluators
(Policy Experts): n=2

Experiment 2: Policy Experts Evaluation

Context-

Value Lists:
COVID-G1, -G2
ENERGY-G1, -G2

SCHWARTZ

Sample Opinions:
COVID and

ENERGY Corpora

Value Evaluators

Distinguishability

Experiment 3: Crowd Evaluation

Clarity

Opinion
Annotation

Consistency

Relationship

Application

Figure 3.5: Overview of the three experiments that compose our experimental setup. In Experiment 1, two groups

of annotators employ Axies to generate value lists in two contexts. In Experiment 2, two experts in policy-making

evaluate the context-specificity of the yielded values. In Experiment 3, crowd workers perform a set of annotation

tasks to evaluate comprehensibility, consistency, relationship, and application of the value lists.

Application In Experiment 3, we analyze the frequency of annotations and the annotator

agreement to study the suitability of a value list for opinion annotation.

Through these experiments, we intend to evaluate the output of the Axies methodology.

Thus, we compare the Axies (context-specific) values to the Schwartz list of (general)

values due to its high contemporary influence [120]. We do not compare Axies to another

value identification methodology since none of the existing methods (to the best of our

knowledge) has the same purpose as Axies. Thus, the outputs of existing methods and Axies

are not comparable (see Section 1.1.2 and Chapter 2). Most of the existing methods, e.g.,

[73, 94, 199, 219, 238, 290, 320], perform value estimation, i.e., given an existing list of values,

they estimate an individual’s preferences over those values. In contrast, Axies performs

context-specific value identification, i.e., given a context, Axies identifies the values relevant

to that context. Among the related works, Wilson et al. [318] and Pommeranz et al. [238]

are most similar to Axies. However, Wilson et al. [318] specifically pursue the creation

of a general list of values. Pommeranz et al. [238] work with context-specific values, but

ultimately aim at estimating individuals’ value preferences.

3.3.1 Experiment 1: Value Lists
Four graduate students and two postdoctoral researchers, each working on a values-

related research topic, participated as value annotators in Experiment 1. Two of these

participants had a technology and policy-making background, and four had a computer

science background. The two groups, G1 and G2, were constructed to have one member

with technology and policy-making background and twowith a computer science background
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in each group.

Opinion Corpora We constructed two opinion corpora consisting of Dutch citizens’

opinions in two different contexts using data collected via the two PVE surveys described

in Section 2.4.1. For each context, we treat all the justifications that have been provided

in the corresponding PVE as the opinions composing an opinion corpus. We refer to the

PVE about lifting COVID-19 lockdown measures as Covid corpus, and to the PVE about

renewable energy policies as Energy corpus. The opinions in both corpora were originally

in Dutch. Since not all value annotators were fluent in Dutch, the opinions were translated

to English using the MarianMT translator [143]. Further, opinions that contained only stop

words or punctuation were removed. Then, the Covid corpus contained 59,461 and the

Energy corpus contained 3,221 opinions.

3.3.2 Experiment 2: Context-Specificity
Two graduate students with technology and policy-making background participated in

this experiment to evaluate the context-specificity of values. They were familiar with

the Covid and Energy contexts in which the PVEs were conducted. However, these two

participants were not involved in Experiment 1; thus, they did not know which value

belonged to which list. We created a value list 𝑉𝐶𝐸𝑆 as the union of Covid-G1, Energy-G1,

Covid-G2, Energy-G2, and Schwartz value lists. Then, for each value 𝑣 ∈ 𝑉𝐶𝐸𝑆 , we asked
each participant the extent to which they agree with the following statement (once per

each context) on a Likert scale of 1 (strongly disagree) to 5 (strongly agree):

If I am a policy maker in the Covid (Energy) context, knowing citizens’ preferences

about value 𝑣 would help me in making a policy decision in that context.

We shuffled the combined value list 𝑉𝐶𝐸𝑆 before asking the questions above so that

each participant saw the values in a random order. For each value, we showed its name,

keywords, and defining goal. The two participants worked independently. After an initial

round of ratings, the Intra-Class Correlation (ICC) between the two raters, an inter-rater

reliability (IRR) metric for ordinal data [118], was 0.68. To ensure that the two participants

had the same understanding of the task, they discussed their conceptual disagreements.

Then, they performed another round of individual ratings, independently. The ICC after

the second round was 0.74, which is considered just shy of excellent [118].

3.3.3 Experiment 3: Comprehensibility, Consistency, Relation-
ship, and Application

To evaluate the comprehensibility of values in a list, the consistency between Axies value

lists for the same context, the relationship between Axies and Schwartz values, and the

application of the value lists, we employed 72 Prolific
2
crowd workers. The crowd workers

were directed to the Axies web application to participate in the experiment. Each crowd

worker was assigned one value list and the corresponding context (in the case of the

workers assigned the Schwartz list, half were assigned the Covid and half the Energy

2www.prolific.co

www.prolific.co
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context). First, each worker was asked to read the information provided on the concept of

values and the corresponding context. Then, each worker performed three tasks.

Clarity
For each value in the list assigned to a worker, given the value name, keywords, and

defining goal, the worker was asked the extent to which they agree with the following

statement on a Likert scale of 1 (strongly disagree) to 5 (strongly agree):

The concept described by the value is clear.

Distinguishability
First, for a value list 𝑉 , we computed the set 𝑃𝑉 of all value pairs: ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉 ∶ 𝑣𝑖 ≠ 𝑣𝑗 , {𝑣𝑖, 𝑣𝑗 } ∈
𝑃𝑉 . Then, we showed a subset of value pairs from 𝑃𝑉 (along with the respective keywords

and defining goals) to each worker assigned to the list 𝑉 . For each value pair shown, the

worker was asked the extent to which they agree with the following statement on a Likert

scale of 1 (strongly disagree) to 5 (strongly agree):

The two value concepts are distinguishable.

Opinion annotation
The final task for the crowd workers was to annotate opinions with values. First, we

randomly selected 100 opinions from each opinion corpus. Then, we asked each worker

assigned to a value list 𝑉 to annotate a subset of the opinions selected for 𝑉 ’s context. For
each opinion, a worker could select one or more values from 𝑉 or mark the opinion as not

value-laden. We use the annotated opinions to measure the consistency of Axies value

lists, the relationship between Axies and Schwartz values, and their application.

Consistency We use the opinion annotations for evaluating the consistency of Axies

value lists. Since the same 100 opinions were annotated for both Axies value lists for a

context, we can measure the association between values in the two lists based on the

opinions annotated with those values. For example, if the same set of opinions is annotated

with 𝑣1 ∈ Covid-G1 and 𝑣2 ∈ Covid-G2, then we consider 𝑣1 and 𝑣2 as closely associated.

Then, we (qualitatively) assess the consistency between Covid-G1 and Covid-G2 (similarly,

Energy-G1 and Energy-G2) based on the extent to which each value in one list (e.g.,

Covid-G1) is associated with one or more values in another list (e.g., Covid-G2).

Relationship We use opinion annotations to study the relationship between Axies and

Schwartz values. Analogous to the procedure described in the previous paragraph, we

measure the association between Axies and Schwartz value lists based on the opinions

annotated with those value lists.

Application We compute the frequency of annotations (the number of value annotations

per opinion) and the inter-rater reliability (IRR) to measure the suitability of a value list for

opinion annotation. We measure IRR via Fleiss’ Kappa [118] since the annotations were

categorical and all opinions were rated by more than two workers.



3.3 Experiments

3

35

Task Distribution
Table 3.2 shows the number (#) of workers assigned to each value list, and the numbers of

values, value pairs, and opinions assigned to each worker. The value list and the sets of

value pairs and opinions were randomly assigned. The number of workers for each list

was sufficient to obtain three annotations per opinion and three distinguishability ratings

per value pair (one worker in each list annotated fewer than the shown number of pairs

since that was sufficient to get three ratings per pair). Each worker rated the clarity of all

values in the assigned list.

Table 3.2: Overview of the distribution of the annotation load in the crowd annotation task.

Value List #Workers #Values #Value pairs #Opinions

Covid-G1 12 11 14 25

Covid-G2 10 9 11 30

Energy-G1 15 14 19 20

Energy-G2 15 13 16 20

Covid-Schwartz 10 10 7 30

Energy-Schwartz 10 10 7 30

Quality Control
The crowd workers were required to be fluent in English and have submitted at least 100

tasks with at least a 95% acceptance rate. We included four attention check questions:

two in the distinguishability rating and two in the opinion annotation task. A total of

115 workers completed the task. We included a worker’s task in our analysis only if

the worker (1) passed both attention checks during distinguishability rating; and (2) at

least one attention check during opinion annotation (we used one instead of two as the

cut-off because there was some room for subjectivity in answering the two attention check

questions asked during opinion annotation). These criteria were set before any analysis of

crowd work was done. Of the 115 workers, 72 satisfied the criteria above. We suggested the

time required for task completion (liberal estimate) as 45 minutes. The mean time spent by

a crowd worker on our task was 32 minutes (with 17 17-minute standard deviation). Each

worker was paid £5.6 (at the rate of £7.5 per hour).

3.3.4 Statistical Analyses
We perform the following statistical analyses on the data we collect. Other types of

comparisons (e.g., comparisons of more than two continuous samples) are not applicable

to this data.

(1) To compare two ordinal samples, we employ Wilcoxon’s ranksum test (nonparamet-

ric) [129] at a 5% significance level.

(2) To compare two continuous samples, which meet the normality assumption, we

employ Welch’s 𝑡 test [71] at 5% significance level. If one of the samples does not

meet the normality assumption, we employ Wilcoxon’s ranksum test.
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(3) To compare more than two ordinal samples, we employ the Kruskal-Wallis test

(nonparametric extension of ANOVA) [129] at 5% significance level. When the

Kruskal-Wallis test rejects the null hypothesis, we employ Dunn’s multiple compari-

son test [83] with the Holm-Bonferroni correction to compare pairs of samples.

(4) To measure the effect sizes (the amount of difference) between pairs of ordinal or

continuous samples, we employ Cliff’s Delta [58]. The Cliff’s Delta is positive when

the values in the first sample are greater than the values in the second sample more

often, and negative when the values in the first sample are less than the values in

the second sample more often. The magnitude of the delta is estimated according to

the suggested thresholds: 𝛿 < 0.147 is negligible (N); 𝛿 < 0.33 is small (S); 𝛿 < 0.474
is medium (M); and large (L), otherwise.

3.4 Results and Discussion
We discuss the main results from our three experiments in this section. Section 3.4.1

introduces the value lists produced in Experiment 1. Sections 3.4.2, 3.4.3, 3.4.4, and 3.4.5

discuss results from Experiments 2 and 3, answering our five research questions.

3.4.1 Value Lists
Two groups of three annotators each performed the two phases of the Axies methodology

(exploration and consolidation) in two contexts (Covid and Energy).

Exploration A total of 12 explorations (six per context) were performed. In the Covid

context, the mean time for exploration was 69.17 minutes (SD = 12.01 minutes), and the

mean number of values annotated was 11.17 (SD = 2.64). In the Energy context, the mean

time for exploration was 67.5 minutes (SD = 10.84 minutes), and the mean number of

values annotated was 12.83 (SD = 5.23).

Consolidation A total of four consolidations were performed (two groups of three

annotators each; two consolidations, one per context, for each group), producing four value

lists. Table 3.3 presents an overview of the four value lists and the Schwartz value list

[268] for comparison. The complete lists (including keywords and defining goals) are in

Appendix A.3.1. The times spent in consolidating Covid-G1, Energy-G1, Covid-G2, and

Energy-G2 were 105, 110, 115, and 120 minutes, respectively.

3.4.2 Context-Specificity
To evaluate the context-specificity of a value list, we measure the extent to which its values

can influence policy decisions in the context for which it was produced compared to a list

produced for a different context and the Schwartz value list. We compute the specificity

of a value 𝑣 for a context 𝑐 as the mean of the ratings the two policy experts gave to value

𝑣 for the context 𝑐. The policy experts were not aware of the context for which a value was

annotated and spent three hours each to rate the specificity of value lists.

Figure 3.6 (left) compares the specificity of Covid (including G1 and G2), Energy

(including G1 and G2), and Schwartz values for the Covid context. Figure 3.6 (right)
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Table 3.3: The four value lists generated through Axies (by two groups in two contexts) and the Schwartz [268]

value list.

Context List Value Names

Covid

G1 Well-being, Safety, Economic prosperity, Enjoyment, Fairness, Feasi-

bility, Nuclear family, Autonomy, Care, Control

G2 Mental health, Safety and health, Economic security, Acceptance of

misbehavior, Pleasure, Conformity, Equality, Belonging to a group,

Autonomy

Energy

G1 Community, Distributional justice, Innovation, Support, Guidance,

Landscape preservation, Energy independence, Effectiveness, Sus-

tainability, Planning for rainy days, Equal opportunities, Distrust,

Regional benefits, Representation

G2 Community, Initiative, Freedom, Organizational leadership, Involve-

ment, Nature and landscape, Technical reliability, Technological in-

novation, Local benefit, Support, Free market economy, Inevitability,

Fairness

General Schwartz Tradition, Conformity, Security, Power, Achievement, Hedonism,

Stimulation, Self-Direction, Universalism, Benevolence

compares the specificity of Covid (including G1 and G2), Energy (including G1 and G2),

and Schwartz values for the Energy context. Since the Kruskal-Wallis test indicated

(𝑝 < 0.05) that one of the three samples is significantly different from the others in both

(left and right) comparisons in Figure 3.6, we perform Dunn’s test to compare multiple

pairs of samples. The table at the bottom of Figure 3.6 shows the Holm-Bonferroni (H-B)

corrected 𝑝-values as well as the effect sizes, measured via Cliff’s Delta, for each pairwise

comparison. For each cell in the table, the first sample in the comparison is indicated in the

column header and the second sample in the comparison is indicated in the row header.

First, we observe that, in the Covid context, Covid values have significantly higher

specificity ratings than the Energy and Schwartz values with a large effect size. Similarly,

in the Energy context, Energy values have significantly higher specificity ratings than the

Covid and Schwartz values with a large effect size. This suggests that Axies values are

more context-specific than Schwartz values. This is an important result that demonstrates

that Axies serves its purpose of producing context-specific value lists.

Second, the context-specificity varies among the values within the Axies lists. On

the one hand, the specificity of a few Axies values is low. Specifically, Control (Covid),
Representation, Technological Innovation, and Equal Opportunities (Energy) received
average ratings lower than 3 for their respective context. We observe that these values

are phrased broadly, and they may need refinement. On the other hand, the specificity of

some Axies values was high for both contexts. Specifically, the Covid values of Control,
Fairness, and Equality were rated higher than 3 for the Energy context. Similarly, the

Energy values of Inevitability, Fairness, and Distrust were rated higher than 3 for the

Covid context. Thus, some Axies values can be applicable to more than one context.

Finally, the specificity of Schwartz values varies across contexts. That is, the Schwartz
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Kruskal-Wallis test: 𝑝 = 8.227e-08

Covid Context Energy Context

H-B 𝑝-value Cliff’s Delta H-B 𝑝-value Cliff’s Delta

Value List Covid Energy Covid Energy Covid Energy Covid Energy

Energy 0.001 – 0.82 (L) – 0.001 – −0.85 (L) –

Schwartz 0.04 0.09 0.66 (L) −0.47 (M) 0.74 0.001 0.07 (N) 0.92 (L)

Figure 3.6: The context-specificity of Axies and Schwartz value lists.

values have higher specificity ratings in the Covid context than the Energy context. The

nature of the two contexts can explain this difference—whereas the Covid context encom-

passes many aspects of life (at the moment of writing), the Energy context is narrower.

Hence, in the latter case, the (general) Schwartz values are likely to be less informative.

3.4.3 Comprehensibility
We employ crowdsourced data to evaluate the clarity of values and the distinguishability

between value pairs in a list.

Clarity Evaluation
Recall that the clarity of a value in a list was rated by each crowd worker assigned to

that list, yielding at least ten clarity ratings (Table 3.2) per value. Figure 3.7 shows the

distribution of mean clarity ratings of Covid, Energy, and Schwartz values.

First, the mean clarity rating of all but one Axies value (in all four lists) was at least 3.

The Energy value of Distrust received a clarity rating of less than 3. The Distrust value
has the defining goal “Big players (government, large companies) should not be in charge

of solving problems on citizens’ behalf.” We conjecture that the connection between the

Distrust value’s name and its defining goal is not obvious, and that is the reason for the

value’s low clarity rating. However, a large majority (80.9%) of the Axies values received a

mean clarity rating of at least 4, suggesting that Axies value lists are clear to end users.

Second, we observe no significant difference in the clarity of Covid and Schwartz

values. However, the Covid and Schwartz values have significantly better clarity than the

Energy values with a medium and a large effect size, respectively. A potential reason for the
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Figure 3.7: Clarity ratings of Axies and Schwartz values.

better clarity of Covid values compared to the Energy values is the timeliness of the Covid

context. Since people are currently experiencing the pandemic, they can easily understand

the values in this context. In contrast, the Energy context yields highly specialized values

(e.g., Energy Independence) which may appear unclearer to a layperson. A potential reason

for the better clarity of Schwartz values compared to Energy values (and Covid values

although the difference is not statistically significant) is that the Schwartz values, being

the result of years of refinement, are polished and easier to understand.

Distinguishability Evaluation
For each value pair in a value list, three crowd workers indicated how distinguishable the

values in the pair were. Figure 3.8 shows the mean distinguishability ratings for pairs of

values in the Covid, Energy, and Schwartz value lists.

We notice that the distinguishability of value pairs in Axies and Schwartz lists is

not significantly different. Further, none of the value pairs have a mean distinguishability

rating of 1—that is, no two values in any of the value lists are rated as indistinguishable.

However, a good number of Axies value pairs (14.3% in Covid and 22.5% in Energy) have

a mean distinguishability rating in (1, 3). Thus, although distinguishable, the Axies values

within a context have similarities among them. This observation aligns with Schwartz’s

[268] postulate that values form a continuum of related motivations. In fact, the mean

distinguishability rating of a good number (11.1%) of Schwartz value pairs is also in

(1, 3). As expected, values that are adjacent in the Schwartz circumplex received low

distinguishability scores (such as Conformity and Tradition, rated 1.67), and values at

opposite ends received high scores (such as Self-Direction and Conformity, rated 5).
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Figure 3.8: Distinguishability ratings of Axies and Schwartz values.

3.4.4 Consistency
The consistency between two value lists for the same context is measured through the

crowdsourced opinion annotations. Each of the 100 opinions selected for each context was

annotated by three crowd workers with the Axies value lists generated for that context

(Section 3.3.3). We consider an opinion 𝑜 as annotated with a value 𝑣 if at least two of the

three annotations for 𝑜 include 𝑣. Then, let 𝑣1 ∈ Covid-G1 and 𝑣2 ∈ Covid-G2, and 𝑂1 and

𝑂2 be the set of opinions annotated with 𝑣1 and 𝑣2, respectively. We measure the association

between the two values as the Jaccard similarity between their opinion annotations:

𝐽 (𝑣1, 𝑣2) =
|𝑂1 ∩𝑂2|
|𝑂1 ∪𝑂2|

(3.2)

For each value in one value list for a context, Figure 3.9 shows the closest value in the

other list for the context, to emphasize the associations between the two lists. Although

value lists for the same context differ, we observe that each value in one list for a context

is associated (has a non-zero Jaccard similarity) with at least one value in the other list

for that context. In some cases, the association is apparent from the value names, e.g.,

Economic prosperity ∈Covid-G1 and Economic security ∈Covid-G2. In some cases, despite

differences in the names, the values capture similar goals, e.g., Planning for rainy days
∈ Energy-G1 and Technical reliability ∈ Energy-G2, capture the same motivational goal

of planning for unforeseen circumstances. In some cases, the motivation behind a value

in a list was distributed over more than one value in the other list. For example, Fairness
∈ Energy-G2 is captured by Equal opportunities and Regional benefits ∈ Energy-G1. In
essence, no value is conceptually exclusive to one value list within a context.
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Figure 3.9: Association between G1 and G2 value lists.

3.4.5 Relationship
Recall that, similar to Axies value annotations, each of the 100 opinions selected for each

context was also annotated by three annotators with the Schwartz value list, resulting in

the Covid-Schwartz and Energy-Schwartz annotations. To investigate the relationship
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between Axies and Schwartz value lists, we employ an approach similar to the consistency

evaluation (Section 3.4.4). That is, based on the annotations on the same set of opinions,

we compute the Jaccard similarity between two values in different value lists as depicted

in Figures 3.10 and 3.11.
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Figure 3.10: Association between Axies and Schwartz values in the Covid context.

First, we observe that each Schwartz value is associated (non-zero Jaccard similarity)

with at least one Axies value in each of the four Axies value lists, except for the Schwartz

value of Conformitywhich has no association in the Energy-G2 list. However, the intensity
of association is low, overall. E.g., the Schwartz values of Achievement and Conformity in
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Figure 3.11: Association between Axies and Schwartz values in the Energy context.

the Covid context, and Stimulation and Tradition in the Energy context have a negligible

association with values in both Axies lists generated for the respective contexts.

Second, we notice that some Schwartz values have one-to-many relationships with

Axies values. This can be clearly observed in the Energy context, where Schwartz values

such as Self-Direction and Universalism have multiple matches with both Axies lists. The

expected behavior can be also partly observed in the relationship between Covid-G1

and Schwartz value lists (e.g., Security and Benevolence). However, it is less evident in
the comparison between Covid-G2 and Schwartz values, where it can only be partially



3

44 3 Identifying and Evaluating Context-Specific Values

noticed (e.g., Benevolence).

The results above suggest that the relationship between Schwartz and Axies values

depends on the context for which the Axies values are generated. In our case, since Energy

is a specialized context, only a few general Schwartz values have clear and multiple associ-

ations with the context-specific Axies values. In contrast, since the Covid context covers

many aspects of life, the Axies values generated for this context have more association

with the general Schwartz values.

3.4.6 Application
To assess the application of the value lists, we analyze the opinion annotations. Figure 3.12

shows the number of annotations per opinion with Axies and Schwartz value lists. In both

contexts, the Axies values were annotated significantly more often than the Schwartz

values. This suggests that the Axies values are easier to recognize than the Schwartz

values in the opinions collected in a context.
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Figure 3.12: Number of annotations with values belonging to the Axies and Schwartz value lists in the two

contexts.

Subsequently, we compare the Inter-Rater Reliability (IRR), measured via Fleiss’ Kappa,

of the annotations with the value lists. Figure 3.13 presents the aggregated IRR [118] for

Axies and Schwartz values (Appendix A.3.2 includes IRR for each value).

The IRR is significantly higher for Axies values compared to Schwartz values in both

contexts. The average agreement with the Schwartz values is poor, with only two values

reaching a fair agreement. In contrast, a large number of Axies values is annotated with a

fair agreement and some Axies values reach substantial agreement. This suggests that the

annotators interpret Axies values more consistently than the (general) Schwartz values,

which is desirable in concrete applications of values. Finally, the IRR is low for all value

lists, which can be attributed to the inherent difficulty of annotating values [130], especially

for untrained crowd workers. This can be explained by the fact that some values were

annotated only a few times, rendering the agreement difficult to evaluate.
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Figure 3.13: Inter-Rater Reliability of annotations with Axies and Schwartz values in the two contexts.

3.4.7 Threats to Validity
We identify three main types of threats to the validity of our findings according to the

classification by Cook and Campbell [61].

Conclusion Validity concerns the ability to draw correct conclusions from the outcome

of an experiment. To answer the RQs on the specificity, comprehensibility, and application

of a value list, we employ rigorous statistical methods, validating the underlying assump-

tions (e.g., normality assumption for 𝑡-test) and performing necessary post-hoc analyses

(e.g., correcting 𝑝-values during multiple comparisons). Thus, the findings on these RQs

are robust. However, we could not perform statistical analyses in answering the RQs on

the consistency and relationship between the value lists. Although our qualitative analyses

yield valuable insights on these RQs, we recognize that these findings must be validated

again via better experiment designs.

Internal Validity concerns the influences that may affect the independent variables

under study with respect to causality. The subjective interpretation of values is a natural

threat to validity in all our experiments. For example, the differences we observe among

value lists may be influenced by the differences in the value conceptions of the annotators.

The Axies methodology seeks to mitigate this threat by including the consolidation phase,

where the annotators discuss their differences in interpretation. Further, in our experiments,

we employ two groups of annotators and two contexts to reduce the effect of subjectivity.

External Validity concerns the limits to generalizing the results of our experiment. The

small number of annotators who performed the Axies methodology and the limited number

of contexts under analysis may reduce the generalizability of our conclusions. First, we

required the annotators who performed the Axies methodology (as in Experiment 1) and

the policy experts who evaluated context-specificity (as in Experiment 2) to be familiar

with the concept of values. Our subjects in these experiments met this requirement but

they were all highly educated, living in the Netherlands, and aged between 20 and 35. Thus,
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the effects of a larger difference in the value annotators’ and policy experts’ education,

residence, and age on findings in Experiments 1 and 2 remains to be studied. In Experiment

3, we evaluated the features of the values with the help of laypeople, employing a sample of

72 annotators. Although these annotators are from diverse backgrounds (Appendix A.1.3

provides an overview of the annotators’ demographics), the sample of annotators is not

representative of the real population, e.g., the majority of the annotators in the sample are

from Europe. Thus, additional experiments with a more representative set of annotators

are necessary to generalize the results to a larger population. Third, the experiments have

shown slight variations of outcomes across different contexts (Sections 3.4.2, 3.4.3, and

3.4.5). Further experiments on a varied array of contexts would help in determining the

generalizability of our findings. Finally, we compare the Axies value lists with only one

list of general values, the Schwartz value list. However, there are other lists of general

values, such as Gouveia et al. [104], Hofstede [128], and Inglehart [136]. Although there

are similarities and differences among these value lists, empirical data on comparisons

of general value lists is sparse [120]. Thus, the generalizability of our findings to general

value lists other than the Schwartz value list remains to be studied.

3.5 Conclusions and Future Directions
Axies combines human and artificial intelligence to yield context-specific values. In a

specific context, e.g., driving, context-specific values can be more effective in explaining

and predicting human behavior than general values [305]. For instance, an autonomous

driving agent can concretely estimate its passengers’ preferences over driving-specific

values (e.g., safety and efficiency) to tailor the driving experience.

Our experiments highlight important properties of Axies and the trade-offs between

context-specific and general values. First, Axies yields values that are comprehensible (clear

and distinct) to end users. Comprehensibility is important for an agent to (1) estimate value

preferences, e.g., by asking whether mental health is more important to a participant than

conformity in a context, and (2) explain that the agent made a certain decision because the

agent estimated, e.g., fairness as more important to the participant than regional benefits in
the decision context. Yet, based on value annotators’ feedback and crowd distinguishability

results, we observe that values in a context have similarities since they form a motivational

continuum. An interesting research direction is to identify and visualize a value continuum

(e.g., as a circumplex [268]) from a list of context-specific values. We conjecture that such

a visualization would support the process of building a cohesive value list.

Second, as a methodology, we expect Axies to yield reproducible results. Following

Axies to annotate an opinion corpus should yield consistent value lists independent of the

annotators. However, considering the subjective judgments involved, we do not expect a

value list produced for a context by one group to be identical to the value list produced

by another group. As expected, the value lists generated for the same context by different

groups of annotators are not identical but consistent in that each value in one list is

associated with one or more values in the other list.

Third, a key result from our experiments is that Axies yields context-specific values as it

set out to. Specifically, we observe that the values identified for a context are more useful for

decision-making in that context than in another context. However, some context-specific

values are more broadly applicable than others.
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Fourth, we perform an empirical comparison between the context-specific (Axies)

values and general (Schwartz) values. Our results indicate that Axies values are indeed

more context-specific, but slightly less clear to laypeople than Schwartz values. However,

when put to the concrete application of value annotation, the same laypeople annotate

Axies values more often and with higher agreement. This illustrates the suitability of

context-specific values for practical applications.

Finally, we explore the relationship between Axies and Schwartz values. Our results

show that only a few Schwartz values have a clear correspondence to Axies values (i.e.,

only the Schwartz values that are relevant to the context) and that values with a clear

correspondence are often related to multiple Axies values that describe them in more

fine-grained manner in the context. However, we suggest performing more extensive

experiments to validate these findings in a varied set of contexts.

Identifying context-specific values is a significant effort. Axies simplifies this process

and systematically guides the annotators, who need not be design experts. An interesting

future direction is to analyze the benefits of NLP and active learning on the overall process

(e.g., by comparing Axies to a baseline without the AI components). Further, in our

experiments, the annotators followed the Axies steps one time. In practice, Axies can be

used in an agile manner with multiple exploration-consolidation sprints with feedback from

evaluations in between the sprints. Axies starts with the assumption that the context for

which values are to be identified is already defined. However, defining a context, in itself, is

a significant challenge and an essential step in engineering ethical agents [4]. A context may

incorporate a variety of spatiotemporal and social elements that influence the interactions

among participants and agents [5]. Thus, it is important that the opinion corpus Axies

employs is representative of the intended context. For example, in our experiments, the

Covid corpus contains the opinions of the residents of a country. Thus, the resulting values

are applicable to the residents, but they may not be adequate to capture the values of the

healthcare providers (another stakeholder group; thus, a different context). An interesting

direction is to employ Axies to compare and contrast contexts. That is, given the Axies

value lists for two contexts, the differences between the values in the two lists may indicate

the differences between the two contexts.

Value alignment is a long-term research priority for beneficial and robust AI [261].

Our research supports a crucial step in the creation of value-aligned artificial agents—the

identification of the values that an agent ought to align with. The values identified via our

method can serve as the vocabulary for addressing additional challenges of value alignment

such as the translation of values into norms and behaviors [271] and the verification of

value adherence to norms [298]. To this end, a repository of values where values are linked

with contexts and opinions would be valuable. Given such a repository, designers and

developers can reuse values suitable for their contexts and an agent can automatically pick

relevant values for a decision context.





3

49

II
Value Classification





4

51

4
Cross-Domain Classification

of Moral Values

 Enrico Liscio, Alin E. Dondera, Andrei Geadau, Catholijn M. Jonker, Pradeep K. Murukannaiah. 2022. Cross-

Domain Classification of Moral Values. In Findings of the 2022 Conference of the North American Chapter of the

Association for Computational Linguistics, NAACL ’22, ACL, 2727-2745.



4

52 4 Cross-Domain Classification of Moral Values

Moral values influence how we interpret and act upon the information we receive. Identifying

human moral values is essential for artificially intelligent agents to co-exist with humans.

Recent progress in natural language processing allows the identification of moral values

in textual discourse. However, the domain-sensitivity of moral values poses challenges for

transferring knowledge from one domain to another. We provide the first extensive investigation

of the effects of cross-domain classification of moral values from text. We compare a state-

of-the-art deep learning model (BERT) in seven domains and four cross-domain settings. We

show that a value classifier can generalize and transfer knowledge to novel domains, but

it can introduce catastrophic forgetting. We also highlight the typical classification errors

in cross-domain value classification and compare the model predictions to the annotators’

agreement. Our results provide insights to computer and social scientists who seek to detect

moral values specific to a domain of discourse.

4.1 Introduction
Pluralist moral philosophers argue that human morality can be represented, understood,

and explained by a finite number of irreducible basic elements, referred to as moral values

[107]. The difference in our preferences over moral values explains how and why we

think differently. For instance, both conservatives and liberals may agree that individual

welfare is important. However, a conservative, who cherishes the values of freedom and

independence, may believe that taxes should be decreased to attain more individual welfare.

In contrast, a liberal, who cherishes the values of community and care, may believe that

taxes should be increased to obtain welfare [105].

It is crucial to understand human morality to develop beneficial AI [261, 283]. To

operate among humans, artificial agents must be able to comprehend and recognize the

moral values that drive the differences in human behavior [7, 100]. The ability to detect

moral values can be instrumental for, e.g., facilitating human-agent trust [54, 196] and

engineering value-aligned socitechnical systems [6, 204, 217, 271].

There are survey instruments to estimate individual value profiles [107, 268]. However,

reasoning about moral values is challenging for humans [167, 238]. Further, in practical

applications, e.g., to conduct meaningful conversations [294] or to identify online trends

[206], artificial agents should be able to detect moral values on the fly. The growing

capabilities of natural language processing (NLP) enable the detection of moral values from

textual discourse [15, 18, 130, 150]. Specifically, a value classifier can be used to identify

the moral values underlying a piece of text on the fly. For instance, Mooijman et al. [206]

show that detecting moral values from tweets can predict violent protests.

Existing value classifiers are evaluated on a specific dataset, without re-training or

testing the classifier on a different dataset. This shows the ability of the classifier to predict

values from text, but not the ability to transfer the learned knowledge across datasets. A

critical aspect of moral values is that their expression is dependent on context, encompassing

factors like actors, actions, judges, and values [267]. In the case of a text classifier, the

context is defined by the domain of the data source, and moral value expressions may take

different forms in different domains. For example, in the driving domain, the value of

safety concerns speed limits and seat belts, but in the COVID-19 domain, safety concerns

social distancing and face masks. Further, a word (broadly, language) may be linked to

different moral values in different domains. For example, in a libertarian blog, the word
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‘taxes’ may be linked to the authority value, but in a socialist blog, it may be linked to the

community value. Thus, a value classifier must be able to recognize the domain-specific

connotations of moral values.

Collecting and annotating a sufficient amount of training examples in each domain is

expensive and time-consuming. To reduce the need for new annotated examples, we can pre-

train classifiers with similar available annotated data and transfer the acquired knowledge

to a novel task—a practice known as transfer learning [259]. Despite the benefits, transfer

learning poses well-known challenges, including: (1) generalizability: how well does a

classifier perform on novel data? (2) transferability: how well is knowledge transferred

from one domain to another? and (3) catastrophic forgetting: to what extent is knowledge

of a previous domain lost after training in a new domain? These challenges are crucial for

value classification because of its domain-specific nature.

We perform the first comprehensive cross-domain evaluation of a value classifier. We

employ the Moral Foundation Twitter Corpus [130], consisting of seven datasets spanning

different socio-political areas, annotated with the value taxonomy of the Moral Foundation

Theory [107]. Treating each dataset as a domain, we train a deep learning model, BERT [74],

in four training settings to evaluate the value classifier’s generalizability, transferability,

and catastrophic forgetting.

Our experiments show that (1) a value classifier can generalize to novel domains,

especially when trained on a variety of domains; (2) initializing a classifier with examples

from different domains improves performance in novel domains even when little training

data is available in the novel domains; (3) catastrophic forgetting occurs even when training

on a small portion of data from the novel domain, and its impact must be considered when

training on a novel domain; and (4) in the large majority of cases, in all considered training

settings, at least one annotator agrees with the model predictions.

Our investigation is significant because moral values are seldom explicit in language,

but often lie in subtle domain-dependent cues. Understanding whether a classifier can

recognize and transfer such hidden patterns across domains is instrumental for practical

use. By unveiling the successes and mistakes of value classifiers in cross-domain settings,

we hope to inspire researchers and practitioners to employ value classification responsibly.

This chapter is structured as follows. Section 4.2 describes the experiments we perform

to evaluate cross-domain performance. Section 4.3 presents the results. Finally, Section 4.4

concludes the chapter. Appendix B provides additional details on our experimental setup

and extended results. The code is available online
1
.

4.2 Experimental Setup
Predicting moral values is a multi-label classification problem. Given a set of textual

documents,  , and a set of moral value labels,  = (𝑙1, 𝑙2,… , 𝑙𝑛), we wish to learn a mapping

 ∶  ↦ (). Each element in () is a binary vector, 𝑦 = (𝑦1, 𝑦2,… , 𝑦𝑛), where 𝑦𝑖 = 1
if the corresponding text is labeled with 𝑙𝑖. The mapping  is learned via BERT [74], a

language representation model based on the Transformer architecture [310]. We choose

BERT as it represents the state-of-the-art for several NLP tasks, including value classification

[15, 150, 158]. We provide additional details, including hyperparameters, in Appendix B.1.

1https://github.com/adondera/transferability-of-values

https://github.com/adondera/transferability-of-values
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4.2.1 Cross-Domain Evaluation
We perform a cross-domain evaluation of the Moral Foundation Twitter Corpus (MFTC),

introduced in Section 2.4. The MFTC is divided into seven datasets, each corresponding to

a domain of discourse. To perform our evaluation, we partition the MFTC datasets into

𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 . We treat 𝑠𝑜𝑢𝑟𝑐𝑒 as available data and 𝑡𝑎𝑟𝑔𝑒𝑡 as an incoming dataset from

a novel domain. In our experiments, 𝑡𝑎𝑟𝑔𝑒𝑡 is always composed of one MFTC dataset. We

experiment with 𝑠𝑜𝑢𝑟𝑐𝑒 composed of one, three, and six datasets. We present the results for

the setting with six datasets as 𝑠𝑜𝑢𝑟𝑐𝑒 in Section 4.3 and the other settings in Appendix B.2.

For each partition, we train a value classifier, , in each of the four scenarios shown in

Figure 4.1. These scenarios differ in how the classifier is trained. (1) In the 𝑠𝑜𝑢𝑟𝑐𝑒 scenario,
𝑠𝑜𝑢𝑟𝑐𝑒 is the training set. (2) In the 𝑡𝑎𝑟𝑔𝑒𝑡 scenario, 𝑡𝑎𝑟𝑔𝑒𝑡 is the training set. (3) In the

𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒 scenario, the classifier is first trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and then continued to train (i.e.,

finetuned) on 𝑡𝑎𝑟𝑔𝑒𝑡 . (4) In the 𝑎𝑙𝑙 scenario, the training set includes both 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 .
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all
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Ttarget
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+
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target
Tsource
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CTtarget

source
Tsource

Ttarget

evaluatetrain C(source, source)

C(source, target)
CTsource

Figure 4.1: The four cross-domain scenarios. E.g., in the 𝑠𝑜𝑢𝑟𝑐𝑒 scenario, the classifier  is (1) trained on 𝑠𝑜𝑢𝑟𝑐𝑒
and evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 ((𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒)) and (2) trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 ((𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡)).

In each scenario, the classifier is evaluated on both 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 , resulting in eight

settings (combinations of training scenario and evaluation set) as shown in Figure 4.1. For

example, (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) indicates that  is trained in the 𝑠𝑜𝑢𝑟𝑐𝑒 scenario (i.e., on 𝑠𝑜𝑢𝑟𝑐𝑒)
and evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 . As we have seven partitions and four scenarios, we train 28 unique

models. We evaluate the models on both 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 , covering 56 settings.

4.2.2 Comparisons
Our experimental setting (partitioning, training scenarios, and evaluation settings) enables

a comprehensive cross-domain evaluation of the value classifiers as described below.

Baseline (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) show the performances of a value classi-

fier on the training domain, when no cross-domain training is performed.

Topline (𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) represent the ideal scenario, where all data is

simultaneously available for training.
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Generalizability (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) reflect the ability of a value clas-

sifier to generalize to a new domain.

Transferability Comparing (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) shows whether the
knowledge learned by pretraining on 𝑠𝑜𝑢𝑟𝑐𝑒 (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒 scenario) has an advantage over the

absence of pretraining (𝑡𝑎𝑟𝑔𝑒𝑡 scenario).
Catastrophic Forgetting Comparing(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) shows how
the knowledge learned by training on 𝑠𝑜𝑢𝑟𝑐𝑒 is lost when finetuned on 𝑡𝑎𝑟𝑔𝑒𝑡 .

4.2.3 Metrics
Since the imbalance in our datasets varies greatly, we report both the micro 𝐹1-score and
the macro 𝐹1-score in each setting. The micro 𝐹1-score, 𝑚, is the weighted (by class size)

mean of the per-label 𝐹1-scores. The macro 𝐹1-score, 𝑀 , is the unweighted mean of the

per-label 𝐹1-scores.
When training and testing on the same set, we use 10-fold cross-validation with fixed

splits into training and test data and report the average 𝐹1-scores over the 10 runs. For
consistency, when testing on a set different from the training set, we test on 10 splits of

the set (i.e., ultimately on the whole set) and report average 𝐹1-scores.

4.3 Results and Discussion
We evaluate the performance of the model in four training scenarios (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡,
𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑎𝑙𝑙). Table 4.1 reports the micro and macro 𝐹1-scores of the eight evaluation

settings. The columns indicate the dataset used as 𝑡𝑎𝑟𝑔𝑒𝑡 (e.g., in the BLT column, BLT is

𝑡𝑎𝑟𝑔𝑒𝑡 and the remaining six datasets compose 𝑠𝑜𝑢𝑟𝑐𝑒). The final column reports the average

𝐹1-scores over the seven datasets. We also report the results of the majority classifier which

labels all tweets as nonmoral (the majority class in all datasets), for both 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 .
We perform Wilcoxon’s ranksum test [129] to evaluate whether the two results sig-

nificantly differ. In each column (and in the top half or the bottom half), we choose the

setting with the highest 𝐹1-score and perform a pair-wise comparison with each of the

other settings in that (half) column. We highlight, in bold, the best result and the results

that are not significantly different (𝑝 > 0.05) from the best.

4.3.1 General Trends
Before cross-domain analysis, we observe some general trends. First, the topline training

scenario (𝑎𝑙𝑙) leads to the best results when evaluating on both 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 (Table 4.1).
However, 𝑎𝑙𝑙 is the ideal scenario. In the top half of the table, (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) has compa-

rable results to (𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒), which is to be expected since the two models are trained on

similar data (six out of seven datasets in the 𝑠𝑜𝑢𝑟𝑐𝑒 scenario, all seven in the 𝑎𝑙𝑙 scenario).
Analogously, in the bottom half of the table, the (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) setting leads to results

comparable to (𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡). We analyze this result further in Section 4.3.3.

Second, the results are rather consistent across datasets when evaluating on 𝑠𝑜𝑢𝑟𝑐𝑒 (top
half of Table 4.1), but have large differences when evaluating on 𝑡𝑎𝑟𝑔𝑒𝑡 (bottom half of

Table 4.1). These differences can be attributed to BLT and DAV, two highly imbalanced

datasets (Table 2.4). The class imbalance also justifies the large difference between micro

and macro 𝐹1-scores for these two datasets.
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Table 4.1: Results of the four training scenarios evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 . The columns indicate the dataset

used as 𝑡𝑎𝑟𝑔𝑒𝑡 . We report both micro 𝐹1-score (𝑚, left column) and macro 𝐹1-score (𝑀 , right column).

ALM BLT BLM DAV

Classifier Setting m M m M m M m M

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.9 65.6 73.9 68.3 71.2 61.8 71.1 66.4
(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 61.6 37.7 43.8 13.1 62.6 43.0 38.8 5.1

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.3 57.2 61.2 47.8 69.2 54.9 56.6 41.9

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.7 65.6 73.7 68.0 71.3 62.1 71.0 66.4

Majority (𝑠𝑜𝑢𝑟𝑐𝑒) 47.0 6.1 42.3 5.6 49.0 6.2 38.8 5.3

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 63.7 57.9 63.2 29.2 76.1 75.3 83.9 8.7

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 68.0 56.8 71.4 23.5 84.4 84.6 92.2 9.0
(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.4 67.0 72.1 37.4 84.6 85.5 92.2 9.2
(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.9 67.0 71.2 34.7 83.9 85.2 90.4 9.3

Majority (𝑡𝑎𝑟𝑔𝑒𝑡) 37.9 5.1 64.8 7.4 28.3 4.2 92.2 8.7

Table 4.1: Results of the four training scenarios evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 . The columns indicate the dataset

used as 𝑡𝑎𝑟𝑔𝑒𝑡 . We report both micro 𝐹1-score (𝑚, left column) and macro 𝐹1-score (𝑀 , right column). (continued)

ELE MT SND Average

Classifier Setting m M m M m M m M

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.3 66.4 75.7 68.0 74.5 66.5 73.4 66.1
(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 59.3 40.4 52.4 39.1 54.4 36.6 53.3 30.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.5 61.5 67.7 60.5 68.0 60.8 66.2 54.9

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.6 66.7 75.6 67.7 74.3 66.6 73.3 66.2

Majority (𝑠𝑜𝑢𝑟𝑐𝑒) 46.1 6.0 49.0 6.2 48.9 6.2 45.9 5.9

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 63.4 54.8 54.3 51.3 49.2 38.6 64.8 45.1

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 70.9 52.6 59.4 55.9 65.3 44.6 73.1 46.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 72.9 65.2 61.4 59.3 66.7 55.6 74.2 54.2
(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 71.1 62.3 61.4 59.3 66.3 55.6 73.5 53.3

Majority (𝑡𝑎𝑟𝑔𝑒𝑡) 44.5 5.7 27.9 4.4 26.4 4.0 46.0 5.6

4.3.2 Generalizability
We evaluate generalizability through the results for the (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑡𝑎𝑟𝑔𝑒𝑡,
𝑠𝑜𝑢𝑟𝑐𝑒) settings. In (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡), 𝑠𝑜𝑢𝑟𝑐𝑒 includes six datasets and 𝑡𝑎𝑟𝑔𝑒𝑡 includes one
dataset. In contrast, in (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒), 𝑠𝑜𝑢𝑟𝑐𝑒 includes one dataset and 𝑡𝑎𝑟𝑔𝑒𝑡 includes
six datasets. Thus, (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) is a more challenging setting for generalization than

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡).
First, we observe that the model achieves better average 𝐹1-scores in the (𝑠𝑜𝑢𝑟𝑐𝑒,

𝑡𝑎𝑟𝑔𝑒𝑡) setting than the majority (𝑡𝑎𝑟𝑔𝑒𝑡) baseline. This indicates that the value-laden

language learned on a varied array of domains is generalizable to a novel domain to some

extent, despite the domain-specific nature of moral values. However, the performances in
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(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) are not on par with the best results on 𝑡𝑎𝑟𝑔𝑒𝑡 , as we discuss in Section 4.3.3.
Second, we observe that the model achieves better average 𝐹1-scores in the (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒)
setting than the majority (𝑠𝑜𝑢𝑟𝑐𝑒) baseline, despite the more challenging setting. However,

the results are just marginally better than the majority (𝑠𝑜𝑢𝑟𝑐𝑒) baseline, showing the

difficulty in generalizing from one to multiple domains. Finally, in both cases, when we

look at the results for individual datasets, the generalizability result does not hold for

BLT and DAV, which highlights the challenge of generalizing to domains with a skewed

distribution of moral values.

4.3.3 Transferability
Recall that, in the 𝑡𝑎𝑟𝑔𝑒𝑡 scenario, a model is only trained on 𝑡𝑎𝑟𝑔𝑒𝑡 , but in the 𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒
scenario, the model is first trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and then finetuned on 𝑡𝑎𝑟𝑔𝑒𝑡 . Thus, to evaluate
transferability, we compare the (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) settings.

From the average 𝐹1-scores in Table 4.1, we observe that (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) performs

better than or on par with (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡)—precisely, similar 𝑚 and 8% increase of 𝑀 .

Thus, the benefits of finetuning are larger for the macro than the micro 𝐹1-scores. This
suggests that pretraining on 𝑠𝑜𝑢𝑟𝑐𝑒 , which contains a more varied distribution of labels

than 𝑡𝑎𝑟𝑔𝑒𝑡 , improves the prediction of the minority labels in 𝑡𝑎𝑟𝑔𝑒𝑡 .
To transfer knowledge from 𝑠𝑜𝑢𝑟𝑐𝑒 to 𝑡𝑎𝑟𝑔𝑒𝑡 , typically, we need some labeled data in

𝑡𝑎𝑟𝑔𝑒𝑡 . For the results in Table 4.1, we used 90% of 𝑡𝑎𝑟𝑔𝑒𝑡 for training and the leftover 10%

for evaluating at each fold. However, in practice, such a large amount of training data

may not be available in the target domain. Thus, we perform an additional experiment to

compare (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡), when trained or finetuned, respectively,

on a smaller portion of 𝑡𝑎𝑟𝑔𝑒𝑡 (10%, 25%, and 50%) and tested on a fixed, randomly selected,

10% of 𝑡𝑎𝑟𝑔𝑒𝑡 . Figure 4.2 shows this comparison. We report the average results of 10-fold

cross-validations performed on each of the seven datasets.
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Figure 4.2: (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) results trained with increasing portions of 𝑡𝑎𝑟𝑔𝑒𝑡 .

We make an important observation from Figure 4.2. The finetuning paradigm does

not require a large portion of 𝑡𝑎𝑟𝑔𝑒𝑡 to perform well in the target domain. In contrast,

the performance of (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) increases (but does not surpass (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡)) as
training data from 𝑡𝑎𝑟𝑔𝑒𝑡 increases. Indeed, (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡)with 10% of 𝑡𝑎𝑟𝑔𝑒𝑡 performs

on par with (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) trained on 90% of 𝑡𝑎𝑟𝑔𝑒𝑡 . This result shows that transferring
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the knowledge of values from source domains to a target domain is valuable especially

when the target domain has little training data.

4.3.4 Catastrophic Forgetting
Recall that, in the 𝑠𝑜𝑢𝑟𝑐𝑒 scenario, a model is only trained on 𝑠𝑜𝑢𝑟𝑐𝑒 , but in the 𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒
scenario, the model is first trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and then finetuned on 𝑡𝑎𝑟𝑔𝑒𝑡 . Thus, comparing

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) provides insight into the extent to which a model

forgot about 𝑠𝑜𝑢𝑟𝑐𝑒 because of finetuning on 𝑡𝑎𝑟𝑔𝑒𝑡 .
We observe that the model suffers from catastrophic forgetting as finetuning on 𝑡𝑎𝑟𝑔𝑒𝑡

reduces the performance on 𝑠𝑜𝑢𝑟𝑐𝑒 . This is most evident when finetuning on unbalanced

datasets such as DAV than balanced datasets such as BLM. In fact, (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) has
only slightly worse results than (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) in BLM (decrease of 2% in 𝑚 and 7% in

𝑀), with the difference being largest in DAV (decrease of 15% in 𝑚 and 25% in 𝑀).

Figure 4.2 shows that the finetuning paradigm ensures good performances on 𝑡𝑎𝑟𝑔𝑒𝑡
even when the model is trained on a small portion of 𝑡𝑎𝑟𝑔𝑒𝑡 . We similarly evaluate catas-

trophic forgetting comparing (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) when the model is

trained with increasing portions of 𝑡𝑎𝑟𝑔𝑒𝑡 (10%, 25%, and 50%), as shown in Figure 4.3.
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Figure 4.3: (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) results trained with increasing portions of 𝑡𝑎𝑟𝑔𝑒𝑡 .

Figure 4.3 indicates that catastrophic forgetting worsens as the model is trained with a

larger portion of 𝑡𝑎𝑟𝑔𝑒𝑡 . (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) trained with 10% of 𝑡𝑎𝑟𝑔𝑒𝑡 leads to a decrease

of 4% in 𝑚 and 7% in𝑀 compared to (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) (evident by comparing the 𝑠𝑜𝑢𝑟𝑐𝑒 flat
blue line to the first red 𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒 square in Figure 4.3). Further, (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) trained
with 10% of 𝑡𝑎𝑟𝑔𝑒𝑡 leads to an increase of 7% in𝑚 and 6% in𝑀 compared to (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡)
(evident by comparing the average (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) in Table 4.1 to the first red 𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒
square in Figure 4.2). These results show the tradeoff between the advantage of transfer

learning and the impact of forgetting, even when finetuning with a small portion of 𝑡𝑎𝑟𝑔𝑒𝑡 .

4.3.5 Misclassification Errors
We reported 𝐹1-scores to provide an overview of the model performance in different training

settings. Next, we investigate the behavior of the model through the lens of the MFT. We

inspect (1) the confusion between morally loaded and nonmoral tweets, and (2) the mistakes

among and within moral foundations since moral foundations are differentially manifested
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in language [148]. We highlight the following four types of misclassification errors (which

add up to 100%):

Error I A tweet labeled with one (or more) values is classified (by the model) as nonmoral.

Error II A tweet labeled as nonmoral is classified with one (or more) values.

Error III A tweet labeled with a value is classified with values from other foundations.

Error IV A tweet labeled as a vice/virtue is classified as the opposite virtue/vice of the

foundation.

Table 4.2 shows the distribution of errors, averaged over the seven datasets.

Table 4.2: Distribution of errors per setting (in percentage).

Setting Error I Error II Error III Error IV

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 25.8 34.3 36.3 3.5

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 41.8 24.4 32.0 1.8

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 38.7 27.5 31.3 2.5

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 25.9 34.3 36.3 3.4

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 34.7 32.3 30.2 2.8

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 31.5 27.6 38.5 2.4

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 36.0 28.6 32.6 2.8

(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 30.8 33.0 33.1 3.1

Generalizability In (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒), Error I occurs largely more often than the other

errors, indicating that, when generalizing from one to several domains, labeling value-laden

tweets as nonmoral is the most common mistake. In contrast, in (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡), when
generalizing from several to one domain, Error I is less prominent, indicating that the

model attempts to classify moral values in the novel domain.

Transferability Error III is more prevalent in (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) than (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡).
Thus, the confusion among moral values reduces when a model is pretrained on the source

domain.

Catastrophic Forgetting Error I occurs largely more often in (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) than
(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒), indicating that the major type of catastrophic forgetting is missing value-

laden language in the source dataset.

Finally, Error IV occurs seldom, suggesting that the models generally learn to not

confuse virtues and vices within the same moral foundation.

4.3.6 Annotators Agreement
We analyze the correspondence between the model predictions and the annotators agree-

ment. Each tweet in the MFTC was annotated by at least three and at most eight different

annotators [130, Table 1]. More than 99% of the tweets were annotated by three to five

annotators and 84% by three or four annotators. As described in Section 2.4.2, the majority

agreement was selected for training and evaluation—that is, only values annotated by at

least 50% of the annotators were retained as correct labels. However, given the subjectivity

in value annotation, values labeled by a minority of annotators ought to be considered too.
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Table 4.3 shows the percentage of annotators that agree with the model predictions

considered as errors (Table 4.3a) and accurate (Table 4.3b), averaged over the seven datasets.

The columns indicate the percentage of annotators agreeing with the model prediction.

For instance, if one out of the four workers who annotated a tweet agrees with the model

prediction, we record a 25% agreement.

Table 4.3: Percentage distribution of predictions and annotators agreement percentage.

(a) Percentage distribution of prediction errors and annotators agreement percentage.

Setting 𝟎 (𝟎,𝟐𝟓] (𝟐𝟓,𝟑𝟒] (𝟑𝟒,𝟓𝟎)

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 26.1 22.3 45.0 6.6

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 49.5 18.0 28.5 3.9

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 38.5 20.2 36.1 5.2

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 26.3 22.2 45.0 6.5

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 40.2 23.2 30.4 6.2

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 19.7 30.7 40.6 8.9

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 21.2 30.5 39.9 8.4

(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 25.6 27.5 39.0 7.9

(b) Percentage distribution of correct predictions and annotators agreement percentage.

Setting [𝟓𝟎,𝟔𝟔) [𝟔𝟔,𝟕𝟓) [𝟕𝟓,𝟏𝟎𝟎) 𝟏𝟎𝟎

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 16.9 24.4 20.9 37.7

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 16.8 20.0 20.2 43.1

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 17.0 22.7 20.9 39.4

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 17.0 24.5 20.9 37.7

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 15.0 27.5 18.5 39.0

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 15.0 27.7 18.8 38.5

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 15.8 28.5 18.7 37.0

(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 15.7 28.4 18.8 37.2

First, we analyze the classification errors in Table 4.3a. We observe that the sum of the

last three columns is always larger than 50%. This indicates that, in all settings, more than

half of the model classification errors are not severe in that at least one human annotator

agrees with the model prediction. Then, we notice that the settings with the highest

incidence of ‘bad’ classification errors (i.e., where no annotators agree with the model

prediction) are those employed to evaluate generalizability ((𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑠𝑜𝑢𝑟𝑐𝑒,
𝑡𝑎𝑟𝑔𝑒𝑡)) and catastrophic forgetting ((𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒)). These results are explained by

the harder challenge represented in these settings (refer to Sections 4.3.2 and 4.3.4 for a

more in-depth discussion). Finally, we observe that there is a small percentage of errors

with agreement between 34% and 50%. For the agreement to be in this range, a tweet must

have been annotated by at least 5 annotators. However, 84% of the tweets in the MFTC

have been annotated by four annotators or less, thus resulting in a smaller agreement in

the last column.

Second, we analyze the correct predictions in Table 4.3b. We notice, in all settings,



4.4 Conclusions and Directions

4

61

a high correspondence between 100% agreement among annotators and correct model

predictions—that is, tweets annotated with consistent agreement reliably lead to correct

predictions. Further, we observe that the distributions of agreement and correct predictions

are consistent across different settings.

4.4 Conclusions and Directions
We perform a comprehensive cross-domain evaluation of a multi-label value classifier, by

comparing a deep learning model (BERT) in seven domains with four cross-domain training

scenarios. Our aim is to support practical applications of moral value classification, e.g.,

the detection of radicalism through the study of moral homogeneity [23], the prediction of

violent protests [206], the identification of moral concerns of citizens [211, 276], and the

extraction of moral values supporting both stances and arguments [81, 306]. Our findings

inform both computer scientists and social scientists on training value classifiers. However,

we do not provide a fixed recipe since the right model and approach depend on the time,

resources, and data available.

We show that a value classifier generally exhibits the ability to classify moral values

across domains. However, the results are highly dependent on the distribution of value-

laden language in a domain. Precisely, our experiments support the following key findings.

First, a value classifier can generalize to novel domains, especially when trained on multiple

domains. However, its performance on the novel domain improves even when trained

with a small portion of data from the novel domain. Second, pretraining a value classifier

with data from different domains has three benefits when finetuning the classifier. It yields

(1) better performances on the novel domain than other settings, (2) good performances

even when little training data is available in the novel domain, and (3) smaller confusion

among moral values, especially among those less frequent in the novel domain. Third,

finetuning on a novel domain causes catastrophic forgetting of the domain it was pretrained

with, even when finetuning on a small portion of data from the novel domain. Thus, the

tradeoff between the benefits of transferability and the adverse effects of forgetting must

be considered in choosing the extent of finetuning. Finally, despite the challenging nature

of cross-domain value classification, the majority of classification errors are not severe in

that, in all evaluation settings, at least one annotator agrees with the model prediction.

Our investigation opens avenues for additional experiments with advanced methods

to improve transfer learning [132, 140, 221] and mitigate catastrophic forgetting [154, 170,

291]. Further, based on the analysis of classification errors, we suggest incorporating

the annotators (dis-)agreement into the training of the model, e.g., by employing the full

distributions of annotations, as opposed to the current majority approach [301].





5

63

5
What does a Text Classifier
Learn about Morality? An
Explainable Method for

Cross-Domain Comparison of
Moral Values

 Enrico Liscio, Oscar Araque, Lorenzo Gatti, Ionut Constantinescu, Catholijn M. Jonker, Kyriaki Kalimeri,

Pradeep K. Murukannaiah. 2023. What does a Text Classifier Learn about Morality? An Explainable Method for

Cross-Domain Comparison of Moral Rhetoric. In Proceedings of the 61st Annual Meeting of the Association for

Computational Linguistics (Volume 1: Long Papers), ACL ’23, Toronto, Canada, ACL, 14113-14132.



5

64 5 An Explainable Method for Cross-Domain Comparison of Moral Values

Moral values influence our judgment. Although social scientists recognize moral expression as

domain specific, there are no systematic methods for analyzing whether a text classifier learns

the domain-specific expression of moral language or not. We propose Tomea, a method to

compare a supervised classifier’s representation of moral values across domains. Tomea enables

quantitative and qualitative comparisons of moral values via an interpretable exploration

of similarities and differences across moral values and domains. We apply Tomea on moral

narratives in thirty-five thousand tweets from seven domains. We extensively evaluate the

method via a crowd study, a series of cross-domain moral classification comparisons, and a

qualitative analysis of cross-domain moral expression.

5.1 Introduction
Moral narratives play a fundamental role in the stance taken on controversial social

issues [98]. Recognizing moral narratives helps understand the argumentation around

important topics such as vaccine hesitancy [145], violent protests [206], and climate change

[75]. Language reveals deep psychological constructs, including moral values [107]. Thus,

language is an important avenue for analyzing moral expression. In particular, supervised

classification models have been showing promising results on morality prediction [15, 124,

188]. These models leverage the wisdom of crowds (via annotations of moral expression) to

attain a descriptive representation of morality. However, the supervised learning paradigm

can lead to black-box models [64]. Understanding what these models learn about morality

is crucial, especially when used in sensitive applications like healthcare [49, 315].

Moral expression is context dependent [44, 126, 159], where context refers to factors

such as actors, actions, judges, and values [267]. For a text classifier, the domain from

which the training data is sourced represents the context. For example, in the context of

recent Iranian protests, tweets tagged #mahsaamini can form the training domain. We

expect this domain to have a different moral expression than the training domain of #prolife

tweets, representing a different context. Recent works [133, 178] analyze the out-of-domain

performance of morality classifiers. However, what leads classifiers to perform differently

across domains has not been systematically explored. Such an insight is essential for

understanding whether classifiers can learn a domain-specific representation of morality.

We propose Tomea (from the Greek 𝜏𝑜𝜇�́�𝛼, meaning “domain”) to compare a text

classifier’s representation of morality across domains. Tomea employs the SHAP method

[191] to compile domain-specific moral lexicons, composed of the lemmas that the classifier

deems most predictive of a moral value in a domain, for each moral value and domain.

Through such moral lexicons, Tomea enables a direct comparison of the linguistic cues

that the classifier prioritizes for morality prediction across domains.

We employ Tomea to compare moral language across the seven social domains in

the Moral Foundation Twitter Corpus (MFTC) [130]. Then, we perform a crowdsourced

evaluation to assess the agreement between the human intuition and the automatically

obtained results of Tomea. We show that this agreement is consistent across domains but

varies across moral values. Further, we find a strong correlation between the results of

Tomea and the out-of-domain performance of the models used for obtaining the moral

lexicons. In addition, we perform qualitative analyses of the moral impact of specific

lemmas, unveiling insightful differences in moral values and domains.

Tomea allows us to inspect and compare the extent to which a supervised classifier
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can learn domain-specific moral language from crowdsourced annotations. Tomea can

guide computer scientists and practitioners (e.g., social scientists or policy-makers) in the

responsible use of transfer learning approaches. In transfer learning, large datasets are used

to pre-train language models, which are then finetuned with data collected in the domain

of interest. Such pre-training typically helps in improving performance in the finetuning

domain. However, increased performance may come at the cost of critical mistakes which

may hinder the usage of the model, especially when the finetuning domain concerns

minority groups [218]. Tomea can assist in the qualitative comparison of pre-training and

finetuning domains by unveiling potential critical differences and guiding practitioners in

judging the appropriateness of using a morality prediction model in an application.

This chapter is structured as follows. Section 5.2 introduces the Tomea method. Sec-

tion 5.3 describes the experiments we perform to evaluate Tomea and Section 5.4 presents

the results. Section 5.5 concludes the chapter. Appendix B provides additional details on

experiment setup, crowd evaluation, and extended results. The code is available online
1
.

5.2 The Tomea Method
Tomea is a method for comparing a text classifier’s representation of moral values across

domains. Tomea takes as input two ⟨dataset, classifier⟩ pairs, where, in each pair, the

classifier is trained on the corresponding dataset. Since Tomea intends to compare moral

expressions across domains, the two datasets input to it are assumed to be collected in

different domains. Tomea’s output is a qualitative and quantitative representation of the

differences in moral expressions between the two input domains.

Figure 5.1 shows the two key steps in the method. First, we generate moral lexicons

capturing the classifiers’ interpretable representations of the moral values specific to their

domains. Then, we compare the moral lexicons in two ways. (1) We compare the moral

lexicons generated for the same moral values in different domains. (2) We combine the

moral lexicons generated for the same domains and provide a single measure of moral

value similarity between two domains.

Dataset 1 + 
Trained model 1

Moral 
lexicons

Domain 
lexicon

Lexicon
Generation

Lexicon 
 Comparison

Dataset 2 + 
Trained model 2

Tomea

Moral lexicons 
distances

Domain lexicons 
distanceDomain

Moral 
lexicons

Domain 
lexicon MoralSHAP

SHAP

Figure 5.1: Tomea takes as input two ⟨dataset, model⟩ pairs (where the datasets are collected in different domains)

and returns the distance in moral expressions across moral values and domains, based on the SHAP XAI technique.

1https://github.com/enricoliscio/tomea

https://github.com/enricoliscio/tomea
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5.2.1 Moral and Domain Lexicons
A moral lexicon represents how a morality classifier interprets the expression of a moral

value in a domain. We represent the expression of morality by determining the impact that

each word has on the classification of a moral value in a domain. Thus, a moral lexicon

consists of (𝑤, 𝑖) pairs, where 𝑤 in each pair is a word that the classifier considers relevant

for predicting the examined moral value in the domain under analysis and 𝑖 is its impact.

This way, we generate a lexicon for each moral value in each domain. We refer to the union

of the moral lexicons generated for all moral values in a domain as the domain lexicon.

5.2.2 Lexicon Generation
We use Shapley Additive Explanations (SHAP) [191] to generate the lexicons. SHAP uses

Shapley values to quantify the extent to which an input component (a word) contributes

toward predicting a label (a moral value). The impact of a word is computed as themarginal

contribution of the word toward a label prediction. Intuitively, the marginal contribution

of the word is calculated by removing the word from the sentence and evaluating the

difference between the sentence with and without the word. All combinations of words in

the sentence (i.e., the power set of features) are created to compute the impact of each word.

The resulting impact is positive (if the likelihood of predicting a certain label increases

when the word is present) or negative (if the likelihood decreases). We aggregate the local

explanations to obtain a global ranking of word impact for each moral value. This can be

done by adding the local impact of words for each entry of the dataset due to the additive

nature of SHAP.

Tomea executes the following steps to obtain moral lexicons from a dataset and a model.

(1) Execute SHAP on each entry of the dataset with the related model, resulting in a (𝑤, 𝑖)
pair for each word that appears in the dataset. (2) Replace each word 𝑤 with its lemma, if

one can be found using NLTK’s WordNet-based lemmatizer [38]. (3) Combine words that

share the same lemma by adding their impact 𝑖 together.

5.2.3 Lexicon Comparison
Tomea enables the comparisons of (1) moral lexicons across domains, and (2) domain

lexicons.

Moral Lexicons First, Tomea normalizes each moral lexicon by substituting each word’s

impact with its z-score [297] based on the distribution of the impact scores of all words in

a moral lexicon. Then, Tomea computes an m-distance (moral value distance) to compare

the lexicons of a moral value generated in different domains.

Let 𝑊 = {𝑤1,⋯ ,𝑤𝑛} be the set of 𝑛 common words between the moral lexicons of a

moral value 𝑀𝑖 (one of the ten in MFT) in the two domains 𝐷𝐴 and 𝐷𝐵 (in practice, all

words that appear in both lexicons). Then, let the two vectors,

𝐢(𝐷𝐴 ,𝑀𝑖) = [𝑖(𝐷𝐴)
1 ,⋯ , 𝑖(𝐷𝐴)

𝑛 ] and 𝐢(𝐷𝐵 ,𝑀𝑖) = [𝑖(𝐷𝐵)
1 ,⋯ , 𝑖(𝐷𝐵)

𝑛 ]

represent the impacts of thewords belonging to𝑊 on𝑀𝑖 in domains𝐷𝐴 and𝐷𝐵, respectively.

Then, the m-distance compares the impacts that the same set of words has in the two
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domains 𝐷𝐴 and 𝐷𝐵 for the moral value 𝑀𝑖 as:

m-distance
(𝐷𝐴 ,𝐷𝐵)
𝑀𝑖

= 𝑑(𝐢(𝐷𝐴 ,𝑀𝑖), 𝐢(𝐷𝐵 ,𝑀𝑖))/𝑛, (5.1)

where 𝑑 is Euclidean distance. The common set of words 𝑊 offers a common reference

point for measuring the distance between lexicons—however, we employ the full domain

vocabulary to perform qualitative comparisons between domains (Section 5.4.4). We

normalize the distance by 𝑛 to reward domains with larger sets of common words. For a

domain pair, we compute ten m-distances, one for each 𝑀𝑖.

Domain Lexicons To compare two domain lexicons, Tomea computes a d-distance. The

d-distance between two domains 𝐷𝐴 and 𝐷𝐵 is the Euclidean norm of the vector of all m-

distances computed between the two domains. Intuitively, the Euclidean norm represents

the length of the vector of m-distances—the larger the m-distances between two domains,

the larger the d-distance. For MFT, with ten moral values, d-distance is:

d-distance
(𝐷𝐴 ,𝐷𝐵) =

√
10
∑
𝑖=1

(m-distance
(𝐷𝐴 ,𝐷𝐵)
𝑀𝑖

)2 (5.2)

5.3 Experiment Design
We evaluate Tomea on the Moral Foundation Twitter Corpus (MFTC), introduced in Sec-

tion 2.4. The MFTC is divided into seven datasets, each corresponding to a domain of

discourse. Using Tomea, we generate moral and domain lexicons for the seven MFTC

domains and perform pairwise comparisons, obtaining 10 m-distances and one d-distance

per comparison. The m-distances and d-distances are intended to compare the classifiers’

representation of moral values across domains. We perform two types of evaluation to

inspect the extent to which these distances capture the differences in moral expression

across domains. We also perform a qualitative analysis to find fine-grained differences

across domains.

5.3.1 Model Training
We treat morality classification as a multi-class multi-label classification with BERT [74],

similar to the recent approaches [15, 133, 150, 178]. We create sevenmodels (one per domain)

using the sequential training paradigm [188], corresponding to the finetune approach in

Chapter 4. That is, for each domain, the model is first pre-trained on the other six domains

and then continued training on the seventh. We choose this paradigm since: (1) it is

shown to offer the best performance in transfer learning [178, 188], and (2) it represents a

realistic scenario, where it is fair to assume that several annotated datasets are available

when a novel dataset is collected. Appendix C.1 includes additional details on the training

procedure and the used hyperparameters.

5.3.2 Pairwise Comparisons
We employ Tomea to perform pairwise comparisons across the seven domains. First, we

generate a moral lexicon for each of the ten moral values in each of the seven domains
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(we neglect the nonmoral label as it does not expose value-laden language). This yields 70

moral lexicons. For each moral value, we perform pairwise comparisons across the seven

domains, resulting in 21 m-distances per value. Finally, we perform pairwise comparisons

of the seven domain lexicons to obtain 21 d-distances.

5.3.3 Evaluation
We evaluate the extent to whichm-distances and d-distances are predictive of differences in

moral expression across domains. First, we perform a crowd evaluation to compare moral

lexicons and their related m-distances. Then, we evaluate domain lexicons and d-distances

by correlating them to the out-of-domain performances of the models.

Crowd Evaluation
We recruited human annotators on the crowdsourcing platform Prolific

2
to evaluate the

comparisons of moral lexicons generated for the same moral value across domains (i.e.,

the m-distances). We designed our annotation task with the covfee annotation tool [309].

The Ethics Committee of the Delft University of Technology approved this study, and we

received informed consent from each subject.

Tomea providesm-distances that indicate the distance between domains for each moral

value. We evaluate whether humans reach the same conclusions of domain similarity

given the moral lexicons generated by Tomea. However, directly providing a distance or

similarity between two domains is a challenging task for humans since it lacks a reference

point for comparison. Thus, we re-frame the task as a simpler comparative evaluation.

Crowd task We represent each moral lexicon through a word bubble plot, where the

10 most impactful words are depicted inside bubbles scaled by word impact (Figure 5.2

shows an example). A crowd worker is shown three word bubbles, generated for the same

moral value in three domains, 𝐷𝐴, 𝐷𝐵, and 𝐷𝐶 . We ask the worker to indicate on a 6-point

Likert scale whether 𝐷𝐴 is more similar to 𝐷𝐵 or 𝐷𝐶 based on the shown word bubbles.

Appendix C.2 shows a visual example of the task.

Figure 5.2: Word bubble plot used in the crowd evaluation for the moral value betrayal in the BLT domain.

2www.prolific.co

www.prolific.co
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We fix one domain as 𝐷𝐴 and choose all possible combinations of the other six domains

as 𝐷𝐵 and 𝐷𝐶 , leading to (6 ∗ 5)/2 = 15 combinations. We employ each of the seven

domains as 𝐷𝐴, leading to 105 combinations. We generate these combinations for each of

the ten moral values, resulting in 1050 unique tasks. To account for the subjectivity in the

annotation, we ensure that each task is performed by three annotators, pushing the total

number of required annotations to 3150. Each annotator performed 20 tasks, resulting in

a total of 159 annotators. We included four control tasks in each annotator’s assignment.

Appendix C.2 provides additional details on the crowd study.

Evaluation To compare the results of Tomea and the crowd annotations, we compute

the correlation between m-distances and crowd answers. Since the Shapiro test showed

that the crowd answers are not normally distributed, we choose Spearman correlation in

which only the rank order matters.

In the crowd task, workers choose domain similarity on a six-point Likert scale. Given a

domain triple (𝐷𝐴,𝐷𝐵,𝐷𝐶), we represent the three choices indicating 𝐷𝐴 to be more similar

to𝐷𝐵 than𝐷𝐶 as [−2.5,−1.5,−0.5], and𝐷𝐴 to be more similar to𝐷𝐶 than𝐷𝐵 as [0.5,1.5,2.5].
For each annotation task, we average the answers received by the three annotators that

performed it. In contrast, Tomea computes scores for a domain pair. To compare Tomea’s

output with the output of the crowd workers, we transform the results of Tomea into the

same triples evaluated in the crowd task. To do so, for a domain triple (𝐷𝐴,𝐷𝐵,𝐷𝐶) and a

moral value 𝑀𝑖, we compute:

 =m-distance
(𝐷𝐴 ,𝐷𝐵)
𝑀𝑖

−m-distance
(𝐷𝐴 ,𝐷𝐶)
𝑀𝑖

As m-distances reflect the distance between domains, a negative  indicates that 𝐷𝐴 is

more similar to 𝐷𝐵 than 𝐷𝐶 and a positive  indicates that 𝐷𝐴 is more similar to 𝐷𝐶 than

𝐷𝐵. We correlate  and crowd answers for all 1050 annotated combinations.

Out-of-Domain Performance
The d-distances computed by Tomea indicate the similarity between two domains. The

more similar the two domains are, the better we expect the out-of-domain performance to

be. That is, if domains𝐷𝐴 and𝐷𝐵 are similar, we expect a model trained on𝐷𝐴 to have good

classification performance on 𝐷𝐵, and vice versa. Thus, we evaluate the d-distances by

correlating them to the out-of-domain performances of the models, computed by evaluating

each model on the remaining six domains.

5.4 Results and Discussion
First, we describe the pairwise comparisons resulting from Tomea. Then, we describe

the results from the evaluations. Finally, we perform a qualitative analysis to provide

fine-grained insights.

5.4.1 Cross-Domain Comparisons
For each moral value, we perform pairwise comparisons across the seven domains, resulting

in 21 m-distances per value. We aggregate the moral lexicons obtained for the ten moral

values to attain seven domain lexicons. We perform pairwise comparisons across the seven
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domain lexicons to obtain 21 d-distances, which we display in Figure 5.1 as a 7x7 symmetric

matrix. For readability, we show the scores multiplied by 100.

Table 5.1: d-distances with moral language distance between domains. A darker color depicts a smaller distance.

ALM BLT BLM DAV ELE MT SND
ALM - 6.24 4.64 6.84 5.29 5.38 5.55

BLT 6.24 - 6.23 6.09 5.37 5.50 5.56

BLM 4.64 6.23 - 6.27 4.68 5.14 5.25

DAV 6.84 6.09 6.27 - 5.96 6.54 6.80

ELE 5.29 5.37 4.68 5.96 - 4.72 4.62

MT 5.38 5.50 5.14 6.54 4.72 - 4.96

SND 5.55 5.56 5.25 6.80 4.62 4.96 -

First, we observe that the d-distances have a small magnitude and variation. This is

due to the normalization in Equation 5.1 (the length of the shared vocabulary, 𝑛, is in the

order of thousands). Second, we intuitively expect the moral language in the domains ALM

and BLM to be relatively similar compared to other domain pairs involving ALM or BLM.

The d-distances support this intuition. Third, the BLT and DAV domains have the largest

overall distances from the other domains. This can be explained by their label distribution

(Table 2.4), which leads to poor accuracy in predicting moral values [133, 178]. As these

two domains contain fewer tweets labeled with moral values, the moral lexicons inferred

in these domains are of low quality. This may explain why BLM and BLT, both domains

involving protests, do not have a low d-distance. Finally, we caution that the d-distances

in Table 5.1 are aggregated across moral values. Although the d-distances provide some

intuition, the underlying m-distances provide more fine-grained information (Section 5.4.4

and Appendix C.3).

5.4.2 Crowd Evaluation
Recall that the crowd evaluation consisted of 1050 domain triples and each triple was

annotated by three annotators. The resulting Intra-Class Correlation (ICC) between the

annotators, an inter-rater reliability (IRR) metric for ordinal data, was 0.66, which can be

considered good but not excellent [118]. This shows that crowd workers did not annotate

randomly, but can interpret the moral values differently. Such subjectivity is inevitable

when annotating constructs such as morality [130, 179].

We compute the Spearman’s rank correlation (𝜌) between the crowd annotations and

the m-distances as described in Section 5.3.3. Table 5.2 groups the correlations by domains

and moral values. The mean correlation (without any grouping) is 0.4.

We make two observations. First, despite the subjectivity and complexity in comparing

moral lexicons, Tomea’s results are positively and moderately correlated with human

judgment. This shows that Tomea can quantify the differences in how moral values are

represented across domains. Second, although the agreement between Tomea and humans is

consistent across domains, there are large variations across moral values—spanning strong

(e.g., fairness), weak (e.g., authority), and negligible (e.g., purity) correlations. Although
the lack of annotations for some moral values in the corpus has likely influenced these

results, such variations cannot be solely explained by the label imbalance. In fact, there is
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Table 5.2: Correlation between crowd annotations and m-distances, divided by domain and moral value.

(a) Correlation by domain.

Domain 𝜌

ALM 0.38

BLT 0.31

BLM 0.43

DAV 0.50

ELE 0.39

MT 0.42

SND 0.31

Average 0.39 ± 0.07

(b) Correlation by moral value.

Moral Value 𝜌

Care 0.34

Harm 0.57

Fairness 0.74

Cheating 0.23

Loyalty 0.52

Betrayal 0.63

Authority 0.20

Subversion 0.51

Purity -0.05

Degradation 0.35

Average 0.4 ± 0.24

only a weak correlation (𝜌 = 0.24) between the average number of annotations of a moral

value across domains (Table 2.4) and the results in Table 5.2b. Thus, we conjecture that

other factors influence these variations. On the one hand, some moral values could be more

difficult to identify in text than others [18, 148]. On the other hand, a strong correlation

for a moral value could suggest clear differences in representing that value across domains,

which both humans and Tomea recognize. Instead, a weak correlation indicates that the

agreement between Tomea and humans is almost random, which could suggest that the

differences across domains are small or hard to identify.

5.4.3 Out-of-Domain Performance
To compare the domain lexicons, we compare the d-distances to the out-of-domain perfor-

mance of the models (Section 5.3.3). Table 5.3 shows the out-of-domain macro 𝐹1-scores
of the models. The rows indicate the domain on which the model was trained, and the

columns indicate the domain on which the model was evaluated. For each target domain

(i.e., each column) we highlight in bold the source domain that performed best.

Table 5.3: Macro 𝐹1-scores of models trained on the source domain and evaluated on the target domain.

Target→ ALM BLT BLM DAV ELE MT SND
Source ↓

ALM - 48.2 83.7 11.0 68.6 61.9 61.2

BLT 58.5 - 71.6 10.7 56.2 52.2 52.7

BLM 74.0 49.9 - 12.8 75.5 64.3 64.9

DAV 49.3 31.7 64.5 - 37.9 40.4 37.1

ELE 73.9 53.6 87.6 11.9 - 67.0 67.5

MT 71.5 56.2 84.4 11.5 72.9 - 72.3
SND 73.4 51.6 88.0 12.7 72.1 67.7 -

We notice that no single domain stands out as the best source for all targets. Thus, the
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choice of the source domain influences a model’s out-of-domain performance in a target

domain. Hence, we investigate whether the distances Tomea computes are indicative of

the out-of-domain performances.

We find a strong negative correlation (𝜌 = −0.79) between the d-distances in Table 5.1

and the out-of-domain 𝐹1-scores in Table 5.3. Thus, the smaller the d-distance between

domains, the higher the out-of-domain performance. This demonstrates that Tomea can

provide valuable insights on the out-of-domain performance of a model. To scrutinize

this result further, we group the correlations by domain in Table 5.4. There is a moderate

to strong negative correlation in all domains except BLT and DAV. We believe that these

exceptions are because of the label imbalance and poor model performance in these two

domains mentioned in Section 5.4.1.

Table 5.4: Correlation between Tomea results and out-of-domain performance of the models, divided by domain.

ALM BLT BLM DAV ELE MT SND

𝜌 -1.0 0.43 -0.89 0.31 -0.71 -0.83 -0.54

5.4.4Qualitative Analysis
In addition to quantitative analyses, Tomea enables deep qualitative analyses of the moral

expression across domains. In this section, we show examples of (1) words that have a high

impact on the same moral value across domains, (2) words that have a largely different

impact on the same moral value across domains, and (3) words that have a relatively high

impact on two different moral values in two different domains. Then, we show an example

procedure for analyzing the differences between two domains. All lexicon values indicated

in these analyses are normalized using the z-score.

First, Tomea can detect words that have a high impact on a moral value across domains.

For example, the word ‘equality’ has a high impact on fairness in both ALM (21.9) and

BLM (27.7) domains; similarly, the word ‘fraudulent’ has a high impact on cheating in both

domains (22.6 for ALM and 16.0 for BLM). Such consistencies with a large number of words

shared between the domains show consistent moral language across the domains.

Second, Tomea can detect words whose impact on a moral value largely varies across

domains. This information offers a qualitative perspective on the domain dependency of

moral values. For example, ALM and BLM are two of the most similar domains (Table 5.1).

Yet, Tomea indicates that the word ‘treason’ has a relatively low impact on the moral value

of betrayal in ALM (2.6) but a considerably higher impact in BLM (24.6); similarly, the

word ‘brotherhood’ has a high impact on purity in ALM (26.9) but a comparably lower

impact in BLM (8.3). Another interesting comparison can be found between the SND

and BLT domains, where the word ‘embarrassing’ has a negligible impact on degradation
in SND (-0.1) but a high impact in BLT (27.2). These differences can be explained by

anecdotal knowledge—that is, the word ‘embarrassing’ is not relevant for degradation in

the Hurricane Sandy relief domain, but it is more relevant in the domain of the Baltimore

protests.

Third, Tomea can indicate how aword’s impact can vary across moral values, depending

on the domain. For example, the word ‘crook’ has comparable impacts on cheating in the
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ELE domain (3.1) and on degradation in the MT domain (3.9); similarly, the word ‘looting’

has a significant impact on harm in ALM (3.5) and on cheating in ELE (6.4). These examples

demonstrate why domain is crucial in interpreting the moral meaning of a word.

Finally, Tomea facilitates fine-grained comparisons among specific domains of inter-

est. Take ALM and BLM, two very similar domains according to Table 5.1, for instance.

Generally, the m-distances of the moral values are low for these two domains, as shown

in Table 5.5. However, the m-distances for authority and subversion are relatively higher

than others. We can inspect this further using the moral lexicons generated by Tomea.

For example, in subversion, words such as ‘overthrow’ and ‘mayhem’ have a high impact

in ALM, whereas words such as ‘encourage’ and ‘defiance’ have a high impact in BLM.

This is in line with our intuition that subversion has different connotations in the two

domains—whereas subversion is negative in ALM, it is instead encouraged in BLM.

Table 5.5: The m-distances between the ALM and BLM domains, divided by moral value.

Moral Value m-distance Moral Value m-distance

Care 1.62 Harm 1.15

Fairness 1.49 Cheating 1.30

Loyalty 1.54 Betrayal 1.34

Authority 1.80 Subversion 1.85

Purity 1.10 Degradation 1.30

The analyses above are not meant to be exhaustive. We pick examples of moral values,

domains, and words to demonstrate the fine-grained analyses Tomea can facilitate. Our

observations, considering that we only analyzed a few examples, may not be significant in

themselves. Further, these observations may change with more (or other) data.

5.5 Conclusions and Directions
Tomea is a novel method for comparing a text classifier’s representation of morality across

domains. Tomea offers quantitative measures of similarity in moral language across moral

values and domains. Further, being an interpretable method, Tomea supports a fine-grained

exploration of moral lexicons. Tomea is generalizable over a variety of classification models,

domains, and moral constructs.

The similarities computed by Tomea positively correlate with human annotations

as well as the out-of-domain performance of morality prediction models. Importantly,

Tomea can shed light on how domain-specific language conveys morality, e.g., the word

‘brotherhood’ has a high impact on moral values in the ALM domain, whereas the word

‘treason’ has a high impact in the BLM domain.

Tomea can be a valuable tool for researchers and practitioners. It can be used to

study how a text classifier represents moral language across personal, situational, and

temporal dimensions, and across different types of moral values [179, 238]. Tomea can

support societal applications such as modeling stakeholders’ preferences on societal issues

[183, 211, 276], analyzing the impact of events like the COVID-19 pandemic [304], and

predicting violent protests [206]. Finally, Tomea can assist NLP researchers in generating

morally aligned text [16, 28] that is domain-specific.
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A key direction to improve Tomea is incorporating refined explanations, e.g., by rule-

based inferences [330]. Additional distance metrics and normalization procedures may

also provide a more accurate lexicon comparison. Finally, the qualitative analysis that we

performed could be systematized as a methodology for analysts.
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Inferring citizens’ values in participatory systems is crucial for citizen-centric policy-making.

We envision a hybrid participatory system where participants make choices and provide

justifications for those choices, and AI agents estimate their value preferences by interacting

with them. We focus on situations where a conflict is detected between participants’ choices

and justifications, and propose methods for estimating value preferences while addressing the

detected conflicts by interacting with the participants. We operationalize the philosophical

stance that “valuing is deliberatively consequential.” That is, if a participant’s choice is based

on a deliberation of value preferences, the value preferences can be observed in the justification

the participant provides for the choice. Thus, we propose and compare value estimation

methods that prioritize the values estimated from justifications over the values estimated from

choices alone. The results show that explicitly addressing the conflicts between choices and

justifications improves the estimation of an individual’s value preferences.

6.1 Introduction
Enhancing citizen participation in decision-making processes is high on the European

policy agenda [63]. Initiatives to foster citizens’ political power and engagement have

been proposed through the use of digital platforms for participatory decision-making

[161, 211] and deliberation [97, 135, 275]. To this end, eliciting stakeholders’ preferences

over competing alternatives only provides superficial information on the debate. Instead,

unveiling the trade-offs that stakeholders make among the different values that underlie

the competing alternatives allows policy-makers to understand stakeholders at a deeper

level. Values are the standards or criteria that justify one’s opinions and actions, and are

intrinsically linked to goals [268]. Values form an ordered system of priorities and the

relative importance one ascribes to values (one’s value preferences) guides action. Yet, how

individuals ascribe relative priorities among values can vary significantly across people,

socio-cultural environments [78], and decision contexts [126]. Since values preferences

tend to be stable over time [268], understanding stakeholders’ value preferences on a

decision-making subject is crucial for crafting long-term policies on the subject.

In a participatory system, value inference is the challenge of identifying and reasoning

about participants’ values (Chapter 1). Value estimation is the third and final value inference

process, and it refers to the task of estimating participants’ preferences over the identified

values. Value estimation has been traditionally performed based on participants’ choices

over competing alternatives, e.g., from answers to value surveys [107, 268]. However,

estimating one’s value preferences from both one’s choices in a given context and the

justifications for supporting these choices provides additional insights that could not be

achieved considering only one source of information. To this end, the philosopher Samuel

Scheffler suggests that “valuing is deliberatively consequential” [266], i.e., if one’s choice is

based on a deliberation of value preferences, the value preferences can be observed in the

justification provided for the choice [77, 149, 233].

We envision a semi-automated approach to value estimation, where AI agents, sup-

ported by natural language processing (NLP) techniques, interpret the justifications pro-

vided by the participants in support of their choices, and combine the information contained

in choices and justifications to estimate their value preferences. But what if the infor-

mation extracted from the choices is in contrast with the information extracted from the

justifications given in support of those choices?
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We address choice-justification conflicts by following the mentioned philosophical

account that “valuing is deliberatively consequential” [266]. According to this account,

valuing something involves a willingness to let the values inform practical reasoning. For

example, consider that Alice values online privacy. Then, she will deem reasons related

to online privacy as important in related discussions and will consider it a reason for

action. For instance, in the context of discussing the indiscriminate use of social media

(e.g., sharing potentially sensitive pictures with a large group of participants), we would

expect her to explicitly mention privacy. Thus, if Alice mentions privacy as important

to her during a related conversation but one of her actions (e.g., sharing a photo of her

colleagues) appears to violate the value of privacy, we detect a value conflict and prioritize

the value that was explicitly mentioned, following the rationale that it was the result of

internal deliberation.

We propose and compare five methods for estimating value preferences from choices

and justifications which prioritize values observed in the justifications over values estimated

from the choices alone. We employ the proposed methods to estimate the value preferences

of the participants of a large-scale survey on energy transition [137]. We evaluate the

extent to which our methods’ estimations concur with those of human evaluators. Our

results show that addressing the conflicts between choices and justifications improves the

estimation of value preferences.

We envision our work as supporting a hybrid participatory system, where humans

participate in the decision-making process by making choices and providing justifications,

and an AI agent supports the decision-making process by estimating the participant’s value

preferences, as shown in Figure 6.1. The estimated value preferences can benefit (1) the

policy-maker by indicating both what participants prefer and why, and (2) the participant

by unveiling the conflicts between their choices and justification, thus helping them to

clarify ambiguity and better articulate their value preferences.

“Privacy is more important than social
recognition to you. Is that correct?”

Value-Laden

“I prefer choice A
over choice B”

“Choice A yields
better privacy”

estimates

Participant AI Agent

Policy Maker

decision
support

Choices

User
Feedback

Value
Preferences

Figure 6.1: A hybrid participatory system, where human participants make choices and motivate those choices,

and AI agents estimate the participants’ value preferences to assist in decision-making.

This chapter is organized as follows. Section 6.2 introduces the context behind our

analyses. Section 6.3 describes the methods to perform value preferences estimation.

Section 6.4 describes our experimental setup and Section 6.5 presents our results. Section 6.6
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concludes the chapter. The code will be made public upon publication of the paper.

6.2 Background
We introduce a dataset and formalize the key concepts to provide a background for our

methods and experiments.

6.2.1 Data
We estimate individual value preferences from choices and justifications provided to the

Energy PVE (see description in Chapter 2.4.1). In this survey, the main question to the

citizens was: “What do you find important for future decisions on energy policy?" Six

choice options (Table 6.1) were developed in consultation with 45 citizens. These options

were presented in the PVE platform and the participants were asked to distribute 100 points

among the options. The choice options 𝑜1 and 𝑜2 were preferred more than other options.

However, in most cases, participants distributed points to more than one option. After

dividing the points, the participants had the chance to motivate each of their choices with

a textual justification. 876 participants provided at least one justification for their choices,

resulting in a total of 3229 justifications.

Table 6.1: Policy options in the Energy PVE and average amounts of points distributed (out of 100).

Policy option Description Avg. points

𝑜1 The municipality takes the lead and unburdens you 29.05

𝑜2 Inhabitants do it themselves 21.72

𝑜3 The market determines what is coming 9.39

𝑜4 Large-scale energy generationwill occur in a small number of places 15.01

𝑜5 Betting on storage (Súdwest-Fryslân becomes the battery of the

Netherlands)

12.96

𝑜6 Become a major energy supplier in the Netherlands 4.71

Before value preference estimation, the set of values relevant to the decision-making

context must be identified [183]. Traditionally, fixed sets of values, e.g., the Schwartz

Theory of Values [268] or the Moral Foundation Theory [107], were used for every context.

However, in recent years there has been a push toward the identification of context-specific

values [95, 175, 179, 238]. In this survey, the values embedded in the textual justifications

were identified by a set of four annotators using a grounded theory approach [121]. The

annotators were first introduced to foundational concepts [107, 268] and examples of values.

Then, they were asked to annotate any keywords from the justifications that relate to

values. After a consolidation round, annotators agreed on a list with 18 values. In this

paper, we consider only the most frequent values (values mentioned at least 250 times

across all project options) to demonstrate our methods. Table 6.2 shows the value list we

consider in our experiments.

Table 6.3 shows the number of annotations provided for each of the values we analyze

(described in Table 6.2). Although all values have more than 250 annotations (our selection

criterion), these values were not annotated equally across the choice options. For example,

𝑣3 was annotated 349 (∼76%) times for 𝑜3, and only 3 times for 𝑜6.
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Table 6.2: Values included in the experiments with the Energy PVE.

Value ID Value name Description

𝑣1 Cost-
effectiveness

Money must be well spent and the project must be profitable. No waste.

Costs should not be too high

𝑣2 Nature and
landscape

Nature and environment are important. Horizon pollution is often

seen as negative. Preserving the Frisian landscape is central

𝑣3 Leadership Clarity and control over the sustainability of the energy system. Often

about an organization or person that has to take charge

𝑣4 Cooperation Working together on a goal. Residents can work together, but also

groups and organizations

𝑣5 Self-
determination

The opportunity for residents to make their own decision on renewable

energy and to be able to implement it

Table 6.3: Distribution of values annotated for each policy option.

Options

A
nn

ot
at
ed

va
lu
es 𝑜1 𝑜2 𝑜3 𝑜4 𝑜5 𝑜6 𝑂

𝑣1 90 85 102 85 89 58 509
𝑣2 50 29 11 269 27 47 433
𝑣3 349 40 42 13 11 3 458
𝑣4 80 131 35 17 13 31 307
𝑣5 35 305 7 8 20 16 391
𝑉 604 590 197 392 160 155

6.2.2 Formalization
We formalize the concepts associated with the PVE (choices and justifications) and with

value preferences estimation (value systems and value-option matrix). These concepts are

related as shown in Figure 6.2.

distribute points

Participants

motivate choices

Annotators

Value annotated

(j1  . . .  jn)
PVE

Value-option
matrix (VO)

Value list (V)

Value-laden
J)

Choices (C)

Figure 6.2: Relationship between choices, justifications, and value-option (VO) matrix.

Value system
Values can be ordered according to their subjective importance as guiding principles [268].

Each person has a value system that internally defines the importance the values have to

them according to their preference and context. We represent these value preferences via a

ranking [331]. Adapting from Serramia et al. [271], we define a value system as follows.
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Def 1 A value system is a pair ⟨𝑉 ,𝑅⟩, where 𝑉 is a non-empty set of values, and 𝑅 is the

ranking of 𝑉 which represents a person’s value preference.

Def 2 A ranking 𝑅 of 𝑉 is a reflexive, transitive, and total binary relation, noted as 𝑣𝑎 ⪰ 𝑣𝑏.
Given 𝑣𝑎, 𝑣𝑏 ∈ 𝑉 , if 𝑣𝑎 ⪰ 𝑣𝑏, we say 𝑣𝑎 is more preferred than 𝑣𝑏. If 𝑣𝑎 ⪰ 𝑣𝑏 and 𝑣𝑏 ⪰ 𝑣𝑎, then we

note it as 𝑣𝑎 ∼ 𝑣𝑏 and consider 𝑣𝑎 and 𝑣𝑏 indifferently preferred. However, if 𝑣𝑎 ⪰ 𝑣𝑏 but it is
not true that 𝑣𝑏 ⪰ 𝑣𝑎 (i.e., 𝑣𝑎 ≠ 𝑣𝑏), then we note it as 𝑣𝑎 ≻ 𝑣𝑏.

In this work, we fix the set of values 𝑉 for all participants (see Table 6.2) and we propose

methods to estimate individuals’ rankings over 𝑉 . We refer to this task as value preferences

estimation in the remainder of the paper. Further, ranking as defined here allows us to

know the preferences between any pair of elements (unlike partial orders). We recognize

that one’s value preferences might not be a total order, since one could consider a given

set of values incomparable. Yet, we focus on total orders as an initial step in estimating

value preferences, given the challenges of fairly aggregating partial orders [234].

Choices and justifications
Our goal is to estimate an individual 𝑖’s value preferences via a ranking, 𝑅𝑖

, from 𝑖’s choices
and the justifications provided for these choices. Let 𝑂 = {𝑜1,… , 𝑜𝑛} be a set of options 𝑖 can
choose from in a specific context (for example, the policy options presented in Table 6.1).

We assume that 𝑖 indicates their preferences, 𝐶𝑖
, among the choices in 𝑂 by distributing a

certain number of points, 𝑝, among the options in 𝑂.

𝐶𝑖 = {𝑐1,… 𝑐𝑛}, 𝑐𝑖 ∈ [0,𝑝], ∑ 𝑐𝑖 = 𝑝

Let 𝐽 𝑖 be the set of justifications that 𝑖 provides for their choices:

𝐽 𝑖 = {𝑗1,… 𝑗𝑛}, where 𝑗𝑖 = ∅ if 𝑐𝑖 = 0

Following the premise that valuing is deliberatively consequential, if an individual’s

value system influences their choice 𝑐𝑖, we expect them to mention the values that support

choice 𝑐𝑖 in the justification provided. Thus, we represent a justification 𝑗𝑖 as the set of
values (for example, the values in Table 6.2) that are mentioned in the justification:

𝑗𝑖 = {𝑣1,…𝑣𝑚}, if 𝑣𝑖 influenced 𝑐𝑖

Value-option matrix
Consider that the values relevant in choosing each option 𝑜𝑖 can be determined a priori.

Def 3 A value-option matrix 𝑉𝑂 is a binary matrix with |𝑉 | (number of values) rows and |𝑂|
(number of options) columns, where:

𝑉𝑂(𝑣,𝑜) =
{
1, if value 𝑣 is relevant for option 𝑜
0, otherwise.

𝑉𝑂 is the starting point for computing individual value rankings, as it represents an

initial guess of value preferences in the energy transition context based on the available

choices by all participants. Thus, we initialize each individual’s 𝑉𝑂 matrix (𝑉𝑂𝑖
) as:

𝑉𝑂𝑖 = 𝑉𝑂 (6.1)
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6.3 Method
Our goal is to estimate an individual’s value ranking from the division of points across

a set choices and the textual justifications provided to each choice. As the choices and

justifications were provided within a specific context (energy transition), the resulting

value ranking is intended to represent the individual within that context.

Given 𝑉𝑂𝑖
, we propose methods to estimate 𝑖’s value ranking 𝑅𝑖

from (1) choic-

es—method 𝐶, (2) justifications—method 𝐽 , or (3) choices and justifications—methods

𝑇𝐵, 𝐽𝐶, and 𝐽𝑂. We provide the rationale behind each method in the related subsection.

The methods 𝐶 and 𝐽 , which use either choices or justifications, are used as baselines

for evaluating the other three methods (𝑇𝐵, 𝐽𝐶, and 𝐽𝑂). These methods can be applied

sequentially—however, the order in which they are applied can change the final ranking.

Figure 6.3 shows the main elements of each method, which are described next.

VOi

Ji
Inconsistencies

different opinions)
Update VOi R

JO

Method JO

Inconsistencies
(choices and Update VOi R
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Method JC
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Ji

Ci
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Method TB

Ji
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Method C
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R
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Figure 6.3: Overview of the five proposed value preferences estimation methods. The methods take as input the

choices 𝐶𝑖
, justifications 𝐽 𝑖, and value-option matrix 𝑉𝑂𝑖

of an individual 𝑖 and return a ranking 𝑅𝑖
over the set of

values 𝑉 .

Method 𝐶
To estimate an individual’s value ranking 𝑅𝑖

𝐶 solely based on their choices 𝐶𝑖
(vector of size

|𝑂|, i.e., number of options), we assume that the individual’s choices completely align with

their value preferences. First, we compute the importance of values (𝑈 𝑖
) for the individual

by weighing the values supported by each option with the points (𝑐𝑖) the individual assigns
to the option. Then, we infer a ranking 𝑅𝑖

𝐶 from 𝑈 𝑖
, by ordering the values in 𝑉 according

to their importance score in 𝑈 𝑖
.

𝑈 𝑖 = 𝑉𝑂𝑖 ×𝐶𝑖𝑇
(6.2)

𝑅𝑖
𝐶 = rank(𝑈 𝑖) (6.3)

Method 𝐽
To estimate an individual’s value ranking 𝑅𝑖

𝑀 solely based on the justifications 𝐽 𝑖 provided to
their choices 𝐶𝑖

, we first count how many times a given value is mentioned (i.e., annotated)

in any of the justifications provided, and attribute one point to each time it is mentioned.

Then, we infer the ranking 𝑅𝑖
𝑀 by ordering the values accordingly.
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Method 𝑇𝐵: Justifications as tie breakers
Weuse the justifications 𝐽 𝑖 as tie breakers to reduce indifferent preferences in a value ranking.
We start with a given ranking 𝑅𝑖

(e.g., 𝑅𝑖
𝐶). Then, let us define that a tie 𝜏𝑎,𝑏 ∈ 𝑅

𝑖
between

two values 𝑣𝑎, 𝑣𝑏 ∈ 𝑉 is present when 𝑣𝑎 and 𝑣𝑏 are indifferently preferred (𝑣𝑎 ∼ 𝑣𝑏). Due to
symmetry, we consider that 𝜏𝑎,𝑏 = 𝜏𝑏,𝑎. If there is a tie 𝜏𝑎,𝑏 and if one of the justifications

mentions 𝑣𝑎 but none of the justifications mention 𝑣𝑏, then the 𝑇𝐵 method considers 𝑣𝑎 ≻ 𝑣𝑏,
and thus breaks the tie. If both values are mentioned in one of the justifications or not

mentioned in any justification, the tie remains, as illustrated in Algorithm 2.

Algorithm 2:Method 𝑇𝐵
Input: 𝑅𝑖, 𝐽 𝑖
Output: 𝑅𝑖𝑇 𝐵

1 𝑅𝑖𝑇 𝐵 ← 𝑅𝑖
2 for 𝜏𝑎,𝑏 ∈ 𝑅𝑖 do
3 if (∃𝑗 ∈ 𝐽 𝑖 ∶ 𝑣𝑎 ∈ 𝑗) ∧ (∄𝑗 ∈ 𝐽 𝑖 ∶ 𝑣𝑏 ∈ 𝑗) then
4 set 𝑣𝑎 ≻ 𝑣𝑏 in 𝑅𝑖𝑇 𝐵 ;

5 else if (∃𝑗 ∈ 𝐽 𝑖 ∶ 𝑣𝑏 ∈ 𝑚) ∧ (∄𝑗 ∈ 𝐽 𝑖 ∶ 𝑣𝑎 ∈ 𝑗) then
6 set 𝑣𝑏 ≻ 𝑣𝑎 in 𝑅𝑖𝑇 𝐵 ;

7 end

Method 𝐽𝐶: Justifications are more relevant than choices
There may be a conflict between 𝑅𝑖

previously estimated for an individual and the values

supported by their justifications. That is, 𝑅𝑖
indicates 𝑣𝑏 ≻ 𝑣𝑎 but 𝑣𝑎 is supported in a

justification 𝑗𝑜 ∈ 𝐽 𝑖, and 𝑣𝑏 is not supported in any justification. In this case, the 𝐽𝐶 method

prioritizes the value mentioned in the justification over the one not mentioned, assuming

that the value not mentioned is not relevant for individual 𝑖 in option 𝑜. When a conflict is

detected, we assume that the initial value-option matrix 𝑉𝑂𝑖
was inaccurate and update it

by setting the cell of 𝑉𝑂𝑖
corresponding to 𝑣𝑏 for the option 𝑜 supported by 𝑗𝑜 = {𝑣𝑎} to 0.

Once 𝑉𝑂𝑖
is updated for all conflicts, we compute the value ranking 𝑅𝑖

𝐽 𝐶 as in Algorithm 3.

Algorithm 3:Method 𝐽𝐶
Input: 𝑅𝑖, 𝐽 𝑖, 𝑉𝑂𝑖

, 𝑉 , 𝐶𝑖

Output: 𝑅𝑖𝐽 𝐶
1 for 𝑗𝑜 ∈ 𝐽 𝑖 do
2 for 𝑣𝑎 ∈ 𝑗𝑜 do
3 for 𝑣𝑏 ∈ 𝑉 ⧵ {𝑣𝑎} do
4 if 𝑣𝑎 ≺ 𝑣𝑏 then
5 𝑉𝑂𝑖(𝑣𝑏, 𝑜) = 0;
6 end
7 end
8 end
9 𝑈 𝑖 = 𝑉𝑂𝑖 ×𝐶𝑖

;

10 𝑅𝑖𝐽 𝐶 = rank(𝑈 𝑖);
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Method 𝐽𝑂: Justifications are only relevant for one option
The justifications 𝐽 𝑖 provided for different options can also bring conflicts. For example,

assume options 𝑜1 and 𝑜2, for which all values 𝑣𝑖 ∈ 𝑉 are considered relevant. Further, assume

that individual 𝑖motivated 𝑜1 with value 𝑣3 (𝑗1 = {𝑣3}), and 𝑜2 with value 𝑣5 (𝑗2 = {𝑣5}). From
the notion of valuing as a deliberatively consequential process, from 𝑗1 we can infer that

𝑣3 ≻ 𝑣5, whereas from 𝑗2 we can infer that 𝑣5 ≻ 𝑣3. As in the 𝐽𝐶 method, when a conflict is

detected, we assume that the initial value-option matrix 𝑉𝑂𝑖
was inaccurate and update it.

In particular, we set the cell of 𝑉𝑂𝑖
corresponding to the value that is part of the conflict but

was not mentioned in the provided justification to 0. From our example, the method would

set 𝑉𝑂𝑖(𝑣5, 𝑜1) and 𝑉𝑂𝑖(𝑣3, 𝑜2) to 0. Once the 𝑉𝑂𝑖
matrix is updated for all the justifications ×

options conflicts, we compute the value ranking 𝑅𝑖
𝐽𝑂 . Algorithm 4 illustrates this procedure.

Algorithm 4:Method 𝐽𝑂
Input: 𝐽 𝑖, 𝑉𝑂𝑖

, 𝐶𝑖
, 𝑉

Output: 𝑅𝑖𝐽𝑂
1 𝑉𝑂𝑖

𝐽𝑂 ← 𝑉𝑂𝑖
; /* Temporary copy, we need information from the

original 𝑉𝑂𝑖 in the next loops */
2 for 𝑗𝑎 ∈ 𝐽 𝑖 ∶ 𝑗𝑎 ≠ ∅ do
3 for 𝑗𝑏 ∈ 𝐽 𝑖 ⧵ {𝑗𝑎} do
4 𝑉𝛼 = 𝑉 ⧵ {𝑣 ∶ 𝑣 ∈ 𝑗𝑎} ∶ 𝑉𝑂𝑖(𝑣,𝑜𝑎) == 1 ; /* Values supporting 𝑜𝑎 in

𝑉𝑂𝑖, except values in 𝑗𝑎 */
5 for 𝑣𝑥 ∈ 𝑉𝛼 do
6 if 𝑣𝑥 ∈ 𝑗𝑏 then
7 for 𝑣𝑦 ∈ 𝑗𝑎 do
8 𝑉𝛽 = 𝑉 ⧵ {𝑣 ∶ 𝑣 ∈ 𝑗𝑏} ∶ 𝑉𝑂𝑖(𝑣,𝑜𝑏) == 1 ; /* Values supporting

𝑜𝑏 in 𝑉𝑂𝑖, except values in 𝑗𝑏 */
9 if 𝑣𝑦 ∈ 𝑉𝛽 then
10 𝑉𝑂𝑖

𝐽𝑂(𝑣𝑥 , 𝑜𝑎) = 0;
11 end
12 end
13 end
14 end
15 𝑉𝑂𝑖 ← 𝑉𝑂𝑖

𝐽𝑂 ;

16 𝑈 𝑖 = 𝑉𝑂𝑖 ×𝐶𝑖
;

17 𝑅𝑖𝐽𝑂 = rank(𝑈 𝑖);

6.4 Experimental Setting
We describe the experiments we perform to evaluate the five proposed methods. In the

context of the Energy PVE described in Section 6.2.1, we consider a value 𝑣 as relevant for
an option 𝑜 if at least 𝑡 justifications (in our case, we set 𝑡 = 20) among all participants were

annotated with 𝑣 for 𝑜. The resulting 𝑉𝑂 matrix (as described in Section 6.2.2) is shown in

Table 6.4. We use this as a starting point for applying the methods described in Section 6.3.

We analyze each method (𝐶, 𝐽 , 𝑇𝐵, 𝐽𝐶, and 𝐽𝑂) individually, and a sequential com-

bination of the proposed methods in the following order: 𝐽𝑂 ⇒ 𝐽𝐶 ⇒ 𝑇𝐵. We choose
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Table 6.4: Value-option matrix (𝑉𝑂) for the Energy PVE.

Options
𝑜1 𝑜2 𝑜3 𝑜4 𝑜5 𝑜6

Va
lu
es

𝑣1 1 1 1 1 1 1

𝑣2 1 1 0 1 1 1

𝑣3 1 1 1 0 0 0

𝑣4 1 1 1 0 0 1

𝑣5 1 1 0 0 1 0

this sequential combination for two reasons: (1) the method 𝑇𝐵 should be executed last

because it does not impact the 𝑉𝑂𝑖
matrix directly and thus would not affect the subsequent

methods, and (2) we start with 𝐽𝐶 because it addresses conflicts within the same participant

(which happens more frequently), and then continue with 𝐽𝑂 (less frequent). To combine

these methods sequentially we use the ranking resulting from 𝐽𝑂 as input for 𝐽𝐶, and
the ranking resulting from 𝐽𝐶 as input for 𝑇𝐵. Finally, for the individual analysis of the
methods 𝑇𝐵 and 𝐽𝐶, that require a previously estimated ranking, we start with the ranking

estimated from choices alone (method 𝐶). We evaluate these methods based on the resulting

value preferences rankings, which we refer to as 𝑅𝐶 , 𝑅𝐽 , 𝑅𝑇𝐵, 𝑅𝐽𝐶 , 𝑅𝐽𝑂 , and 𝑅𝑐𝑜𝑚𝑏 (where

𝑅𝑐𝑜𝑚𝑏 is the result of the sequential combination 𝐽𝑂 ⇒ 𝐽𝐶 ⇒ 𝑇𝐵).

6.4.1 Evaluation procedure
Two evaluators, with previous knowledge of values and this specific PVE, were asked

to independently judge the value preferences of a subset of participants based on their

choices 𝐶𝑖
and the provided textual justifications (from which 𝐽 𝑖 was annotated). We did

not describe our value preference estimation methods to the evaluators. The evaluators

were sequentially presented with a participant’s choices and justifications, proposed pairs

of values (e.g., 𝑣1 and 𝑣2), and asked to compare the two values with the following options:

(1) 𝑣1 ≻ 𝑣2; (2) 𝑣1 ≺ 𝑣2; (3) 𝑣1 ∼ 𝑣2; or (4) “I do not know”, if they believe there is not enough

information to make a proper comparison. This comparison was repeated up to four

times per selected participant, with the intent of collecting sufficient information about a

participant while increasing the number of analyzed participants.

The values to be compared were randomly selected from a set of value rankings that

showed divergence across the methods. Our goal with this procedure is to assess the

extent to which the proposed methods estimate value preferences similarly to the human

evaluators. Within the application context illustrated in Figure 6.1, we expect that as the

methods’ rankings mirror human intuition, they might provide meaningful feedback to

participants in a participatory system.

6.5 Results and Discussion
When comparing the five proposed value estimation methods, we aim to answer two

questions: (1) How well can each method estimate value preferences compared to humans?

(2) How does the estimation of value preferences differ among the methods proposed?

The evaluators performed 1047 comparisons. We discard the responses indicating that

there was not enough information to judge values preference (“I do not know”), reducing
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the analyzed set to 766 total responses by either one of the evaluators. Figures 6.4a

and 6.4b present the performance of each method in terms of matching each evaluator’s

responses. These comparisons overlapped 269 times (i.e., the annotators performed the

same comparisons). Considering this subset of overlapping comparisons, we find an

agreement in 122 (45.35%) and disagreement in 147 (54.65%) comparisons, resulting in a

Kappa score of 0.247, which is considered a fair agreement [165]. To mitigate the effect of

individual biases, in the remainder of the analysis, we focus on the pairwise comparisons

that evaluators agreed on, as presented in Figure 6.4c.
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Figure 6.4: Value preferences estimation methods performance, measured as overlap with the evaluators’ answers.

As Figure 6.4 displays, the rankings 𝑅𝐽 , 𝑅𝐽𝐶 , and 𝑅𝑐𝑜𝑚𝑏 provide the best performance in

terms of human-like value estimation. When compared to 𝑅𝐶 , the combined method 𝑅𝑐𝑜𝑚𝑏
estimated value preferences 2.64 times more similarly to humans (considering the subset

where evaluators agreed). Further, we observe that 𝑅𝐽 and 𝑅𝐽𝐶 also perform better than

𝑅𝐶 . The only exception in terms of performance is 𝑅𝐽𝑂 , which performs slightly worse

than 𝑅𝐶 . These findings show that combining choices and justifications in estimating

value preferences can significantly increase the degree to which an automated method can

estimate value preferences similarly to humans, with respect to using only choices.

Finally, we notice that the performance of 𝑅𝐽 is similar to the performance of 𝑅𝑐𝑜𝑚𝑏.

This is to be expected, as 𝑅𝑐𝑜𝑚𝑏 prioritizes justifications over choices, and 𝑅𝐽 only employs

justifications to estimate value preferences. The visibly better performance of 𝑅𝐽 with

respect to 𝑅𝐶 further motivates the need to consider textual justifications to estimate

value preferences that are consistent with human evaluation. With our dataset, combining

choices and justifications led to slightly better results than employing just the justifications.

Further experiments with other data are needed to confirm this observation.

Comparative analysis
For each method, we average the value preference rankings (that is, the position that the

values have in the ranking that results after applying the method). We indicate with ≻ the

values that have significantly different average rankings (𝑝 ≤ 0.05) and with ⪰ the values

that do not have significantly different averages. The following are the resulting average

rankings per each different method:
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• 𝑅𝐶 : 𝑣1 ≻ 𝑣2 ≻ 𝑣4 ≻ 𝑣5 ⪰ 𝑣3

• 𝑅𝐽 : 𝑣3 ≻ 𝑣1 ⪰ 𝑣2 ≻ 𝑣5 ⪰ 𝑣4

• 𝑅𝑇𝐵: 𝑣1 ≻ 𝑣2 ≻ 𝑣4 ≻ 𝑣5 ≻ 𝑣3

• 𝑅𝐽𝐶 : 𝑣1 ≻ 𝑣2 ≻ 𝑣5 ≻ 𝑣3 ≻ 𝑣4

• 𝑅𝐽𝑂 : 𝑣1 ≻ 𝑣2 ≻ 𝑣4 ≻ 𝑣5 ⪰ 𝑣3

• 𝑅𝑐𝑜𝑚𝑏: 𝑣1 ⪰ 𝑣2 ≻ 𝑣5 ⪰ 𝑣3 ⪰ 𝑣4

Method 𝐶 ranked the value 𝑣1 as the most important for all individuals, regardless of

their choices, due to the characteristics of the value option-matrix (𝑉𝑂) in Table 6.4, which

considers 𝑣1 relevant for all choice options. As we attribute the minimum ordinal ranking

for the values in case of ties (Def. 2), any choices would lead to 𝑅𝑖
𝐶 with 𝑣1 as (one of) the

most important value(s), except for method 𝐽 which does not consider choices.

Let 𝑅𝐶 be a baseline for comparison. Figure 6.5 indicates how many positions the final

ranking changed across values (we do not consider method 𝐽 since it did not use 𝑅𝐶 as

baseline). For example, consider two rankings 𝑅1 ∶ 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ≻ 𝑣4 ≻ 𝑣5 and 𝑅2 ∶ 𝑣2 ≻ 𝑣3 ≻
𝑣1 ≻ 𝑣4 ≻ 𝑣5. We consider four position changes from 𝑅1 to 𝑅2: 𝑣1 changed from the first

to the third position (two changes), 𝑣2 changed from the second to the first position (one

change), and 𝑣3 changed from the third to the second position (one change).
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Changes from 𝑅𝐶

Changes compared to 𝑅𝐶

Figure 6.5: Average changes in the value rankings when compared to 𝑅𝐶 .

Rankings 𝑅𝑇𝐵 and 𝑅𝐽𝑂 barely deviate from the average 𝑅𝐶 . Instead, 𝑅𝐽𝐶 and the com-

bined approach 𝑅𝑐𝑜𝑚𝑏 show significant deviation from 𝑅𝐶 , indicating a larger difference

at an individual value preferences level. The large deviation and the good performance

(see Figure 6.4) of these two methods suggest that they estimate individually tailored value

preferences that are in line with human intuition.

6.6 Conclusion and Future Directions
We propose and compare methods for an AI agent to estimate the value preferences of

individuals from one’s choices and value-laden justifications, with the goal of generating

an ordered value ranking within the analyzed context. We aim to improve the estimation

of value preferences by prioritizing value preferences estimated from justifications over

value preferences estimated from choices alone. We test our methods in the context

of a large-scale survey on energy transition. Through a human evaluation, we show
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that incorporating justifications to deal with conflicts in value preferences improves the

performance of value estimation by more than two times (in terms of similarity to human

evaluators’ value estimation) and yields preferences that are more individually tailored.

In future experiments, participants themselves could provide direct feedback to the

AI agent, instead of relying on external evaluators. Further, Natural Language Processing

algorithms (such as the ones we test in Part II) could be used to scale up experiments

by automatically identifying the values supporting the justifications. Finally, we suggest

exploring other approaches to associate values with choice options beyond a binary matrix,

since values can have different ethical impacts in different contexts.

Our work has the potential to contribute to value alignment between AI and humans in a

hybrid participatory system. The estimated individual value preferences can be aggregated

at a societal level [168, 169] with the intent of providing policy-makers with an overview

of the value preferences of a population. Further, value preferences can serve as a starting

point for the operationalization of values, e.g., for the synthesis of value-aligned normative

systems [205, 271], as a foundation for international regulatory systems [27], or to formulate

ethical principles through a combination of machine learning and logic [153].
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Value inference cannot be performed based on computational methods alone. In addition to

employing computational methods, AI agents ought to foster self-reflection and deliberation

among stakeholders. To this end, we propose a Hybrid Intelligence approach that connects two

value inference processes—value classification and value preferences estimation—and focuses

on promoting self-reflection. This chapter extends Chapter 6, where we propose methods to

estimate value preferences based on individuals’ choices and the natural language justifications

they provide for their choices in a participatory system setting, and prioritize the values that

support the justifications in case of conflicts between the choices and justifications. Here, we

investigate the conflicts between the value preferences estimated from participants’ choices

and those estimated from their justifications. We propose a strategy to guide the interaction

between AI agents and participants to disambiguate these conflicts, by asking the participants

to validate the correctness of the value labels predicted for their justifications by a natural

language processing algorithm, in an active learning fashion. We compare our method to

state-of-the-art active learning methods and find no significant differences. We conclude the

chapter with a reflection on the lessons learned by testing our disambiguation strategy.

7.1 Introduction
Parts I, II, and III contribute to the three value inference processes—identification, clas-

sification, and estimation—individually. However, as motivated in Section 1.2, Hybrid

Intelligence (HI) [7] approaches are necessary to foster self-reflection and deliberation

among stakeholders by closing the loop depicted in Figure 1.2. To do this, in this chap-

ter, we propose an HI approach that connects value classification and value preferences

estimation and intends to foster self-reflection in the involved stakeholders (here, our

focus is on self-reflection rather than deliberation). This chapter extends the methods and

experimental setup described in Chapter 6.

As introduced in Chapter 6, we envision value preferences estimation performed

in a participatory sociotechnical system, where AI agents estimate participants’ value

preferences on a decision-making subject. In this vision, AI agents, supported by natural

language processing (NLP) techniques, interpret the natural language justifications provided

by the participants in support of their choices and combine the information contained

in choices and justifications to estimate value preferences. In Chapter 6, we propose and

compare five methods for estimating value preferences from participants’ choices and

justifications. We find that, in case of conflicts between the value preferences estimated

from the choices and the value preferences estimated from the justifications, prioritizing

the information contained in the justifications results in value preferences that are most

aligned with the ones estimated by human annotators.

Nevertheless, the detected choice-justification conflicts should be addressed. Such

conflicts may be caused by (1) mistakes in the value inference process (e.g., misclassification

of the values supporting the participants’ justifications by an NLP model), or (2) genuine

inconsistencies between the participants’ choices and justifications, e.g., due to participants

having different assumptions regarding values that drive a choice, or due to the value-action

gap [93]. In both cases, addressing the inconsistencies can be beneficial. If the inconsistency

is caused by a mistake in the automatic value estimation process, the involved participant

should be asked to resolve the mistake, e.g., by correcting a mistake of the NLP model.

In case the interpretation is confirmed to be correct and the inconsistency is accurately
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detected, the participant can be guided through a process of self-reflection [172, 183] and

offered the chance to change their choices or provide additional justifications. We refer

to the endeavor of addressing the inconsistencies between the values detected in choices

and justifications as value preferences disambiguation. We envision a hybrid participatory

system (Figure 7.1) where AI agents estimate and disambiguate value preferences to assist

in decision-making while fostering self-reflection in participants.

“Your choices and motivations
seem inconsistent.
Can you check?”

“I prefer choice A
over choice B”

“Choice A protects
my identity”

Participant AI Agent

Value
preferences

disambiguation
Policy-maker

Value
preferences
estimation

Choices

Value-laden

Value
preferences

Figure 7.1: A hybrid participatory system where human participants make choices and motivate those choices, and

AI agents estimate participants’ value preferences through a disambiguation strategy, to assist in decision-making.

In participatory systems, not all participants may be available to take part in such

interactions, and the required additional effort may dissuade participants from engaging

[275]. In practice, a step-by-step approach may be preferred, as it could be impractical

to wait until all participants have been consulted before addressing potential algorithmic

mistakes. Inspired by traditional Active Learning (AL) [272] strategies, we propose a

disambiguation strategy that guides the interactions between AI agents and participants,

following the rationale that, by addressing the most informative participants first, the

quality of value preferences estimation should rapidly improve for many participants.

Precisely, the strategy iteratively selects the participants whose value preferences estimated

solely from their choices are most different from the value preferences estimated solely

from their justifications. We test our strategy by retrieving the correct interpretation of

the justifications provided by the selected participants (i.e., the correct values that support

their justifications) to iteratively improve the NLP model tasked to predict the values that

support the participants’ justifications, which are in turn used to estimate their value

preferences.

We evaluate the strategy in an active learning setting with the data from the PVE survey

on energy transition and compare it to traditional NLP AL strategies. We show that our

method leads to comparable results to the tested baselines, both in NLP performance and

value preferences estimation. We discuss these results and elaborate on future directions.

This chapter is organized as follows. Section 7.2 describes the value disambiguation

method. Section 7.3 describes our experimental setup to evaluate the disambiguation

method and Section 7.4 presents our results. Finally, Section 7.5 concludes the chapter.

Appendix D provides additional details on our experimental setup. The code will be made

public upon publication of the paper.
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7.2 Method
The disambiguation strategy is intended to drive the interactions between AI agents and

participants by addressing the detected inconsistencies between participants’ choices and

justifications, to improve the value estimation process. Inspired by popular AL strategies

(Section 2.3), the strategy iteratively targets the participants deemed to be most informative.

We associate informativeness with the inconsistency between a participant’s choices and

justifications, assuming that the largest inconsistencies may unveil the biggest mistakes in

the value estimation process. By addressing the most informative participants first, we aim

to rapidly improve the quality of value preferences estimation for all participants.

Figure 7.2 provides an overview of the proposed strategy. We consider a hybrid par-

ticipatory setting where the AI agents are equipped with an NLP model tasked to predict

the set of values mentioned in each participant’s justifications. Then, value preferences

are estimated based on the participants’ choices and the value labels that are predicted as

supporting each justification they provide. We propose that AI agents iteratively interact

with the participants with the largest detected inconsistencies between the value prefer-

ences estimated from their choices alone and the value preferences estimated from their

justifications provided in support of those choices. In our method, the AI agents interact

by asking whether the provided justifications have been correctly interpreted (i.e., if the

predicted value labels are correct). Other interaction strategies can be implemented (e.g.,

querying the participants on whether the preference between two values 𝑣𝑎 and 𝑣𝑏 have
been correctly estimated), which we discuss as future work (Section 7.5).

Participants

Value 
preferences
estimation

Value-laden
justi�cations

Choices

NLP 
model Value labels

Inconsistencies

Value 
preferences

disambiguation

Value 
preferences
estimation

Figure 7.2: Overview of the proposed disambiguation strategy, guided by the detected inconsistencies between

value preferences estimated from participants’ choices and the value preferences estimated from the value labels

classified by an NLP model in the justifications.

Our setting is akin to an AL setting where value labels are iteratively retrieved to

train a value classification NLP model. The most informative participants are iteratively

selected by the strategy and asked to provide the correct value labels on their justifications,

in practice treating the participants themselves as oracles. At every iteration of the AL

procedure, we use the current version of the NLP model to predict value labels on all the

unlabeled justifications, and use the predicted labels to estimate the value preferences

of the participants whose justifications are not yet labeled, with both methods 𝐶 and

method 𝐽 . Then, for each participant, we calculate the distance between the value ranking

estimated with method 𝐶 and the value ranking estimated with method 𝐽 . We use the

Kemeny distance [123, 147] to measure the distance between rankings, as it accounts for
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potential ties between values (see Def. 2 in Chapter 6). The Kemeny distance (𝑑𝐾 ) between
two value rankings (𝑅𝑖

𝐶 ,𝑅
𝑖
𝐽 ) is defined as:

𝑑𝐾 (𝑅𝑖
𝐶 ,𝑅

𝑖
𝐽 ) =

1
2

𝑛
∑
𝑣=1

𝑛
∑
𝑤=1

|𝑥(𝐶)𝑣𝑤 −𝑥(𝐽 )𝑣𝑤 |,

where 𝑛 is the number of objects (in our case, 𝑛 = 5 is the number of values), and 𝑥(𝐶)𝑣𝑤 is

equal to 1 if value 𝑣 is preferred to value 𝑤 in ranking 𝑅𝑖
𝐶 , equal to −1 in the reverse case,

and equal to 0 if the two values are equally preferred. Finally, we choose as the next batch

the 𝑝 participants with the largest Kemeny distance between the value rankings estimated

with method 𝐶 and method 𝐽 , and retrieve value labels for the justifications they provided.

The NLP model is trained with the newly collected annotated justifications, and the AL

strategy is re-iterated with the updated version of the NLP model.

7.3 Experimental Setting
We test the disambiguation strategy as a sampling strategy in an AL setting, where the

justifications’ annotations are iteratively retrieved and used to train an NLP model tasked

to classify the values that support each justification. We treat value classification as a

multi-label classification task, where each justification is annotated with zero or more value

labels. Since not all provided justifications ought to be value-laden, a justification may have

zero labels in case none of the values in Table 6.2 is deemed relevant. Multi-label BERT [74]

has been shown to produce state-of-the-art performances on similar value classification

tasks [133, 150, 178, 244]. Thus, we use RobBERT [72], a RoBERTa variant [186] which is

considered state-of-the-art for text in Dutch. We have also translated the data to English

and tested equivalent English models, obtaining similar performances. We show results

for the original Dutch data in the main body of the paper. Hyperparameters tuning and

comparison with the English models can be found in Appendix D.1.

We employ the annotations described in Section 6.2.1 to simulate the AL procedure.

At every iteration of the AL procedure, we have a set of labeled justifications (whose

labels have been retrieved and that are used to train the NLP model), a set of unlabeled

justifications (whose labels can be retrieved if selected by the sampling strategy), and a

set of test justifications (that are only used for evaluation). Analogously, we have a set

of labeled participants, unlabeled participants, and test participants, who have provided

the justifications in the corresponding sets. At every iteration, the model is trained with

the labeled justifications, and then used to predict labels on the unlabeled justifications.

With the predicted labels, the value preferences of the unlabeled participants are estimated.

The disambiguation strategy is then used to select the 𝑝 unlabeled participants with the

most inconsistent value preferences estimated from choices and justifications alone. The 𝑝
participants are added to the set of labeled participants, and the labels of the justifications

provided by the participants are retrieved and the justifications added to the set of labeled

justifications.

As is common inAL settings, wewarm up the NLPmodel by initializing the set of labeled

participants with 10% of the available participants, and the set of labeled justifications

with the justifications provided by those participants. At each iteration, we train the

NLP model with the labeled justifications. We use the trained model to predict labels
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on the test justifications and use these labels to (1) estimate the value preferences of

the test participants with the best-performing value estimation method, and (2) evaluate

the performance of the NLP model. We then use the disambiguation strategy to select

𝑝 = 39 participants, to add 5% of the available participants to the labeled participants set

at each iteration. We iterate the procedure for 5 iteration steps and repeat it in a 10-fold

cross-validation.

7.3.1 Evaluation Procedure
We evaluate how the disambiguation strategy drives the NLP model performance and the

estimation of value preferences, comparing it to the respective toplines and baselines.

We perform 10-fold cross-validation to measure the performance of the NLP model

trained on all available data and use the result as an NLP topline during the AL procedure.

We use a model trained on all data to predict labels on all the justifications and use the

predicted labels to estimate all participants’ value preferences with the best-performing

value estimation method. We treat the resulting value rankings as value preferences

topline during the AL procedure, as they represent the best possible value rankings that

can be estimated with the mistakes introduced by using the labels predicted by an NLP

model instead of the ground truth annotations. At every iteration of the AL procedure,

we compare the NLP performance on the test set to the NLP topline, and the estimated

value preferences of the test participants to the value preferences topline. For the NLP

performance, we report the 𝐹1-score. As the label distribution is balanced (Table 6.3), there

is a small difference between micro and macro 𝐹1-scores—we report the micro 𝐹1-score as it
accounts for the label distribution. Finally, for the value estimation performance, we report

the Kemeny distance between the estimated value preferences of the test participants and

the corresponding value preferences topline.

We compare the results to two baselines. First, we employ the uncertainty sampling

strategy (Section 2.3) to select 5% of justifications (𝑗 = 145 justifications) at each iteration,

similarly to the evaluated disambiguation strategy. This strategy is solely driven by jus-

tification informativeness, ignoring the connection between the justifications and their

authors. We choose this strategy as a baseline since traditional NLP AL strategies are solely

driven by information about the NLP task, as described in Section 2.3. Second, we employ

a random baseline, where at each iteration 5% random participants (𝑝 = 39 participants,
similarly to the proposed disambiguation strategy) and their justifications are added to

the labeled set. With both our proposed strategy and the baselines, we plot the trend of

the NLP and value estimation performances throughout the progressive iterations. We

compare them with each other and to the corresponding toplines.

7.4 Results and Discussion
We present and discuss the evaluation of the disambiguation strategy. First, we report

the results of the toplines. The NLP topline resulted in an average micro 𝐹1-score of 0.64,
which is slightly lower than similar value classification tasks [133, 178], likely due to the

smaller dataset size. For the value preferences topline, we use the predicted justification

labels to estimate value rankings through the 𝑅𝑐𝑜𝑚𝑏 method (the best-performing value

estimation method). The value preferences topline resulted in an average Kemeny distance
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of 1.88 (with 2.88 standard deviation) from the value rankings estimated with the combined

method (with the resulting value preferences ranking 𝑅𝑐𝑜𝑚𝑏) by using the ground truth

annotations on the justifications. We use these toplines to measure the trend of the results

throughout the AL iterations.

We report the results of our experiments in Figures 7.3 and 7.4. In all experiments,

at every iteration we used the tested strategy to select 5% of the data to be added to

the set of labeled data. However, since different participants provided different numbers

of justifications, selecting the justifications provided by 5% of the participants may not

correspond to 5% of all available justifications. In Figures 7.3 and 7.4, we show on the x-axis

the number of justifications used for training the NLP model at the corresponding iteration.

While that corresponds to exactly 5% increments in the case of the uncertainty strategy

(which selects 5% of the justifications at every iteration), it is not the case for the random

and disambiguation strategies (which selects 5% of the participants at every iteration).
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Figure 7.3: NLP performance (micro 𝐹1-score), com-

pared to the NLP topline (dashed horizontal line).
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Figure 7.4: Value estimation performance (average Ke-

meny distance from the value preferences topline).

The random strategy has a varying step size that roughly averages to 5%, as expected by

a strategy that randomly selects participants. Instead, the step size of the disambiguation

strategy is consistently smaller than the other two (for this strategy we plot six steps,

as opposed to five for the other strategies), meaning that at every iteration the strategy

chooses participants who have provided fewer justifications than the average participant.

This empirically matches the intuition behind the strategy—participants who have provided

few justifications have a 𝑅𝐽 (value ranking calculated from justifications alone) that is

mostly composed of ties between values. Such undetermined 𝑅𝐽 have a large distance from

the corresponding 𝑅𝐶 , which instead considers all the choices provided by the participants.

The NLP performances of the model trained with the disambiguation strategy and

with the two baseline strategies (uncertainty and random) are illustrated in Figure 7.3. No

significant difference between the compared methods is visible, as all three strategies lead

to a rapid improvement in performance that approaches the NLP topline when roughly 30%

of the available justifications are used for training. In line with these results, experimental

findings [84] show that there is no single AL strategy that outperforms all others across

different datasets, and, in some cases, no significant difference is observable with the
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random strategy. Ultimately, these results demonstrate that the proposed disambiguation

strategy, despite being guided by the downstream task of estimating value preferences,

does not significantly affect the NLP performance.

Figure 7.4 presents the value estimation performance of the three compared strategies,

measured as the average Kemeny distance between the value preferences estimated with

the labels predicted by the current iteration of the NLP model and the value preferences

topline. First, we remind that the topline has been calculated with the label predictions

resulting from a model trained with all available data. However, the training process with

the tested strategies is performed as 10-fold validation, thus a different subset of the dataset

is used for training in each fold. Consequently, we do not expect the Kemeny distance to

approach zero, as different data was used during the training process (thus resulting in

different individual value preferences). Still, the topline reference allows us to compare the

value estimation performance trend of the three strategies.

We observe that the value estimation performance trend is similar for all three strategies,

leading to a rapid decrease in distance from the topline that mirrors the rapid improvement

in the 𝐹1-score. While the results are comparable when 20% or more justifications are

used for training, the results with ∼15% of the training data show small differences—while

the 𝐹1-score performances at this stage are almost identical, there is a small difference in

value preferences estimations. In particular, the uncertainty strategy (which ignores the

link between participants and justifications) is worse than the other two tested strategies,

which motivates the usage of a participant-driven strategy instead of a justification-driven

strategy. However, the differences are not sufficiently large to draw a definitive conclusion.

Overall, we notice no significant difference between the proposed strategy and the

baselines. We discuss two possible reasons. First, the NLP performance is the biggest

driver of value estimation performance—in practice, the more justifications are correctly

labeled, the more accurate the value estimation is. With the analyzed data and the relatively

small dimension of the dataset, no significant difference is noticeable between the tested

strategies in NLP performance, including the random strategy, resulting in a similar trend

in the value estimation performance. Second, the distance between 𝑅𝐽 and 𝑅𝐶 may not be

the best indicator for the informativeness of a participant. Considering the annotations

from Section 6.2.1, there is a distance of 8.0 (with 3.5 standard deviation) between 𝑅𝐽 and

𝑅𝐶 estimated for the same participants. Thus, large distances between the two rankings

may not be particularly informative in this dataset. However, we believe that a strategy

driven by the downstream application may be particularly useful in similar settings, as we

elaborate as Future Work.

7.5 Conclusion and Future Directions
We propose a disambiguation strategy to drive the interactions between AI agents and

participants, with the intent of improving the value estimation performance. Our strategy

prioritizes the interaction with the participants whose value preferences estimated from

choices alone are most different from the value preferences estimated from justifications

alone, following the rationale that such participants would be the most informative for

rapidly adjusting and improving the value estimation process. However, our results show

no significant difference with compared baseline strategies, including a strategy where

interactions with participants are randomly determined.
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Despite the inconclusive results, we believe that our proposed disambiguation strategy

opens novel research avenues. Such a hybrid approach to an interaction strategy for

value preferences disambiguation can help iteratively address algorithmic mistakes while

fostering self-reflection in participants [172]. A strategy driven by the downstream task of

value preferences estimation helps in integrating the different components involved in the

value estimation process (value label classification and aggregation of one’s choices and

justifications). Further, different disambiguation approaches could be tested. For instance,

the strategy could target the participants with the most different choice distribution from

the average, or with the largest amount of ties in their estimated value rankings.

Our approach is intended to be used in an online setting in a participatory system.

The proposed strategy addresses inconsistencies between choices and justifications by

retrieving the correct value label that supports the justifications. In future experiments,

participants themselves could provide direct feedback to the AI agent, instead of relying

on external evaluators. Additionally, participants may be offered the option to adjust the

estimated value preferences directly, instead of being limited to providing the correct value

label supporting their justifications. Machine learning methods could then be employed

for value estimation, learning directly from the feedback provided by the participants.

This work represents the first attempt to close the value inference loop through an

HI strategy. Other works could investigate the combination of different value inference

processes. For instance, future research could investigate the effectiveness of zero-shot

classification of pre-trained language models when predicting a novel value label, in case

the identified value list is updated during a participatory process. Another avenue is to

foster deliberation among participants by guiding them in the discussion of detected value

preferences inconsistencies.





8

103

8
Contributions and

Future Work



8

104 8 Contributions and Future Work

Values are central to the construction of ethical societies where human and AI agents

co-exist. This thesis contributes to value inference, the endeavor of identifying relevant

values and estimating individuals’ value preferences. Value inference is a prerequisite for

value alignment, as AI agents ought to infer human values before aligning their behavior

with those values. In Chapter 1, we break down the value inference challenge into three

processes (value identification, value classification, and value preferences estimation). We

discuss how Natural Language Processing (NLP) is a key component of value inference, as

natural language is often the means through which humans reveal their value preferences.

Then, we identify two core challenges for value inference—namely, value preferences are

(1) dependent on context, and (2) often implicit even to the human holding those values.

To this end, this thesis investigates how AI agents can identify, classify, and estimate

context-specific values. Then, we motivate how a Hybrid Intelligence (HI) approach is key

to guiding humans in reflecting on their value systems, and provide the first example of a

HI approach to involve stakeholders in the value inference procedure.

This Chapter is structured as follows. Section 8.1 reviews the contributions of this thesis

concerning the individual value inference processes and identifies future work avenues for

these processes. In Section 8.2, we examine the need for HI approaches to value inference.

Section 8.3 presents challenges and opportunities that relate to value inference as a whole.

Finally, Section 8.4 discusses the limitations of our experiments, and Section 8.5 reflects on

the societal implications of our research.

8.1 The Value Inference Framework
Our vision of the value inference challenge is divided into three processes: value identifica-

tion, value classification, and value preferences estimation. For each of these processes, we

discuss our contributions and identify future work avenues.

8.1.1 Value Identification
Not all values are relevant to all contexts and the interpretation of a value may change

across contexts. To this end, Chapter 3 introduces Axies, a HI method for identifying

and defining the values that are relevant to a decision context. We employed Axies to

identify context-specific values with two groups of annotators in two decision contexts and

evaluated its results with a study involving 80 crowd workers. Our experiments show that

Axies yields context-specific values that are comprehensible to laypeople and consistent

across different groups of annotators. Then, we compared the values yielded by Axies to

the Schwartz set of basic values [268]. We found that only a few Schwartz values are related

to Axies values (i.e., only the Schwartz values that are relevant to the context) and Schwartz

values with a distinct correspondence are frequently associated with multiple Axies values,

which provide a more detailed description in the given context. Finally, our evaluation

shows that laypeople annotate Axies values with a higher agreement than Schwartz values,

showing the suitability of context-specific values for practical applications.

Basic and context-specific values are complementary. Basic values help explain human

behavior across contexts. However, context-specific values are necessary for concrete

applications, such as the value-sensitive design of a chicken husbandry system or to

support energy-related policy-making [137, 303]. Furthermore, our experiments show



8.1 The Value Inference Framework

8

105

clear correspondences between context-specific and basic values. Understanding how

context-specific values vary and how they relate to basic values across contexts is yet to be

explored. To this end, Axies can be employed to create a database of values that are linked

with contexts. AI agents could automatically select from this database the set of values

relevant to the decision context. However, this database would only represent a starting

point for value identification, as it may not be shared by all relevant stakeholders. AI agents

need to be able to dynamically adjust the set and the interpretation of the context-specific

values. HI approaches must be devised to actively engage relevant stakeholders in the

value identification process, e.g., by asking them whether the set of values is representative

of the full breadth of their preferences, or by asking them to compare and discuss their

interpretation of the values with other stakeholders (thus fostering self-reflection and

deliberation).

8.1.2 Value Classification
Since natural language is our preferred means for communicating value preferences [261,

266], AI agents need to be equipped with NLP algorithms that can classify value-laden

content in natural language. Furthermore, in sociotechnical systems (STSs), AI agents

interact with stakeholders across a multitude of decision contexts, requiring the ability to

classify value-laden content across different contexts. To this end, inChapter 4we perform
an evaluation of value classifiers across contexts, and in Chapter 5 we investigate the

difference in how the languagemodels represent the different value concepts across contexts.

We perform our experiments with a fixed set of basic values to focus the investigation on the

influence of context. Our experiments show that value classifiers can generalize to different

contexts, recognizing value-laden words and expressions that are shared across contexts.

However, on closer inspection, we find that language models also learn to recognize context-

specific expressions that do not generalize across contexts. These context-specific value

representations may introduce biases that could lead AI agents to critical mistakes when

generalizing to novel contexts.

The state-of-the-art language models have demonstrated impressive zero-shot general-

ization to previously unseen tasks and contexts [34, 240, 313]. However, value classification

is subjective by nature, since different individuals may have a different interpretation of

(1) the meaning of a value, or (2) what are the value(s) that support a natural language state-

ment. To reflect this diversity, NLP-based AI agents need to take a perspectivist approach

[47, 301]. That is, they need to learn from a diversity of annotations rather than from one

consensus annotation (often obtained through majority voting [47, 213]). Employing con-

sensus labels to train and evaluate language models could lead to the exclusion of minority

opinions, as we explore in Section 4.3.5. In our experimental setting, we use the labels

obtained through majority voting to train and evaluate the value classifiers. However, we

show that in the majority of mistakes that the classifiers make (i.e. the cases in which the

model’s prediction differs from the majority label), there is at least one (minority) annotator

that agrees with the model’s prediction. Thus, language models ought to be instead trained

to represent the societal distribution of value interpretations. This challenge is twofold. On

the one hand, language models ought to learn from a distribution of opinions rather than

from a consensus label [301]. On the other hand, it must be ensured that the distribution of

opinions is collected fairly and is representative of the relevant stakeholders, e.g., involving
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enough and heterogeneous annotators [21, 46].

8.1.3 Value Estimation
Estimating stakeholders’ value preferences is the last step of our value inference approach.

Knowing how individuals prioritize relevant values in a decision context is necessary for

AI agents to align their behavior with stakeholders’ values. To this end, in Chapter 6, we
propose and compare different approaches to estimating stakeholders’ value preferences

based on the choices and textual justifications provided in a survey about energy transition.

We follow a philosophical account [266] suggesting that, in case of conflicts between the

values that support the choices and those that support the justifications, the values that

support the justifications should be prioritized. Our experiments show that this method

produces results that are more aligned with the value preferences that humans estimate

compared to the value preferences estimated from choices or justifications alone.

The estimation of value preferences has typically been approached through ques-

tionnaires, criticized for not including contextual factors in the estimation process (see

Sections 1.1 and 2.1). Our approach takes a step forward by estimating value preferences

based on the choices and natural language justifications provided within a decision con-

text. However, similar to value questionnaires, our approach offers a static glimpse into

stakeholders’ value preferences, based on one-time choices and justifications. The ad-

vancement in state-of-the-art language models has demonstrated that AI agents can be

equipped with the ability to converse about high-level concepts such as emotions and

values [51, 52, 190]. Thus, we envision an interactive value preferences estimation method

(which can be incorporated within our HI approach in Chapter 7), where AI agents ask for

feedback and adjust the estimated value preferences online. This approach would provide

several advantages. First, stakeholders would be able to describe the dependency of their

value preferences on context, indicating which contextual element lead them to a change

in value preferences. Second, stakeholders would be able to indicate the extent to which

AI agents should prioritize the value preferences estimated from their choices over the

value preferences estimated from their justifications, as that is dependent on individuals’

preferences and decision context. Third, AI agents would be able to ask for additional

justifications to disambiguate undefined value preferences. We further elaborate on the

idea of interactive value preferences estimation in the next section within our hybrid value

inference vision.

8.2 Hybrid Value Inference
As motivated in Section 1.2, AI agents ought to interact with stakeholders to foster self-

reflection and deliberation. To effectively do so, agents ought to situate their interaction

strategy in concrete observations, e.g., by asking questions that spur from the interpretation

of stakeholders’ observed behavior. To this end, in Chapter 7 we propose a strategy

for guiding the interaction between AI agents and stakeholders. This chapter builds

upon Chapter 6, where we introduce methods for estimating value preferences based on

individuals’ choices and the natural language justifications accompanying those choices.

In instances of conflicts between choices and justifications, we prioritize values aligned

with the justifications. Here, we delve into conflicts arising between value preferences
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derived from individuals’ choices and those inferred from their justifications. We propose a

strategy facilitating AI agent-stakeholder interaction to resolve these conflicts. In an active

learning approach, stakeholders validate the correctness of value labels classified in their

justifications by an NLP algorithm. Our method does not reveal significant differences

when compared to state-of-the-art active learning approaches. Yet, it introduces a new

paradigm for guiding an active learning strategy to foster self-reflection in stakeholders.

Our strategy guides the interactions between AI agents and stakeholders. However,

values are high-level and abstract motivations, and reasoning about them is difficult for

humans [167, 237]. Thus, the design of such interactions is a challenging task. To the best

of our knowledge, Chen et al. [52] propose the first and only attempt to value-aligned

conversational agents by designing dialogues that aim at correcting potential misalign-

ments between the estimated value preferences and the true stakeholders’ preferences,

which may vary over time or due to contextual factors. Similar approaches to conversa-

tional agents have been proposed to elicit other abstract concepts such as emotions and

engagement [51, 190], or in sensitive applications such as the healthcare domain [166].

Furthermore, conversational agents have been used to moderate and foster deliberation

among stakeholders [55, 112, 185, 295]. The design of the interactions between AI agents

and stakeholders is critical for the success of value inference, as it promotes engagement

and trust in the process [189, 197].

8.3 Challenges and Opportunities
So far, we have addressed the challenges related to the individual aspects of value infer-

ence. Here, we introduce the computational and human-centered research challenges

and opportunities associated with hybrid value inference as a whole. These challenges

show that value inference is a cross-cutting topic that can contribute to and benefit from

interdisciplinary research.

Behavior Observation The observation of value-laden human behavior constitutes a field

of study on its own, as motivated in Section 1.1.1. We identify three main challenges. First,

the sensing of human activity, including, among others, video and audio capture, biometric

sensors, and location tracking [14, 289]. This ought to be performed while respecting

stakeholders’ privacy and under informed consent, as elaborated in Section 8.5. Second,

the interpretation of sensory data to detect which sensorial input corresponds to which

activity [2, 110]. This enables the construction of a map of stakeholders’ behavior where a

particular justification can be linked to a specific action. Lastly, the distinction between

value-laden and non-value-laden behavior [311]. There is no unanimous agreement among

individuals regarding which actions and justifications are driven by values (e.g., brushing

teeth or explaining a train delay). AI agents ought to discern what constitutes value-laden

behavior, with input from the concerned stakeholders.

Identifying Context Shifts Value systems have been recognized to be context-specific,

as situational factors affect our priorities [44, 126, 159, 180]. This thesis investigates the

impact of contextual factors and shifts on the value inference processes. Besides our

work, the dependency on context has been investigated in engineering AI agents and
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multiagent systems [214, 215, 293] and in NLP applications (see domain dependency in

Section 2.3). However, further research is required to allow AI agents to identify relevant

context shifts, i.e., recognizing a change in contextual factors that may lead to a change

in value preferences. To this end, Pyatkin et al. [243] propose ClarifyDelphi, the first

example of a conversational agent that learns to ask questions to elicit additional relevant

context when judging the morality of a situation. The success of this approach shows

that language models have an understanding of how context influences the perceived

morality of a situation, and a similar approach can be used to recognize the factors that

may influence stakeholders’ value systems. This method can be extended by populating a

knowledge graph [139] that connects contextual factors to value systems shifts. This graph

would be populated through HI approaches similar to ClarifyDelphi, with clarifications on

contextual influences that result from the interactions between AI agents and stakeholders.

Explainability We identify three connections between explainable AI (XAI) and value

inference. First, we emphasize the importance of interactive explanations [31, 200, 257], as

AI users find a single explanation insufficient [162]. Dialogue-based interactive explanations

are a key research challenge for realizing the hybrid value inference framework we envision.

Second, explanations are crucial for validating the value inference processes. We envision

an AI system that provides explanations for each value inference process with the intent

of improving the process itself. To this end, actionable explanations (i.e., explanations that

humans or agents can act upon) constitute an essential research avenue [31, 146, 241]. Third,

we point to the novel challenge of generating value-based explanations [319], i.e., natural

language clarifications that expose an underlying value reasoning. Such explanations are

necessary for communicating the results of value inference to stakeholders.

Bias, Fairness, and Quality of Data Value inference is crucial for sensitive AI applica-

tions, e.g., to make life-changing decisions in a healthcare STS. Therefore, it is essential

to guarantee that these decisions do not reflect discriminatory behavior. This amounts

to ensuring that the value inference processes are fair and free of bias [163, 194]. This is

part of the broader challenge of ensuring the quality of the data employed by the value

inference processes. To this end, strategies must be devised to curate (build, maintain, and

evaluate) the datasets involved in value inference. For example, qualitative and quantitative

relationships between value datasets can be modeled in a knowledge graph [139] to describe

the links between the (context-specific) values inferred in the associated contexts. This is

in line with the emerging trend in Data-Centric AI [285], which recommends a focus shift

from the models to the underlying data used to train and evaluate models.

Resilience Value inference is sensitive to misbehavior, as humans may misreport or

maliciously misguide their agents when providing feedback. We envision two related

research challenges. On the one hand, we can consider how to deter manipulation, which

is challenging because it calls for the detection of individual and collective misbehaviors

[12]. This would require collaboration with social scientists and economists to design

mechanisms for encouraging truthful reporting and feedback that prevent manipulation.

On the other hand, we ought to analyze and empirically quantify the resilience of the value

inference processes when coping with varying populations of misbehaving humans (e.g., by
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investigating the robustness of the system [207, 269]). Importantly, given the compositional

nature of the proposed value inference framework, resilience should be quantified both for

individual processes and for the framework as a whole.

Verification and Validation The results of value inference need to be both verified

(i.e., checking whether the processes operate as intended) and validated (i.e., checking

whether the system operates to the satisfaction of the users) [30]. Both verification and

validation can be performed via HI approaches as described in Section 1.2. Although value

inference can be incrementally verified and validated throughout the lifecycle of an STS,

it is necessary to define a moment in which the results are sufficiently satisfactory for

being operationalized (e.g., to design policies). Identifying such satisfaction criterion is

a significant research challenge. This investigation is akin to measuring saturation in

qualitative analysis [264], which considers, among other, stakeholders’ validation of each

value inference process, time and effort required by stakeholders, and evolution of the

results (e.g., by identifying asymptotic trends).

Responsible Autonomy Designing autonomous agents that align with their human

users’ values is an important step toward trustworthy AI [279, 280]. To this end, the value

inference processes must be legitimate [33, 108]. The involvement of stakeholders in the

hybrid value inference processes is key to legitimacy, as stakeholders ought to believe that

the overall procedure is fair [225]. In particular, consent and dissent are important aspects

for ensuring legitimacy [80, 280]. On the one hand, for value inference to be legitimate,

the stakeholders must consent to the inference processes. In addition, there must be

explicit dissent channels for the stakeholders to question the outcomes of the inference

processes. On the other hand, value inference enables a broader understanding of consent,

as advocated by Pitkin [235, 236], as not merely seeking a stakeholder’s permission but

evaluating whether the consented action aligns with the stakeholder’s values. Although the

concepts of consent and dissent are well-studied in the legal literature [17], computational

modeling of these abstractions is an open challenge.

8.4 Limitations
We discuss three main limitations of our work.

First, the subjective nature of values affects the replicability of our experiments. Through-

out the thesis, we employ humans to annotate and/or evaluate our methods. We attempt to

mitigate the effect of subjectivity by employing different sets of annotators (Chapter 3) or

a large set of evaluators (Chapters 3 and 5). However, we required the involved annotators

to be fluent in English, and their demographic distribution (Appendices A.1.3 and C.2.3) is

skewed towards Europe. These factors could lead to the perpetuation of Western values

and biases [194] in our analyses. Additional experiments could verify whether annotators

with different backgrounds would reach the same conclusions. Nevertheless, the inherent

subjectivity of the task may impede replicability even with the same annotators. For this

reason, additional evaluation metrics are required to evaluate the value inference processes,

especially when used in HI fashion, such as stakeholders’ satisfaction [324] or trust [196]

in the system.
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Second, we acknowledge limitations related to the background of the corpora we use,

the Participatory Value Evaluations and the Moral Foundation Twitter Corpus (Section 2.4).

Both corpora are composed of Western-centric data in Western languages (Dutch and

English) and we employ language models pre-trained in the respective languages. Our

proposed methods and experiments are effective under these conditions. However, the

effectiveness with different datasets, e.g., datasets in morphologically richer languages or

diverse cultures, remains to be investigated. Further, the scalability to longer text formats

(e.g., news articles) is yet to be explored. However, our methods and evaluation procedures

can be applied to larger and culturally diverse datasets as well.

Lastly, the data we use consists of discrete observations of a stakeholder’s behavior, i.e.,

tweets and choices and justifications provided in a survey. This type of data offers limited

insight into the context of the topic under discussion and the background of the stakeholder.

For example, a language model may misclassify values due to the lack of background

information about a mentioned event, or misinterpret slang expressions. In our HI vision,

value inference is performed through interactions between AI agents and stakeholders. In

this setting, conversations represent the main means through which values are expressed

and inferred. Through conversations, stakeholders can provide additional clarifications

behind their statements, and AI agents are offered more data to learn stakeholder-specific

value expressions. This setting allows to perform a more accurate value inference but

introduces additional challenges. Among others, AI agents ought to have mechanisms for

adapting their language models to a specific stakeholder, or strategies for updating the

inferred value systems based on new clarifications provided by the stakeholder.

8.5 Societal Implications
Value inference ought to be deployed with care. As discussed in Section 8.3, the value

inference processes ought to be thoroughly validated and stakeholders ought to actively

indicate their consent to them. The privacy of the involved stakeholders ought to be

respected at all stages [91, 280]. Striking a balance between the benefits of value inference

and protecting sensitive information is crucial. It necessitates robust regulatory frameworks

and transparent data-handling practices [202]. For instance, regulations may determine

that individual value systems can only be stored at the individual agent level, with only

the aggregated value systems being shared with authorities or external parties. Finally,

heightened awareness must be fostered among stakeholders. Thoughtful reflection and

proactive measures are essential to uphold the privacy rights of individuals. To this end,

our envisioned HI approach is suited to fostering awareness of all value inference processes

by situating self-reflection in specific contexts and behaviors.

Value inference could be misused by malicious agents, especially targeting sensitive

features including ethnicity and political orientation [144, 286]. For instance, authorities

in non-liberal countries could use value inference to identify repressed minorities by

detecting value preferences that diverge from the expected preferences. Mechanisms must

be devised during the development of AI agents to avoid misuse. To this end, ongoing

research is investigating methods that mitigate bias and unfairness by design [79, 157, 308].

Furthermore, as suggested by Russell [260], uncertainty can be built in AI agents by design,

so that the AI agents can learn to consult the relevant stakeholders when doubting whether

their actions may cause undesired consequences.
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Our work is concerned with descriptive ethics—we use AI systems to understand how

humans reason about values. However, the use of systems trained to discern descriptive

ethics for normative ethics (i.e., to make value-based judgments such as religious prescrip-

tions and medical advice) can be problematic [286]. Deriving a normative framework from

descriptive datasets implicitly associates the average view with moral correctness. The

perspectivist approach we discuss in Section 8.1.2 only partially addresses the problem—

even when modeling a representative sample of the population, the majority view emerges

as correct. To this end, we envision a HI approach where AI systems do not take moral

stances, but rather provide humans with all the necessary contextual factors to allow them

to make normative decisions.

The systems we develop will likely be used in applications considered high-risk under

the European AI Act [59] (e.g., medical applications) and thus should be under strict control.

As advocated by Ferrari et al. [88], regulators ought to be able to observe, inspect, and

modify AI systems used in sensitive applications. That is, regulators ought to be informed

about when, where, and how AI systems are used. They ought to be granted access to

information such as training data, model architectures, and hyperparameters. Finally, they

ought to be in a position to mandate changes to e.g., training data and infrastructure to

ensure compliance with regulations.

If used cautiously, value inference has the potential to drastically improve our society.

As motivated throughout the thesis, value inference serves as the starting point to guide

AI agents in aligning their behavior with our value systems. Furthermore, it can allow

us humans to better understand each other. Policy-makers can employ value inference

to gauge citizens’ value systems at scale over divisive issues. Doctors can use it to tailor

rehabilitation paths at an individual level. In the next chapter, we discuss these and other

beneficial applications that are being developed based on value inference.
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Value inference is the first step toward value alignment. In practice, value inference is

followed by the operationalization of values, both at the agent and sociotechnical system

levels. By operationalization, we refer to the usage of the inferred (or pre-loaded) value

systems to model an AI agent’s behavior [6, 208, 215, 300]. Values have been used for

eliciting appropriate trust [195], plan selection [62], negotiation [25], social simulation

[122], and engineering normative systems [204, 207, 270, 281]. We envision value inference

and operationalization as actively influencing each other throughout the lifecycle of an

STS. An example of such a connection is the evaluation of norm compliance [70, 298], i.e.,

assessing whether the implemented norms align with the inferred values.

Value inference facilitates other various practical applications. In Section 9.1, we

describe a project that expands upon the methods introduced in Chapter 6 by aggregating

individual value systems at a societal level to support decision-making. Then, Section 9.2

offers an overview of other concrete applications that are being developed based on our

work on value inference.

9.1 Aggregating Value Systems for Decision Support
Value inference results in the estimation of the value systems of individual stakeholders,

allowing AI agents to align their behavior with the estimated value systems. However,

several concrete applications require the aggregation of individual systems at a group level.

For instance, making policy decisions that align with stakeholders having a variety of value

systems (e.g., when deciding over water governance [232, 233]) or designing human-agent

teams involving humans with differing ethical perspectives (e.g., in the medical field, where

teams are constantly tasked with scenarios that require ethical consideration [90]). To this

end, value systems ought to be aggregated to yield a consensus value system. However,

from a social choice perspective, value systems can be aggregated following different

ethical principles (e.g., utilitarian or egalitarian).

We propose a method for aggregating value systems at a group level that considers

a range of ethical principles, from utilitarian to egalitarian. In our experimental setting,

we assume to have a fixed set of values over which different stakeholders have indicated

their preferences, and aim to aggregate the individual value systems at a group level.

We test our proposed method by aggregating the individual value systems obtained in

Chapter 6. Our experimental evaluation shows how different consensus value systems are

obtained depending on the ethical principle of choice, leading to practical insights for a

decision-maker on how to perform value system aggregation.

9.1.1 Method
To aggregate value systems, we employ the approach proposed by Lera-Leri et al. [168]

(adapted from González-Pachón and Romero [103]), who introduce a distance function

to aggregate rankings over objects (values, in our case). Adapting the formula to the

formalization of value systems introduced in Section 6.2.2, the distance function is:

𝑈𝑝 = [∑
𝑁

𝑖=1
∑

|𝑉 |

𝑗=1
||𝑅𝑖[𝑗]−𝑅𝑆[𝑗]||

𝑝
]
1/𝑝

, (9.1)

where 𝑅𝑖[𝑗] is the rank position provided by the 𝑖-th member of the society for the 𝑗-th
object (in our case, the 𝑗-th value belonging to the value list 𝑉 ) within the ranking. 𝑅𝑆[𝑗] is
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the consensus position assigned by the society as a whole to the 𝑗-th value, i.e., the unknown
consensus ranking that we seek to obtain. The value system aggregation problem consists

of computing the consensus ranking 𝑅𝑆 that minimizes the distance 𝑈𝑝 . Lera-Leri et al.
[168] propose an 𝓁𝑝-regression approach to address this optimization task, which is out of

the scope of this thesis. We defer to their work for additional insight.

From the 𝑈𝑝 distance function, Lera-Leri et al. [168] derive two cases of interest. First,

by setting 𝑝 = 1, the general distance in Eq. 9.1 yields:

𝑈𝐵 =∑
𝑁

𝑖=1
∑

|𝑉 |

𝑗=1
|𝑅𝑖[𝑗]−𝑅𝑆[𝑗]|. (9.2)

The consensus that minimizes 𝑈𝐵 provides the social optimum from the point of view

of the majority, i.e., the utilitarian solution (or Benthamite solution [36]) that maximizes

the total welfare. Instead, by setting 𝑝 = ∞, the distance function in Eq. 9.1 yields:

𝑈𝑅 =max𝑖,𝑗 [|𝑅𝑖[𝑗]−𝑅𝑆[𝑗]|] . (9.3)

Finding the consensus, in this case, implies the minimization of the disagreement of the

member of the society most displaced with respect to the majority solution defined by the

utilitarian case above (Eq. 9.2). This solution is egalitarian [53] since it represents the social

optimum from the point of view of the minority (from the perspective of the worst-off

member of the society according to the Rawls’ principle [247]).

In addition to the utilitarian and egalitarian cases, we can use 𝑝 ∈ [2..∞) for computing

different consensuses. To illustrate the semantics of the ethical principle 𝑝 and its impact

on the consensus, we show a test case (with fabricated data) in Figure 9.1, which plots

the judgments of 25 individuals on two objects. The circles represent the individuals’

judgements 𝑅𝑖[1] and 𝑅𝑖[2] about objects 1 and 2 within the 𝑥 and 𝑦 axis, respectively.
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Figure 9.1: The impact of the ethical principle 𝑝 on the computed consensus of a set of individuals’ judgment

of two objects: 𝑅𝑖[1] and 𝑅𝑖[2]. Circles show the individuals’ judgment and squares represent the consensus

computed. Squares are filled with the color of the ethical principle used to compute the consensus.

In this example, we distinguish two groups of individuals: (1) a clustered set of in-

dividuals that represent the majority (with values for 𝑥 and 𝑦 smaller than 4), and (2) a
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few individuals who represent outliers distant from the majority (shown with a crossed

circle). The squares represent the position of the consensus computed with different ethical

principles 𝑝’s, represented with a color scale from blue (𝑝 = 1) to red (𝑝 = ∞). As we can

observe, the utilitarian consensus (𝑝 = 1), is at the center of the majority. As 𝑝 increases,

the consensus moves towards the outliers, converging to the egalitarian solution (𝑝 = ∞)

which reduces the distance of the consensus to the worst-off member of the society.

9.1.2 Results
We employ the described method to aggregate the individual value systems obtained in

Chapter 6 with the best-performing value estimation method (𝑅𝑐𝑜𝑚𝑏). Table 9.1 shows the

consensus rankings resulting from the aggregation with different ethical principles (𝑝):
from 1 (utilitarian) to 10, and ∞ (egalitarian). Each column 𝑅𝑆[𝑣𝑖] indicates the position of

value 𝑣𝑖 in the ranking as computed by our aggregation. Note that we obtained a partial

ranking as a consensus ranking for each ethical principle. That is, the order (preferences)

between values in each consensus ranking can contain ties between values. For instance,

in the first row, value 𝑣1 is equally preferred to value 𝑣2 (because 𝑅𝑆[𝑣1] = 𝑅𝑆[𝑣2] = 2).

Table 9.1: Computed consensus ranking for different ethical principles 𝑝.

𝑝 𝑅𝑆[𝑣1] 𝑅𝑆[𝑣2] 𝑅𝑆[𝑣3] 𝑅𝑆[𝑣4] 𝑅𝑆[𝑣5] Consensus ranking

1 2.00 2.00 3.00 3.00 3.00 𝑣1 ∼ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
2 2.14 2.53 2.90 2.90 2.91 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
3 2.31 2.65 2.95 2.96 2.94 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
5 2.51 2.78 2.98 2.99 2.97 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
7 2.63 2.84 2.99 3.00 2.98 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
10 2.74 2.89 2.99 3.00 2.99 𝑣1 ≻ 𝑣2 ≻ 𝑣3 ∼ 𝑣4 ∼ 𝑣5
∞ 3.00 3.00 3.00 3.00 3.00 𝑣1 ∼ 𝑣2 ∼ 𝑣3 ∼ 𝑣4 ∼ 𝑣5

From Table 9.1, we distinguish three types of consensus rankings.

• 𝑝 = 1 (utilitarian): 𝑣1 and 𝑣2 are equally preferred, and they are both preferred over

the others (𝑣3, 𝑣4, 𝑣5), which in turn are equally preferred.

• 𝑝 ∈ [2..10] (intermediate): 𝑣1 is more preferred than 𝑣2, and both are more preferred

than the other values (𝑣3, 𝑣4, 𝑣5). The indifference between 𝑣3, 𝑣4 and 𝑣5 holds.

• 𝑝 = ∞ (egalitarian): all values are equally preferred.

We make two observations from Table 9.1. First, Lera-Leri et al. [168] show that for

𝑝 = 2 the consensus ranking results correspond to computing the mean of the individual

rankings to aggregate. Accordingly, the consensus ranking for 𝑝 = 2 is the same as the one

obtained in Chapter 6, where we employ the mean of individual rankings to compute a

consensus ranking. Second, the consensus position 𝑅𝑆 for all moral values converges to 3
(central position in the ranking) as the value of parameter 𝑝 increases.

Characterizing the Space of Ethical Principles
We characterize the whole space of ethical principles (from utilitarian to egalitarian) that

are available to a decision-maker when computing a consensus value system, as introduced
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by Lera-Leri et al. [168]. Our goal is to determine whether an ethical principle 𝑝 produces

a consensus leaning towards utilitarian (𝑝 = 1) or egalitarian (𝑝 = ∞). To achieve our

objective, we compute the consensus ranking 𝑅𝑆 considering a given 𝑝 (denoted as 𝑅(𝑝)
𝑆 )

and we measure the distance between 𝑅(𝑝)
𝑆 and the one corresponding to 𝑝 = 1 and 𝑝 = ∞,

denoted as 𝑅(1)
𝑆 and 𝑅(∞)

𝑆 respectively. We refer to these two distances as
‖‖𝑅

(1)
𝑆 −𝑅(𝑝)

𝑆
‖‖𝑝

and
‖‖𝑅

(𝑝)
𝑆 −𝑅(∞)

𝑆
‖‖𝑝 . These distances allow us to measure a transition point (�̄�) that is the

equidistant ethical principle whose computed consensus is between the utilitarian and the

egalitarian consensuses. As a result, we can characterize different zones within the space

of ethical principles as Figure 9.2 illustrates. The utilitarian zone is composed of the ethical

principles 𝑝 that lean towards the utilitarian consensus (𝑝 < �̄�). The egalitarian zone is

composed of the ethical principles that lean towards the egalitarian consensus (𝑝 > �̄�).
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Figure 9.2: Distance between the consensus computed according to ethical principle 𝑝 and the consensuses

computed according to 𝑝 = 1 (utilitarian, black line) and 𝑝 = ∞ (egalitarian, red line). �̄� is the transition point

that yields a consensus that is equidistant from the utilitarian and egalitarian ones. Thus, �̄� divides the space of

ethical principles into a utilitarian zone (more similar to the utilitarian consensus, green) and an egalitarian zone

(more similar to the egalitarian consensus, blue).

We observe that the transition point is near 3 (�̄� ∼ 3). Therefore, a given ethical principle
𝑝 can be interpreted as “more utilitarian” or “more egalitarian” depending on its relative

position with respect to the transition point. However, notice that this transition point �̄�
differs from the one obtained by Lera-Leri et al. [168] in their experiments, showing its

dependency on the data distribution.

9.1.3 Takeaways
Individual value systems can be aggregated differently according to different ethical princi-

ples. We employ a method for aggregating value systems with an ethical principle that

ranges from utilitarian to egalitarian. Our experiments show that the choice of the ethical

principle leads to different consensus value systems. The visual analysis displayed in Figure

9.2 intends to provide useful guidance for decision-makers concerned with obtaining a

consensus on different value systems following an ethical principle of choice. In particular,

we show how to (1) quantify the impact of choosing different ethical principles on the

resulting consensus value system, and (2) determine whether a given ethical principle
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produces a consensus leaning towards the utilitarian or the egalitarian aggregation. As

the transition between ethical principles is dependent on the distribution of the data, we

envision our proposed approach and visualization to be used by decision-makers when

deciding how to aggregate individual value systems.

9.2 Real-World Applications (being) Developed
Value inference and value alignment are priorities for beneficial AI [261, 283], yet their

development is in the early stages. While much of the related research is carried out in

laboratories, real-world applications are starting to surface. Numerous concrete applications

are on the horizon where the importance of value inference can be demonstrated.

First, as exemplified in the previous section, the inferred value systems can be invaluable

to policy-makers, as they them to understand the deeper motivations of citizens on divisive

issues. Our work with the PVE surveys shows how to estimate citizens’ value preferences

based on participatory democratic tools. To this end, we have collaborated with the creators

of the PVE. We helped them analyze the Covid PVE data (Section 2.4) with NLP tools, as the

Dutch government required quick insight into the stance of Dutch citizens on COVID-19

policies [210]. Furthermore, we have collaborated with Populytics, a TU Delft spinoff that

branched out to commercially perform PVEs, on the analysis of a survey on renewable

energy in the Foodvalley region in the Netherlands
1
.

Second, value inference can help us better understand each other. Experiments have

shown that AI agents can help improve the quality and depth of online conversations

[112, 113]. We envision AI agents that provide value-based explanations of the stances held

by participants to an online conversation or deliberation, intending to deepen the mutual

understanding of participants. Our collaboration with the The Hague University of Applied

Sciences (THUAS) points in this direction. Researchers at THUAS have developed a delib-

eration platform
2
where citizens can deliberate on a topic of relevance to the municipality

of the Hague. We intend to perform value inference based on the conversations on the

platform, investigating whether unveiling participants’ value systems helps in achieving a

better common understanding of the discussion and the different stances.

Third, value inference can help in creating tailored solutions for sensitive applications

such as healthcare. Researchers in the Netherlands Organisation for Applied Scientific

Research (TNO) are developing an AI agent aimed at supporting lifestyle changes in diabetes

patients [68]. In their vision, the AI agent ought to infer a patient’s values to learn what is

important to them, and to adapt its behavior and strategy at an individual level to follow

the most effective recovery path. Similarly, De Kindertelefoon is a Dutch online platform

that allows children and adolescent to anonymously and safely discuss their problems with

peers and expert moderators. De Kindertelefoon intends to employ AI techniques to offer

better support to children in need. For instance, Al Owayyed [10] developed a platform

for training moderators through a conversational AI agent. We are currently developing

HI approaches to value inference, with the involvement of experts and moderators. The

estimation of the value systems and needs of the participating children can help moderators

in tailoring their support and experts in understanding the shared concerns of participants.

1https://populytics.nl/en/cases/foodvalley/
2https://civictechnology.nl/project/public-dialogues-goodtalk/

https://populytics.nl/en/cases/foodvalley/
https://civictechnology.nl/project/public-dialogues-goodtalk/
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A
Identifying and Evaluating

Context-Specific Values

A.1 Experiments Protocol
We provide additional information on the three experiments outlined in Section 3.3.

A.1.1 Experiment 1: Value Lists
As Section 3.3.1 describes, six annotators were invited to generate value lists with the use

of Axies. A brief survey revealed that the annotators consisted of one graduate student,

three doctoral students, and two postdoctoral researchers, aged between 20 and 35, and

with previous experience with personal values.

24h before each of their participation to the first exploration, we sent an email to each

participant asking to create a user on the web application and accept the Informed Consent

Form. Upon acceptance, they were shown general information about personal values

and the analyzed contexts (Covid and Energy). At the beginning of the first exploration

and first consolidation sessions, each annotator was shown instructions and goals of

the respective phases. Informed Consent Form, introductory information, and phases

instructions are detailed in the supplemental material [176].

A.1.2 Experiment 2: Specificity
As described in Section 3.3.2, two policy experts were invited to performExperiment 2. Upon

giving informed consent, the experts reported to be graduate students in the technology and

policy making field, with experience with the two participatory value evaluations (PVEs) at

the base of the analyzed contexts (Covid and Energy) through previous projects. Before

starting the individual phase of the experiment, they were provided with instruction for

the evaluation task (including information about the contexts). Informed Consent Form

and instructions are detailed in the supplemental material [176].

Both annotators individually gave specificity ratings to all 57 values (including all

Axies and Schwartz values). Afterwards, they were invited to deliberate about the values

for which their ratings differed more than two points on Likert scale (2 values out of 57).
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Following their discussion, they were offered the option to change the rating for these

values, provided they noted down why they changed it. Table A.1 presents the Intraclass

Correlation (ICC) coefficients illustrating the agreement between annotators, highlighting

the differences between Axies and Schwartz values.

Table A.1: ICC of context-specificity ratings.

Axies values Schwartz values All values

ICC before discussion 0.69 (good) 0.51 (fair) 0.68 (good)

ICC after discussion 0.76 (excellent) 0.51 (fair) 0.74 (good)

A.1.3 Experiment 3: Comprehension and Consistency
Section 3.3.3 presents an overview of Experiment 3. We initially opened a pilot annotation

task on Prolific for four user, and set the expected completion time to 50 minutes. Results

encouraged us to proceed. Although we expected the completion time to be lower, we

preferred to keep the expected completion time to 45 minutes to encourage users to spend

more effort on the task.

Upon taking the task on Prolific, workers were redirected to the web application hosted

on our servers. Here, after accepting the Informed Consent Form, they were given a small

introduction to the annotation task and the assigned context (Covid or Energy). Then,

they were guided sequentially through the three steps (clarity evaluation, distinguishability

evaluation, opinion annotation), while being shown instructions at the beginning of the

respective step. Informed Consent Form, introductory information, and steps instructions

are all detailed in the supplemental material [176].

User demographics
Upon giving informed consent, workers were asked the following demographic information:

• What is your age?

• What gender do you identify as?

• Where is your home located?

• What is the highest degree or level or education you have completed?

Figure A.1 presents the aggregated results of the demographics of the 72 users whose

submissions were considered in the study.

Quality control
As mentioned in Section 3.3.3, four attention checks were included in each task. In distin-

guishability evaluation, we showed an extra pair composed of twice the same value, which

the users were intended to label as not distinguishable (1 out of 5). Then, we showed a pair

consisting of two values taken from opposite ends of the Schwartz circumplex (Tradition
and Self-Direction), which the users were expected to rate with a distinguishability score of

at least 3 out of 5. In the opinion annotation task, each worker was shown two artificial
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Figure A.1: Demographics of crowd workers.

opinions explicitly highlighting one of the values present in the value list (for instance, an

opinion such as “Safety comes above all.”, with Safety being one of the values present in
the list). The check would be considered successfully passed if the related value is among

the values chosen to annotate the opinion.

Workers’ submissions were accepted if they would spend at least 20 minutes on the

task, or if they would pass more than half of the attention checks. Of the 115 workers

who completed the task, 107 fulfilled these requirements and were paid. The submissions

were then considered in our results only if both distinguishability evaluation attention

checks and at least one of the completeness evaluation attention checks (due to the more

subjective nature of the latter task) would be successfully passed. 72 submissions were

finally considered in our analysis.

A.2 Web Platform
A computational platform is necessary to support the annotators in applying Axies without

exposing them to the underlying technical mechanisms. To enable these features, we

develop an intuitive and reusable web platform with an AI backend. The platform is

implemented in Python on the Flask micro web framework [109]. The backend is also

implemented in Python to provide seamless integration with state-of-the-art NLP models.

All data is stored in an SQLite database [127]. Further, we developed functionalities to

import the opinion corpus in a csv or yaml format. Finally, the responsive web interface is

implemented in JavaScript. The interface can be used on small (e.g., smartphone) and large

screens, and it utilizes the de facto standards in modern web applications. The modular

setup of the two phases enables easy extension to new annotation tasks. The source code
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Figure A.2: The exploration phase in the web application. Annotators add values and/or keywords based on the

shown motivation. Next, they fetch a new motivation as the farthest to the currently displayed (via FFT), or as

the most similar to an annotated value.

is available on GitHub
1
and a video demonstration on YouTube

2
.

Annotators are required to register with a username and a password. Operations can

be performed asynchronously. Data is stored in the SQL database upon input, allowing the

annotators to leave and return to the platform without losing progress. A top navigation

bar is accessible from any page (as shown in Figure A.2), permitting users to switch between

the two phases of Axies (Explore and Consolidate) and different contexts (e.g., Covid

and Energy in our experiments).

1
Code: https://github.com/enricoliscio/axies

2
Demonstration: https://youtu.be/s7nJPr2Z80w

https://github.com/enricoliscio/axies
https://youtu.be/s7nJPr2Z80w
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A.3 Extended results
We offer additional details on the results presented in Section 3.4. Raw results are in the supplemental

material [176].

A.3.1 Value lists
We provide further details on the results of Experiment 1 (Section 3.3.1 and 3.4.1).

Exploration
Six annotators performed exploration on two contexts, resulting in 12 exploration sessions. The

main results are presented in Section 3.4.1. An overview of the sessions is presented in Table A.2,

highlighting the number of values generated in each exploration.

Table A.2: Overview of the duration of the exploration phase.

Annotator ID Group Context #Values Duration

1 1 Covid 8 55 min

1 1 Energy 8 70 min

2 2 Covid 11 80 min

2 2 Energy 12 80 min

3 1 Covid 13 60 min

3 1 Energy 18 75 min

4 2 Covid 13 80 min

4 2 Energy 19 60 min

5 2 Covid 8 60 min

5 2 Energy 6 50 min

6 1 Covid 14 80 min

6 1 Energy 14 70 min

Consolidation
Two groups (of three annotators each) performed consolidation on two contexts, resulting in four

consolidation sessions. The main results are presented in Section 3.4.1. Table A.3 shows the number

of values at the start and at the end of each consolidation phase, and its duration. The four complete

value lists (including value names, keywords, and defining goals) are in Tables A.5, A.6, A.7, and A.8.

We retain all keywords as originally annotated, removing one keyword we consider inappropriate.

Table A.3: Overview of the consolidation phases.

Group Context #Start values #End values Duration

1 Covid 35 11 105 min

1 Energy 40 14 110 min

2 Covid 32 9 115 min

2 Energy 37 13 120 min

A.3.2 Comprehensibility
Here we present a detailed picture of the comprehensibility evaluation results obtain with Experiment

3, described in Section 3.3.3. The main results are presented in Section 3.4.3.
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Clarity evaluation
Section 3.4.3 presents the clarity evaluation results per each context. Figure A.3 presents the average

clarity ratings given to the values of the five value lists.
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Figure A.3: Histograms of value clarity ratings.
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Distinguishability evaluation
Section 3.4.3 presents the distinguishability evaluation results per each context. Figure A.4 presents

the average distinguishability ratings divided in the five value lists.
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A

128 A Identifying and Evaluating Context-Specific Values

Crowd Annotation Task
Section 3.4.6 describes the results of the crowdsourced annotations. Figures A.5 and A.6 illustrate, per

value list, the number of opinions that were annotated with each value belonging to the list. Recall

that each value list was used to annotate 100 opinions. Table A.4 presents the Inter-Rater Reliability

(and its interpretation) for each value in the value lists.
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Table A.4: Inter-Rater Reliability with Axies and Schwartz value lists.

Covid-G1

Value Fleiss’ Kappa

fairness 0.14 (poor)

care 0.1 (poor)

being social 0.22 (fair)

enjoyment 0.1 (poor)

economic prosperity 0.53 (moderate)

nuclear family 0.27 (fair)

control -0.08 (poor)

safety 0.08 (poor)

autonomy -0.07 (poor)

well-being 0.15 (poor)

feasibility -0.06 (poor)

Covid-G2

Value Fleiss’ Kappa

Mental health 0.51 (moderate)

Safety and Health 0.23 (fair)

Economic security 0.63 (substantial)

Acceptance of misbehavior 0.39 (fair)

Pleasure 0.22 (fair)

Conformity -0.02 (poor)

Equality 0.08 (poor)

Belonging to a group 0.16 (poor)

Autonomy 0.01 (poor)

Energy-G1

Value Fleiss’ Kappa

Distributional justice -0.03 (poor)

innovation 0.22 (fair)

guidance 0.1 (poor)

energy independence 0.28 (fair)

effectiveness 0.05 (poor)

support 0.09 (poor)

sustainability 0.03 (poor)

planning for rainy days 0.08 (poor)

distrust 0.27 (fair)

landscape preservation 0.63 (substantial)

equal opportunities 0.15 (poor)

regional benefits -0.04 (poor)

representation 0.03 (poor)

community 0.41 (moderate)

Energy-G2

Value Fleiss’ Kappa

Community 0.31 (fair)

Initiative 0.08 (poor)

freedom 0.34 (fair)

Organizational Leadership 0.26 (fair)

Involvement 0.32 (fair)

Nature and landscape 0.32 (fair)

Technical Reliability 0.16 (poor)

Technological Innovation 0.31 (fair)

Local benefit 0.08 (poor)

support 0.12 (poor)

Free market economy 0.31 (fair)

Inevitability 0.23 (fair)

Fairness 0.14 (poor)

Covid-Schwartz

Value Fleiss’ Kappa

Self-Direction 0.06 (poor)

Stimulation 0.06 (poor)

Hedonism 0.07 (poor)

Achievement 0 (poor)

Power 0.04 (poor)

Security 0.08 (poor)

Conformity -0.06 (poor)

Tradition 0.08 (poor)

Benevolence 0.18 (poor)

Universalism 0.09 (poor)

Energy-Schwartz

Value Fleiss’ Kappa

Self-Direction 0.11 (poor)

Stimulation 0.02 (poor)

Hedonism 0.2 (fair)

Achievement -0.05 (poor)

Power 0.23 (fair)

Security 0.13 (poor)

Conformity -0.04 (poor)

Tradition 0.08 (poor)

Benevolence 0.17 (poor)

Universalism 0.1 (poor)
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Value name Keywords Defining goal

fairness apply to everyone, differences, equality,

distribution, discrimination

Measures should apply to everyone,

without discriminating among groups

(age and region especially).

care caregiving, care for each others, help,

support

Make sure that everyone is taken care

of and looked after.

being social contact, physical, oil of society, so-

cial isolation, neighbors, hug, weighs

very heavily, fellow believers, religion,

friends, each others

Being in contact with friends, neigh-

bors and other acquaintances in your

social circle.

enjoyment beer, getaway, recreational sex, sport,

entertainment, drinking, fun, pleasure,

celebrate, festivals, weekends

Being able to enjoy life at full and in-

dulge in fun activities.

economic

prosperity

unemployment, poverty, bankruptcy,

economy, companies, entrepreneur,

money, interests, restart, must be kept

running, running, income, provide,

jobs, industry, work, worried, stability

Being able to pay and afford what you

need.

nuclear family couch, wedding, parents, sister, birth,

family members, foundation, social ed-

ucation, unnatural, child, relatives

Being together with your parents, kids

and siblings.

control cross-border traffic, traffic, necessary

adjustments, protective equipment, dis-

tance, necessary, obliging mouth caps,

can maintain, tests, impossible, protec-

tors, solutions, masks, desinfect, app,

protocol, monitored, humidity moni-

tored, difficult, distance, sly, secretive,

obey

Having and respecting regulations in

order to avoid the spread of the disease.

safety safety measures, mouth caps, gloves,

precaution, distance, wash hands, low

risk, not transfering, many strangers

come very close, immunity temporary,

infection hazard, transfer limited, be-

low 60, risk, building immunity, group

immunity, tests, dangers to the elderly,

monitoring our health, health

Staying healthy and not infected.

autonomy everything open, restrictions, enforce-

ment, choice, own, liberty, individual-

ist, self-concern

Being able to determine by yourself

what you do and are allowed to do.

well-being alone, loneliness, psychological influ-

ence, relaxation, depression, mental

health, emotional, beautifull moments,

mental health, psychically, suicide,

pressure, needs, normal, loneliness, iso-

lation, restless, apprehensiveness, ex-

pectation, hope

Being content, doing well, without

worries.
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feasibility test case, research, possibilities, demon-

strated, charts, statistics, science, rivm,

try out, unlikely, logical, practical, rea-

sonable, common sense

Having policies that are doable and ef-

fective.

Table A.5: Complete Covid-G1 value list.

Value name Keywords Defining goal

Mental health mentally, stress, Mental damage, pos-

itivity, living alone, psychic injury,

stress, physical proximity, mental com-

plaints, tension, spiritual relaxation,

quality of life, psychiatry, loneliness,

walk around, visit ill people in nurs-

ery home, cheer up, last days, empathy,

compassion, last phase of life, psychol-

ogist, personal care

The strive towards protecting and im-

proving one’s emotional and psycho-

logical well-being

Safety and

Health

hygiene, facial protection, screen, im-

mune, small scale, masks, protected,

keep distance, distance, Mouth caps,

gloves, busy, crowded, health, groups,

personal, safe, mortality, fatality, death,

dying, diabets, die, immune system,

temperature

Personal protection against the health-

related impacts caused by the coron-

avirus

Economic

security

money, shops, recession, company,

jobs, entrepreneurs, self-employed, sur-

vival, companies, financial impact,

fall, restart activity, poverty, bankrupt,

restaurants, enterpreneurship, eco-

nomic, taxation, productivity, unem-

ployment, resume work, heavy eco-

nomic times, economy, zzp, zzper, fi-

nancial damage, companies fall down,

earn money, Relaunching economics

Mitigating the economic downsides of

the situation caused by the pandemic

and its countermeasures.

Acceptance

of misbehavior

working black, empathy, illegal, igno-

rance, misbehavior, People are already

doing it, We see it every day, abuse,

illusion, lying, unfair

Acceptance to the fact that people

might not conform to measures.

Pleasure pleasure, fun, activity, entertainment,

cozy, Drink, Balance, social interac-

tion, festivals, dates, food, recreational,

leisure, liveliness, kiss, hug

Being able to undertake activities that

promotes personal satisfaction and

pleasure.
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Conformity official, government, behavior, citizen,

control, measures, controlled protec-

tion, 1.5 meter, working undercover,

RIVM, keep distance, strict regulations,

mouth caps, rules, fines, norms, regula-

tions, stay home, responsible, unless

you’re ill, no busy places, limit risk,

work at home, trust

Striving to comply to the guidelines

and rules imposed by the authorities

Equality equal, the same, unfair, Distinction, dis-

crimination, doesn’t apply only to cer-

tain groups of subjects, help other peo-

ple, Human side, humanity

Ensuring that all people are given the

same treatment and act for the com-

mon good

Belonging

to a group

friends, miss friends, social contact,

Zoom, Skype, meet friends, social, cozy,

chill, friends, buddies, youth, together,

contact, church, sing, pray, sports, fam-

ily, school, peers, daughter, cuddling,

grandparent, relatives

Being able to closely interact with the

people that you care about or enjoy

spending time with

Autonomy walk around, own decision, choice,

proximity, do something useful, police

state, personal, choice, freedom, self,

autonomy, companies decide, decide

for themselves, responsibility for indi-

vidual, you may visit or not, own re-

sponsibility, choose for themselves

Being able to make your own decisions

and take the responsibility for your ac-

tions

Table A.6: Complete Covid-G2 value list.

Value name Keywords Defining goal

Distributional

justice

Everywhere, not just in Friesland,

spread , across the netherlands, they

pay

Fair distribution of burdens and bene-

fits.

innovation alternatives, stimulate, under develop-

ment, future, bet on, biogas, new tech-

nologies, creativity, progress, inven-

tion

Keep on producing new and better

technologies.

guidance direction, Obliges companies, con-

trol, central, disagree, coordinated,

overview, centrally regulated, dis-

tribute, take the lead, government, mu-

nicipality, monitoring

Having a central entity that decides

and regulates energy policies.

energy

independence

themselves, own backyard, self, self-

doing, close to home, private, reserve,

need, storage

Having an independent source of en-

ergy, without relying on external

providers.
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effectiveness success, feasible, effective, appropriate,

optimal, in order to get away from , in-

evitable, necessary, does its job, very

busy, well-led, needed, Prevent things

from being done twice, Many different

housing situations, possible, small, fit-

ting

Creating tailor-made, doable policies

to reach the renewable energy target.

support help, care, possibilities, don’t know,

knowledge, unable, weakest

People receive advice and assistance.

sustainability pollution, renewable energy, care for

environment

Having energy policies that increase

renewable energy generation.

planning for

rainy days

expectation, storage, seasonal, weather

conditions, unforeseen

Having plans for unforeseen circum-

stances.

distrust only revolves around money, fill his

own cases, not leave it to the market,

small part, delivered to the gods, serv-

ing, repugnance, economy, savings,

anti-politics, many beautiful words,

few deeds, anti-market, mistrust

Big players (government, large compa-

nies) should not be in charge of solving

problems on citizens’ behalf.

landscape

preservation

Billiard towel with holes, beautiful,

landscape, messy, few places as possi-

ble, not stand out, landscape pollution,

inconspicuous, opposed to large-scale,

beauty, nature is affected, interference,

for nature, surroundings

Leave landscape untouched.

equal

opportunities

benefits everyone, rich and poor, paid

by everyone, strongest win from the

weakest, possible for everyone, fair-

ness

Everyone should be given a chance to

participate and speak up.

regional bene-

fits

jobs, own gain, profit, investment, op-

portunities

Bring advantages to job market and

economy of South-West Friesland.

representation Approach all residents, stand up for,

accountability, responsibility

Every member of society should be ac-

counted for when taking decisions.

community decide for themselves, determining

people, people determining, free, own

steps, willingness, leave it to the peo-

ple, from the bottom, choice, self-

management, independence, auton-

omy, Local needs, own community,

small-scale, own initiative, involve-

ment, with residents, participation,

each others, solidarity, engagement

Creation and ownership by and of the

community.

Table A.7: Complete Energy-G1 value list.

Value name Keywords Defining goal
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Community cooperation, Encouraging residents,

ideas, involve, involvement, local

binder, limits and conditions of govern-

ment and residents , mei elkoar, mien-

skip, think along, each other, care, con-

tribute, balance, protection , everyone,

Solidarity

Preserving the feeling of doing it to-

gether and taking care of each other

Initiative Involvement, Do something them-

selves, empty roofs, local enterpreneur,

residents, buying solar panels, self-

doing, conscious behaviour, heat

pumps, solar panels, enthusiasm,

regulate its own energy, opportunities,

Encouraging residents, Stimulates,

stick behind the door, Initiating

Participants value acting towards their

own plans

freedom own direction, my choice, freedom, in-

dependence, autonomy, responsibility

for themselves, private, liberty, them-

selves, voice, residents, small scale

Participants value the ability to freely

speak, think or make their own choices

in the energy transition.

Organizational

Leadership

organized, mess, conflict, central man-

agement, delays, decision-making, Pre-

vent things from being done twice,

oversee, higher level, cooperation, di-

rector, supervises, compliance, regu-

late, energy co-operations, director,

leader, control, supervision, protec-

tion, direction, conditions, central

point, democratic, Consults, munici-

pality, Approach all residents, decision,

coordinate, lead, expertise, nation, mu-

nicipality, Europe, politicians, official

A single organization is in charge of

supervision and organizing the process

towards reaching the energy goals.

Involvement involve people, involve citizens, demo-

cratically elected, voting, veto, election,

financial participation, think along,

participation, public, public evaluation,

survey, opinion

People have a say in the process of

reaching the energy goals

Nature and

landscape

Nature, landscape, few places as possi-

ble, preserve, nature conservation, find

a place, nature protection, small num-

ber of places, disruption of landscape,

view in nature, ugly windmills, putting

trees, trees, bushes, clustering, clutter-

ing of the landscape, landscape, living,

surrounding, scenic, ecology, not stand

out, flat building, further from the in-

habited world, not in my backyard, un-

derground, minimal nuisance, less bur-

dened, minimize burdening, liveability,

noise, in front of my nose

Preserving nature and the aesthetic of

the landscape
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Technical

Reliability

Transport losses, Overproduction, help

with industry, severe winter, retention

of electricity, spikes, excess generated

energy, stored, later use, always elec-

tricity, stable grid, control, stability, di-

rection of the municipality, electricity

grid, energy security

Ensuring that people can rely on en-

ergy solutions and have a stable energy

grid without hampering in their way

of life

Technological

Innovation

Hydrogen storage, Frontrunner, water

treatment, biogas, wave energy, most

recent products, newest technology,

H2

Capacity to come up with new and bet-

ter solutions to energy-related prob-

lems

Local benefit Investment, Profits, revolves around

money, earning model, profitable, re-

warding, an extra penny, earn money,

local profit, labour, financial risk reduc-

tion, no big investors, local labour, jobs

for citizens, mercy of wealthy compa-

nies

To try and steer the (financial) benefits

from a solutions towards one that is

best for the participant and its peers.

support municipality can help me with that,

professional expertise, help me decide,

older people, elderly, support, help, as-

sist, aid, facilitation, legal, permit, sub-

sidy

Ensuring that all participants can rely

on the expertise of the decision makers,

and are all assisted during the organi-

zational procedures.

Free market

economy

profitable, efficient, lucrative, most

profit per area, optimize space, scalabil-

ity, large scale, companies are effective,

company, income, players, capitalist ,

profit

The belief that a free, self-regulated

market economy will result in the best

gains for all participants

Inevitability no choice, energy security, necessity,

needed, required, necessary, important,

uncertainty , responsibility

The realization that actions need to be

taken even if your preferences are not

aligned with that action

Fairness Same playing field, social approach, so-

cial, Each province must take a share,

weaker, share profit, Divide the burden,

strongest wins, neighbourhoods differ,

local decision, local solution, Keep it

local

The strive towards a proper division of

benefits and responsibilities.

Table A.8: Complete Energy-G2 value list.
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B
Cross-Domain Classification

of Moral Values

B.1 Experimental Details
As we train deep learning models, reproducibility is an issue due to the inherent randomness of the

training procedure. Nevertheless, we seek to provide all possible tools for reproducing our experimen-

tal results. To do so, we attach our code and the complete set of results. Furthermore, the following

sections describe our data preprocessing, the hyperparameters, the computing infrastructure, and

the random seeds used in our experiments.

B.1.1 Data Preprocessing
We choose to use the datasets as they are, despite their imbalanced label distribution (Table 2.4), since

such imbalance is representative of realistic applications. We preprocess the tweets by removing

URLs, emails, usernames and mentions. Next, we employ the Ekphrasis package
1
to correct common

spelling mistakes and unpack contractions. Finally, emojis are transformed into their respective

words using the Python Emoji package
2
.

B.1.2 Hyperparameters
To select the hyperparameters, we trained and evaluated the model on the entire MFTC corpus with

10-fold cross-validation. Table B.1 shows the hyperparameters that were compared in this setting,

highlighting in bold the best performing option that we then used in the experiments described in

the paper. If a parameter is not present in the table, the default value supplied by the framework was

used.

B.1.3 Computing Infrastructure
The following are the main libraries and computing environment used in our experiments.

• PyTorch: 1.8.1

• TensorFlow: 2.5.0

• FastText: 0.8.22

1https://github.com/cbaziotis/ekphrasis
2https://pypi.org/project/emoji/

https://github.com/cbaziotis/ekphrasis
https://pypi.org/project/emoji/
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Table B.1: Hyperparameters tested and selected (in bold).

Hyperparameters Options

Model name bert-base-uncased
Number of parameters 110M
Max sequence length 64
Epochs 2, 3, 5
Batch size 16, 32, 64
Dropout 0.05, 0.1, 0.02
Optimizer AdamW
Learning Rate 5∗10-5
Loss function Binary Cross Entropy

• Hugginface’s Transformers: 4.6.0

• NVIDIA GeForce RTX 2080 Ti GPU

• CUDA: 11.2

• cuDNN: 8.1.1.33

Refer to the code base for a detailed list of the libraries we used, and their versions.

The following list details the amount of GPU hours spent for obtaining our results:

• Tables 4.1, B.2, and B.3: 44 hours

• Figures 4.2 and 4.3: 33 hours

• Tables B.4, B.5, and B.6: 24 hours

• Table B.8: 26 hours

The error analysis (Tables 4.2, 4.3a, and 4.3b) did not require additional GPU time.

B.1.4 Random Seeds
In our experiments, we ensured that the same train-test splits are used across different runs of each

experiment. Further, to control for randomness, we fixed the random seeds in the following libraries:

• Python (random.seed);

• NumPy (numpy.random.seed);

• PyTorch (torch.manual_seed);

• Tensorflow (tensorflow.random.set_seed).

B.1.5 Artifacts Usage
We have mainly used two artifacts in this research: the MFTC and BERT. The MFTC was collected

with the intent of facilitating NLP research on moral values [130]. It can be downloaded
3
and used

under the Creative Commons Attribution 4.0 license. BERT [74] was created with the intent of

performing, among others, text classification. Thus, we are using it as originally intended, under its

Apache 2.0 distribution license
4
.

3https://osf.io/k5n7y/
4https://github.com/google-research/bert/blob/master/LICENSE

https://osf.io/k5n7y/
https://github.com/google-research/bert/blob/master/LICENSE
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B.2 Extended Results
In this Section, we extend the results presented in the paper. Raw results are available online [177].

B.2.1 Model Comparison
We have presented the results of the transferability analysis with the BERT model. In order to

evaluate whether our conclusions generalize to other model architectures, we repeat the experiment

conducted in the paper (see Sections 3.3 and 3.4) with the following two additional models:

• Long Short Term Memory (LSTM), a category of Recurrent Neural Networks (RNN). We

choose LSTM as a baseline model since it is commonly used in moral value classification

[130, 173, 206, 251].

• fastText, a machine learning approach that learns character-level information, in contrast

to the whole word representations LSTM employs. This flexibility makes fastText a good

candidate for transfer learning. Further, we choose fastText as it attains performances on par

with state-of-the-art deep learning methods, but is considerably faster.

Tables B.2 and B.3 present the results of the transferability analysis, performed and presented

analogously to Table 4.1, for LSTM, fastText, and BERT. We observe that BERT outperforms fastText

and LSTM in most settings. This is not surprising, since BERT is state-of-the-art for text classification.

Both BERT and fastText outperform LSTM, the model extensively used for predicting moral values.

Further, we notice that the general trends observed in Section 4.3.1 hold for all three models.

Table B.2: Results of the four training scenarios and three models evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 . The columns indicate the

dataset used as 𝑡𝑎𝑟𝑔𝑒𝑡 . For each experiment we report micro 𝐹1-score (𝑚, left-hand column) and macro 𝐹1-score
(𝑀 , right-hand column).

ALM BLT BLM DAV ELE MT SND Average

Classifier Setting m M m M m M m M m M m M m M m M

LSTM

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 64.1 45.7 64.0 52.1 61.1 39.6 59.2 48.0 63.5 46.5 66.4 47.1 65.6 46.8 63.4 46.5

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 47.8 19.3 41.0 6.1 53.5 25.6 38.8 5.1 51.1 20.2 39.1 11.9 35.1 16.1 43.8 14.9

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 61.4 37.4 48.3 25.1 60.0 39.6 41.6 11.0 60.7 40.5 55.1 39.1 52.3 36.6 54.2 32.8

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 64.5 46.7 63.2 49.2 62.3 41.4 59.3 47.7 64.2 48.6 66.4 48.7 65.8 48.1 63.7 47.2

fastText

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 66.8 56.0 65.9 57.8 64.4 51.5 63.1 56.9 66.6 56.7 69.5 59.5 67.8 56.8 66.3 56.5

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 54.5 30.9 42.7 8.5 56.4 33.1 38.7 5.1 52.2 30.0 48.9 22.0 41.3 20.3 47.8 21.4

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 62.1 48.8 54.4 39.5 62.6 46.4 52.9 39.9 61.4 50.8 57.3 45.7 56.7 49.7 58.2 45.8

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 66.9 56.3 66.0 57.5 64.8 52.1 63.1 56.7 66.9 57.0 68.7 58.2 67.5 56.4 66.3 56.3

BERT

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.9 65.6 73.9 68.3 71.2 61.8 71.1 66.4 73.3 66.4 75.7 68.0 74.5 66.5 73.4 66.1
(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 61.6 37.7 43.8 13.1 62.6 43.0 38.8 5.1 59.3 40.4 52.4 39.1 54.4 36.6 53.3 30.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.3 57.2 61.2 47.8 69.2 54.9 56.6 41.9 70.5 61.5 67.7 60.5 68.0 60.8 66.2 54.9

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.7 65.6 73.7 68.0 71.3 62.1 71.0 66.4 73.6 66.7 75.6 67.7 74.3 66.6 73.3 66.2

Majority (𝑠𝑜𝑢𝑟𝑐𝑒) 47.0 6.1 42.3 5.6 49.0 6.2 38.8 5.3 46.1 6.0 49.0 6.2 48.9 6.2 45.9 5.9

Generalizability All three models achieve better average 𝐹1-scores in the (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) setting
than the majority (𝑡𝑎𝑟𝑔𝑒𝑡) baseline. However, compared to the majority (𝑠𝑜𝑢𝑟𝑐𝑒) baseline, (𝑡𝑎𝑟𝑔𝑒𝑡,
𝑠𝑜𝑢𝑟𝑐𝑒) performs worse with LSTM, comparably with fastText, and much better with BERT. This

suggests that a contextualized representation, as in BERT, is necessary for value classification in

novel domains, especially for the novel domains with a large moral vocabulary as is the case in

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒).
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Table B.3: Results of the four training scenarios and three models evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 . The columns indicate the

dataset used as 𝑡𝑎𝑟𝑔𝑒𝑡 . For each experiment we report micro 𝐹1-score (𝑚, left-hand column) and macro 𝐹1-score
(𝑀 , right-hand column).

ALM BLT BLM DAV ELE MT SND Average

Classifier Setting m M m M m M m M m M m M m M m M

LSTM

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 52.5 40.2 61.7 19.3 59.6 43.2 85.9 8.5 52.7 35.7 43.3 33.3 36.9 21.8 56.1 28.9

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 47.2 25.7 64.1 8.2 71.6 55.8 92.2 9.0 56.4 24.5 37.2 18.3 50.1 26.4 59.8 24.0

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 61.4 51.2 69.0 23.2 78.2 77.2 92.2 9.0 64.7 44.6 49.6 43.3 54.7 36.8 67.1 40.8

(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 57.6 48.7 65.2 20.3 71.1 64.4 90.3 9.1 60.3 42.3 47.8 41.2 51.1 35.3 63.3 37.3

fastText

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 57.5 46.8 57.1 23.1 62.9 54.6 83.5 8.9 54.1 39.5 49.2 45.5 38.5 24.9 57.5 34.8

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 62.4 50.4 69.2 18.3 77.6 74.2 92.1 9.0 63.8 39.5 49.4 40.8 57.4 34.0 67.4 38.0

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 62.5 57.5 68.6 30.1 77.8 78.6 88.6 9.7 65.8 53.3 51.4 47.6 59.0 46.7 67.7 46.2

(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 61.8 55.3 66.8 30.4 75.2 75.3 88.1 9.8 63.1 51.6 52.5 49.2 57.1 45.1 66.4 45.2

BERT

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 63.7 57.9 63.2 29.2 76.1 75.3 83.9 8.7 63.4 54.8 54.3 51.3 49.2 38.6 64.8 45.1

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 68.0 56.8 71.4 23.5 84.4 84.6 92.2 9.0 70.9 52.6 59.4 55.9 65.3 44.6 73.1 46.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.4 67.0 72.1 37.4 84.6 85.5 92.2 9.2 72.9 65.2 61.4 59.3 66.7 55.6 74.2 54.2
(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.9 67.0 71.2 34.7 83.9 85.2 90.4 9.3 71.1 62.3 61.4 59.3 66.3 55.6 73.5 53.3

Majority (𝑡𝑎𝑟𝑔𝑒𝑡) 37.9 5.1 64.8 7.4 28.3 4.2 92.2 8.7 44.5 5.7 27.9 4.4 26.4 4.0 46.0 5.6

Transferability From the average 𝐹1-scores in Table B.3, we observe that (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) per-
forms better than or on par with (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) across all three models. The benefits of finetuning

are most evident for LSTM (7% increase in the average 𝑚 and 17% increase in 𝑀). The benefits can

also be observed for fastText (similar 𝑚 and 8% increase of 𝑀) and BERT (similar 𝑚 and 8% increase

of 𝑀), but to a lesser degree than LSTM.

Catastrophic Forgetting We observe that all three models suffer from catastrophic forgetting since

finetuning on 𝑡𝑎𝑟𝑔𝑒𝑡 reduces the performance on 𝑠𝑜𝑢𝑟𝑐𝑒 . As mentioned in the paper, the degree of

catastrophic forgetting is most evident when finetuning on unbalanced datasets such as DAV than

balanced datasets such as BLM.

Training Time
In some applications, e.g., estimating value trends on Twitter, value classifiers need to be re-trained

frequently since the trends can shift fast. Similarly, to employ techniques such as active learning for

value annotation requires training a classifier at every iteration to prompt for new labels. In such

cases, training time is an important factor for selecting an approach and model. Figure B.1 shows

the average training time in logarithmic scale, for different models and scenarios (Appendix B.1.3

describes our computing infrastructure).

Two considerations are evident. First, fastText trains significantly faster than the other two

models. Second, for all three models, the training time is approximately proportional to the amount

of data in the training set—the 𝑡𝑎𝑟𝑔𝑒𝑡 and 𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒 scenarios employ a similar amount of data, which

is roughly six times smaller than in the 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑎𝑙𝑙 scenarios.

B.2.2 Composition of the Source Dataset
In Section 4.2.1, we mention that in our experiments 𝑡𝑎𝑟𝑔𝑒𝑡 is always composed of one dataset of the

MFTC, while we test with 𝑠𝑜𝑢𝑟𝑐𝑒 being composed of one, three, or six datasets. In the main paper we

present the results where 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six datasets. Here, we present the results where it is

composed of one or three datasets, using BERT.
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Figure B.1: Average training time (seconds) per model and scenario.

One Dataset as 𝑠𝑜𝑢𝑟𝑐𝑒
Not all the settings described in Section 4.2.1 can be meaningfully replicated when 𝑠𝑜𝑢𝑟𝑐𝑒 is composed

of just one dataset. For instance, (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) would coincide, as well as

(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) and (𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒). Thus, in Tables B.4, B.5, and B.6 we present the results along

the lines of generalizability, transferability, and catastrophic forgetting, respectively. When possible,

we compare the results to the results presented in the paper (where 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six datasets).

As in the paper, we highlight in bold the best result and the results that are not significantly different

from it.

Table B.4: Generalizability: the model is trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 .

𝑡𝑎𝑟𝑔𝑒𝑡 → ALM BLT BLM DAV ELE MT SND

𝑠𝑜𝑢𝑟𝑐𝑒 ↓ m M m M m M m M m M m M m M

ALM - - 65.6 21.3 72.0 55.4 87.2 8.5 58.4 30.3 45.1 33.1 44.8 24.2

BLT 33.4 11.4 - - 36.0 17.6 90.9 8.6 44.9 8.4 26.9 9.2 30.3 7.3

BLM 64.1 53.6 64.2 21.6 - - 86.4 8.4 65.2 49.7 49.7 43.3 44.5 30.4

DAV 35.8 4.9 63.0 7.3 25.3 3.9 - - 46.6 6.0 27.8 4.5 25.2 3.9

ELE 53.7 35.2 63.5 22.7 60.8 49.8 85.8 9.6 - - 48.4 41.3 47.3 30.8

MT 47.9 43.8 58.8 20.5 54.9 48.3 49.9 6.0 54.7 41.9 - - 41.5 29.2

SND 47.7 33.5 54.8 22.6 50.6 37.2 79.1 8.6 48.9 33.6 42.8 35.1 - -

Six 63.7 57.9 63.2 29.2 76.1 75.3 83.9 8.7 63.4 54.8 54.3 51.3 49.2 38.6

Generalizability To evaluate generalizability (Table B.4), the model is trained on 𝑠𝑜𝑢𝑟𝑐𝑒 and evalu-

ated on 𝑡𝑎𝑟𝑔𝑒𝑡 , akin to the (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) setting described in the paper. Thus, at the end of the

table, we append the results of (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) from Table 4.1 (where 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six

datasets). First, we notice that the results are generally better when 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six datasets.

Further, there is no dataset that stands out as clearly better than the other six in generalizability.

Transferability To evaluate transferability (Table B.5), the model is trained on 𝑠𝑜𝑢𝑟𝑐𝑒 , retrained on

𝑡𝑎𝑟𝑔𝑒𝑡 , and evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 , akin to the (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) setting described in the paper. Thus,

at the end of the table, we append the results of (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) from Table 4.1 (where 𝑠𝑜𝑢𝑟𝑐𝑒 is
composed of six datasets). First, we notice that the results are generally better or on par to the results

where 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six datasets. Further, there is no dataset that stands out as clearly better

than the other six in transferability. These two aspects suggest that a combination of the six datasets

as 𝑠𝑜𝑢𝑟𝑐𝑒 consistently leads to better transferability results.
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Table B.5: Transferability: the model is trained on 𝑠𝑜𝑢𝑟𝑐𝑒 , retrained on 𝑡𝑎𝑟𝑔𝑒𝑡 , and evaluated on 𝑡𝑎𝑟𝑔𝑒𝑡 .

𝑡𝑎𝑟𝑔𝑒𝑡 → ALM BLT BLM DAV ELE MT SND

𝑠𝑜𝑢𝑟𝑐𝑒 ↓ m M m M m M m M m M m M m M

ALM - - 74.3 31.8 85.3 86.0 89.8 8.6 72.4 62.7 61.1 58.8 67.4 54.5

BLT 69.4 58.0 - - 82.9 83.6 91.7 8.7 72.1 62.7 58.4 55.4 65.2 47.2

BLM 66.9 60.8 72.6 33.4 - - 92.5 8.8 72.4 66.9 61.0 59.1 68.8 62.6
DAV 23.7 13.8 68.1 16.9 56.2 43.9 - - 46.9 33.1 29.6 16.2 46.6 25.5

ELE 68.6 61.1 72.1 36.2 82.9 83.5 92.5 8.8 - - 60.0 58.7 66.9 53.6

MT 66.7 60.2 72.9 36.4 83.8 84.1 90.1 8.6 73.4 61.1 - - 65.7 52.5

SND 69.6 66.7 73.9 34.7 83.6 85.1 91.9 8.7 68.7 58.8 60.7 56.4 - -

Six 69.4 67.0 72.1 37.4 84.6 85.5 92.2 9.2 72.9 65.2 61.4 59.3 66.7 55.6

Table B.6: Catastrophic forgetting: the model is trained on 𝑠𝑜𝑢𝑟𝑐𝑒 , retrained on 𝑡𝑎𝑟𝑔𝑒𝑡 , and evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 .

𝑡𝑎𝑟𝑔𝑒𝑡 → ALM BLT BLM DAV ELE MT SND No retrain

𝑠𝑜𝑢𝑟𝑐𝑒 ↓ m M m M m M m M m M m M m M m M

ALM - - 48.4 34.6 67.0 64.3 49.2 24.3 60.6 55.2 57.2 52.5 60.1 57.7 68.0 56.8

BLT 66.0 24.0 - - 65.7 25.8 67.6 12.7 64.8 28.6 62.5 28.9 57.6 25.7 71.4 23.5

BLM 79.4 79.8 60.2 55.4 - - 52.2 40.5 77.7 78.1 74.9 74.5 74.5 76.6 84.4 84.6
DAV 45.1 4.3 91.5 8.7 70.3 6.9 - - 59.9 6.3 45.0 4.9 63.1 6.6 92.2 9.0
ELE 67.6 48.0 57.8 33.1 70.0 55.3 46.5 8.4 - - 63.8 56.7 59.8 52.8 70.9 52.6

MT 51.3 45.0 40.2 28.2 55.4 50.8 28.4 5.1 55.8 52.2 - - 54.3 51.0 59.4 55.9
SND 54.0 37.5 39.9 20.4 55.8 41.7 26.9 4.4 55.0 43.3 57.4 47.3 - - 65.3 44.6

Catastrophic Forgetting To evaluate catastrophic forgetting (Table B.6), the model is trained on

𝑠𝑜𝑢𝑟𝑐𝑒 , retrained on 𝑡𝑎𝑟𝑔𝑒𝑡 , and evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 , akin to the (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) setting described
in the paper. However, we cannot compare the results with the (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) setting, as the
evaluation sets differ (one dataset in Table B.6, six datasets in (𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) in Table 4.1).

However, we compare to the case where the model is only trained on 𝑠𝑜𝑢𝑟𝑐𝑒 . Differently from the

previous tables, the evaluation sets (i.e., 𝑠𝑜𝑢𝑟𝑐𝑒) are consistent in every row, not in every column.

Thus, we highlight the best results per row. It is evident that catastrophic forgetting happens even

when 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of one dataset. Further, there is no dataset that stands out as better than

the other six in mitigating forgetting.

Three Datasets as 𝑠𝑜𝑢𝑟𝑐𝑒
When employing three datasets as 𝑠𝑜𝑢𝑟𝑐𝑒 , the settings described in Section 4.2.1 can be meaningfully

reproduced. However, the selection of the three datasets (out of the six available at each experiment)

that compose 𝑠𝑜𝑢𝑟𝑐𝑒 is not trivial. Experimenting with all possible combinations would result in

6!
3!(6−3)! = 20 experiments per setting. In order to simplify the experiments, we decide to test with only

one combination of three datasets, selected as the best performing combination from the experiments

in Section B.2.2. We average the results of Tables B.4, B.5, and B.6, and for each dataset used as 𝑡𝑎𝑟𝑔𝑒𝑡 ,
we select the three datasets that led to the best average performance. Due to the class imbalance of

all datasets, one of the biggest challenges is to achieve good performances across all values. Thus,

we decide to consider only the average macro 𝐹1-scores. We report the best resulting datasets in

Table B.7—for each dataset that we use as 𝑡𝑎𝑟𝑔𝑒𝑡 in the following experiments, we use the indicated

three datasets as 𝑠𝑜𝑢𝑟𝑐𝑒 .
Table B.8 reports the complete cross-domain evaluation results, analogously to Table 4.1. For
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Table B.7: The three datasets used as 𝑠𝑜𝑢𝑟𝑐𝑒 in Table B.8.

𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
ALM BLM, MT, SND

BLT ELE, MT, SND

BLM ALM, ELE, MT

DAV BLT, BLM, ELE

ELE BLM, MT, SND

MT BLM, ELE, SND

SND BLM, ELE, MT

further comparison, we add the results from Table 4.1 (where 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of six datasets).

The results in the bottom half of the table can be directly compared, as in each column the model is

evaluated on the same test set. However, the results on the top half cannot be directly compared, as

the model is evaluated on different test sets (three and six datasets, respectively).

It is evident that the results are consistent with the results presented in the main paper. In the

top half of the table, the best performing settings are (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) and (𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒), both when

𝑠𝑜𝑢𝑟𝑐𝑒 is composed of three and six datasets. In the bottom half, where the results can be directly

compared, we notice that the best performing settings are consistent, and lead to comparable results.

We conclude that selecting the three best performing datasets as 𝑠𝑜𝑢𝑟𝑐𝑒 has neither advantage
nor disadvantage over selecting all six datasets. However, selecting all six allows for a consistent

evaluation, where all MFTC datasets are used in all evaluation settings, thus avoiding the arbitrary

choice of datasets to be used as 𝑠𝑜𝑢𝑟𝑐𝑒 that we described at the beginning of this section.

Table B.8: Results of the four training scenarios evaluated on 𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑡𝑎𝑟𝑔𝑒𝑡 , when 𝑠𝑜𝑢𝑟𝑐𝑒 is composed of three

or six datasets. The columns indicate the dataset used as 𝑡𝑎𝑟𝑔𝑒𝑡 . We report both micro 𝐹1-score (𝑚, left column)

and macro 𝐹1-score (𝑀 , right column).

ALM BLT BLM DAV ELE MT SND Average

Classifier Setting m M m M m M m M m M m M m M m M

Three datasets as 𝑠𝑜𝑢𝑟𝑐𝑒
(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.9 68.8 66.1 62.5 67.2 63.4 76.1 70.3 71.2 69.1 75.0 71.8 72.4 69.6 71.3 67.9
(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 52.8 40.7 34.2 8.8 59.1 49.4 46.3 6.0 52.9 44.3 50.6 43.8 48.3 37.3 49.2 32.9

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 64.1 59.4 50.9 38.5 65.0 58.8 58.7 34.6 66.9 63.7 68.2 65.7 65.0 62.7 62.7 54.8

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.9 69.1 66.3 62.6 67.1 63.4 75.9 69.8 70.9 68.9 74.6 71.5 72.5 69.7 71.2 67.9

Six datasets as 𝑠𝑜𝑢𝑟𝑐𝑒
(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.9 65.6 73.9 68.3 71.2 61.8 71.1 66.4 73.3 66.4 75.7 68.0 74.5 66.5 73.4 66.1
(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑠𝑜𝑢𝑟𝑐𝑒) 61.6 37.7 43.8 13.1 62.6 43.0 38.8 5.1 59.3 40.4 52.4 39.1 54.4 36.6 53.3 30.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒) 70.3 57.2 61.2 47.8 69.2 54.9 56.6 41.9 70.5 61.5 67.7 60.5 68.0 60.8 66.2 54.9

(𝑎𝑙𝑙, 𝑠𝑜𝑢𝑟𝑐𝑒) 73.7 65.6 73.7 68.0 71.3 62.1 71.0 66.4 73.6 66.7 75.6 67.7 74.3 66.6 73.3 66.2

Three datasets as 𝑠𝑜𝑢𝑟𝑐𝑒
(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 64.8 58.9 61.4 26.6 77.1 74.5 85.3 8.8 60.0 54.7 54.9 51.7 51.3 41.1 65.0 45.2

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 68.1 56.8 71.1 23.3 83.8 84.2 92.2 8.7 71.0 53.6 59.1 54.9 65.2 44.7 72.9 46.6

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 70.1 67.4 72.6 37.4 84.9 85.4 92.2 8.7 72.9 64.7 61.2 59.6 68.0 58.3 74.5 54.5
(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.6 66.2 71.2 35.0 84.0 85.1 91.0 9.3 71.7 64.2 61.0 59.2 67.8 58.3 73.7 53.9

Six datasets as 𝑠𝑜𝑢𝑟𝑐𝑒
(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 63.7 57.9 63.2 29.2 76.1 75.3 83.9 8.7 63.4 54.8 54.3 51.3 49.2 38.6 64.8 45.1

(𝑡𝑎𝑟𝑔𝑒𝑡, 𝑡𝑎𝑟𝑔𝑒𝑡) 68.0 56.8 71.4 23.5 84.4 84.6 92.2 9.0 70.9 52.6 59.4 55.9 65.3 44.6 73.1 46.7

(𝑓 𝑖𝑛𝑒𝑡𝑢𝑛𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.4 67.0 72.1 37.4 84.6 85.5 92.2 9.2 72.9 65.2 61.4 59.3 66.7 55.6 74.2 54.2
(𝑎𝑙𝑙, 𝑡𝑎𝑟𝑔𝑒𝑡) 69.9 67.0 71.2 34.7 83.9 85.2 90.4 9.3 71.1 62.3 61.4 59.3 66.3 55.6 73.5 53.3

Majority (𝑡𝑎𝑟𝑔𝑒𝑡) 37.9 5.1 64.8 7.4 28.3 4.2 92.2 8.7 44.5 5.7 27.9 4.4 26.4 4.0 46.0 5.6
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C
An Explainable Method for
Cross-Domain Comparison of

Moral Values

C.1 Experimental Details
We provide here all the information needed for reproducing our experimental results.

C.1.1 Data Preprocessing
We preprocess the tweets by removing URLs, emails, usernames and mentions. Next, we employ the

Ekphrasis package
1
to correct common spelling mistakes and unpack contractions. Finally, emojis

are transformed into their respective words using the Python Emoji package
2
.

C.1.2 Hyperparameters
To select the hyperparameters, we trained and evaluated the model on the entire MFTC corpus with

10-fold cross-validation. Table C.1 shows the hyperparameters compared in this setting, highlighting

in bold the best-performing option that we then used in the experiments described in the paper. If a

parameter is not present in the table, the default value supplied by the framework is used.

C.1.3 Model Training
As introduced in Section 5.3.1, we trained seven models on the seven domains of the MFTC, respec-

tively. Each model was first trained on the remaining six domains and then continued training on the

domain under analysis. The training on the seventh domain was performed on 90% of the domain,

leaving 10% out for evaluation. Table C.2 shows the performances of the models on the portions of

the domains left out for evaluation. The trained models are available online [181].

1https://github.com/cbaziotis/ekphrasis
2https://pypi.org/project/emoji/

https://github.com/cbaziotis/ekphrasis
https://pypi.org/project/emoji/
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Table C.1: Hyperparameters tested and selected (in bold).

Hyperparameters Options

Model name bert-base-uncased
Number of parameters 110M
Max sequence length 64
Epochs 2, 3, 5
Batch size 16, 32, 64
Dropout 0.05, 0.1, 0.02
Optimizer AdamW
Learning Rate 5∗10-5
Loss function Binary Cross Entropy

Table C.2: Models performance (macro 𝐹1-score).

ALM BLT BLM DAV ELE MT SND

𝐹1-score 70.3 32.1 85.3 8.7 64.8 62.3 53.9

C.1.4 Computing Infrastructure
The following are the main libraries and computing environments used in our experiments.

• PyTorch: 1.8.1

• Hugginface’s Transformers: 4.6.0

• NVIDIA GeForce RTX 2080 Ti GPU

• CUDA: 11.2

• cuDNN: 8.1.1.33

• SHAP: 0.40.0

We spent 7 GPU hours to train the models and 70 CPU hours to generate the moral lexicons.

C.1.5 Random Seeds
In our experiments, to control for randomness, we fixed the random seeds in the following libraries:

• Python (random.seed)

• NumPy (numpy.random.seed)

• PyTorch (torch.manual_seed)

• CUDA (torch.cuda.manual_seed_all)

C.1.6 Artifacts Usage
We have mainly used three artifacts in this research: theMFTC [130], SHAP [191], and BERT [74]. The

MFTC was collected with the intent of facilitating NLP research on morality. It can be downloaded
3

and used under the Creative Commons Attribution 4.0 license. SHAP was intended to explain the

output of any machine learning model. Thus, we are using it as originally intended, under its MIT

3https://osf.io/k5n7y/

https://osf.io/k5n7y/
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license
4
. BERT was created with the intent of performing, among others, text classification. Thus,

we are using it as originally intended, under its Apache 2.0 distribution license
5
.

C.2 Crowd Evaluation
Section 3.3.3 introduces the crowd experiment. We first opened a pilot annotation job on Prolific

for nine users with an expected completion time of 25 minutes. The average completion time was

21 minutes and the average ICC was 0.61. These results encouraged us to proceed with the rest of

the experiment. Ultimately, the average time spent by a crowd worker on a job was 22 minutes (±
12 minutes SD). Each worker was paid £3.75 (at the rate of £9/h as per Prolific suggestion of fair

retribution).

C.2.1 Annotation Job Layout
Upon taking the annotation job on Prolific, workers were redirected to a web application hosted

on our servers. Here, after accepting the informed consent form, they were asked demographic

questions and then were given a brief introduction to the annotation tasks and the moral elements

involved. Informed consent forms, instructions, and all word bubbles are available online [182].

Figure C.1 shows an example of an annotation task. In each individual task, annotators needed

to indicate whether the word bubble describing domain 𝐷𝐴 was more similar to the one describing

domain 𝐷𝐵 or 𝐷𝐶 . The annotators were given the following six options on a Likert scale:

1. 𝐴 is clearly more similar to 𝐵 (than to 𝐶)
2. 𝐴 is more similar to 𝐵 (than to 𝐶)
3. 𝐴 is slightly more similar to 𝐵 (than to 𝐶)
4. 𝐴 is slightly more similar to 𝐶 (than to 𝐵)
5. 𝐴 is more similar to 𝐶 (than to 𝐵)
6. 𝐴 is clearly more similar to 𝐶 (than to 𝐵)
After the initial instructions, each annotator was guided through four sections. Each section

contained five tasks where all word bubbles were generated for the same moral element (but multiple

different domains), plus one control task (as described in Section C.2.2). Before each section, the

annotator was introduced to the moral element concerned in the following section. Thus, each

annotator was introduced to four different moral elements. These elements were chosen from two

different moral foundations, for a total of two moral foundations per annotator. For instance, one

annotation job could be composed of four annotation sections corresponding to the moral elements

of care, harm, authority, and subversion, resulting in 24 annotations tasks (including four control

tasks).

C.2.2Quality Control
The crowd workers were required to be fluent in English and have submitted at least 100 Prolific

jobs with at least 95% acceptance rate. We included four control tasks, one per section. In each, the

word bubbles describing 𝐷𝐴 and 𝐷𝐵 were identical, and different from the word bubble describing

𝐷𝐶 . A total of 186 workers completed the job. Using the Likert options enumeration introduced

in Section C.2.1, we included a worker’s job in our analysis only if (1) all four control tasks were

answered with options 1, 2, or 3; and (2) at least two control tasks were answered with options 1

or 2. These criteria were set before any analysis of crowd work was done. Of the 186 workers, 159

satisfied the criteria above.

4https://github.com/slundberg/shap/blob/master/LICENSE
5https://github.com/google-research/bert/blob/master/LICENSE

https://github.com/slundberg/shap/blob/master/LICENSE
https://github.com/google-research/bert/blob/master/LICENSE
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A

B C

The following word bubbles describe the moral concept of care. Please indicate whether the word bubble A
is more similar to the word bubble B or C. Please make sure to read all the words in the bubbles.

A is clearly more
similar to B 
(than to C)

A is more 
similar to B 
(than to C)

A is slightly more
similar to C
(than to B)

A is more 
similar to C 
(than to B)

A is slightly more
similar to B 
(than to C)

A is clearly more
similar to C
(than to B)

Figure C.1: The annotator is asked to take a choice on a 6-points Likert scale based on the shown word bubbles.

C.2.3 User demographics
Upon giving informed consent, workers were asked the following demographic information:

• What is your age?

• What gender do you identify as?

• Where is your home located?

• What is the highest degree or level or education you have completed?

Figure C.2 shows the demographics of the 159 users whose submissions were considered in the study.
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Figure C.2: Demographics of crowd workers.

C.3 Extended Results
We describe additional results. The raw results are available online [182].

C.3.1 m-distances
In Table 5.1 we show the d-distances describing the distance between domains. In tables C.3a to C.3j

we display the m-distances describing the distance between domains for each moral element. For

readability, we show the scores multiplied by 100.

The most apparent consideration is that moral expression similarity is not consistent across

domains, but rather depends on the moral element under analysis. In Section 5.4.4 we provide

examples on how to explore such fine-grained differences across domains. On top of the explored

cases, another insightful example is represented by two domains that ranked with a higher distance,

ALM and SND. Nevertheless, the domains ranked relatively more similar in the care element. Let

us inspect closely the moral lexicons generated for care for ALM and SND. At first, we notice some

differences, such as the words ‘rescue’ and ‘donation’ that are specific to the SND domain, being

especially relevant in a hurricane relief domain. However, we also notice many similarities, such as

the words ‘protect’ and ‘compassion’, typical for describing in-group care.

C.3.2 Correlation by Domain and Element
Table C.4 shows the Spearman correlation (𝜌) by moral element and domain. We notice that 𝜌
is generally consistent across moral elements—for instance, the elements of fairness and betrayal

have the highest 𝜌, while purity have the lowest. However, there are some exceptions. SND has a

comparatively low 𝜌 for harm, and MT for subversion, despite having a large number of annotations

(Table 2.4). A possible reason is that the expression of these elements in these domains is less

domain-specific than in other domains, leading to lower 𝜌 with crowd intuition. Instead, DAV has

a high 𝜌 for harm and betrayal. This can be explained by the nature of the domain (hate speech),

which would lead to highly specific lexicons for these elements.
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Table C.3: m-distances for the ten moral elements. A darker color indicates a smaller distance between domains.

(a) m-distances for the care element.

ALM BLT BLM DAV ELE MT SND

ALM - 1.66 1.62 2.28 1.72 1.51 1.43

BLT 1.66 - 1.68 1.13 1.70 1.62 1.53

BLM 1.62 1.68 - 1.28 1.41 1.98 1.80

DAV 2.28 1.13 1.28 - 1.67 1.96 2.26

ELE 1.72 1.70 1.41 1.67 - 1.82 1.64

MT 1.51 1.62 1.98 1.96 1.82 - 1.61

SND 1.43 1.53 1.80 2.26 1.64 1.61 -

(b) m-distances for the harm element.

ALM BLT BLM DAV ELE MT SND

ALM - 1.45 1.15 2.48 1.26 1.23 1.12

BLT 1.45 - 1.44 1.85 1.34 1.33 1.38

BLM 1.15 1.44 - 2.19 1.17 1.14 1.06

DAV 2.48 1.85 2.19 - 1.69 2.15 2.11

ELE 1.26 1.34 1.17 1.69 - 1.11 1.11

MT 1.23 1.33 1.14 2.15 1.11 - 1.02

SND 1.12 1.38 1.06 2.11 1.11 1.02 -

(c) m-distances for the fairness element.

ALM BLT BLM DAV ELE MT SND

ALM - 2.17 1.49 2.21 1.65 1.66 1.86

BLT 2.17 - 2.34 2.24 1.96 1.98 2.09

BLM 1.49 2.34 - 2.22 1.67 1.82 1.93

DAV 2.21 2.24 2.22 - 2.14 2.17 2.49

ELE 1.65 1.96 1.67 2.14 - 1.58 1.66

MT 1.66 1.98 1.82 2.17 1.58 - 1.73

SND 1.86 2.09 1.93 2.49 1.66 1.73 -

(d) m-distances for the cheating element.

ALM BLT BLM DAV ELE MT SND

ALM - 1.82 1.30 2.06 1.34 1.60 1.62

BLT 1.82 - 1.84 1.79 1.63 1.62 1.75

BLM 1.30 1.84 - 2.09 1.24 1.35 1.44

DAV 2.06 1.79 2.09 - 2.06 1.98 2.31

ELE 1.34 1.63 1.24 2.06 - 1.23 1.35

MT 1.60 1.62 1.35 1.98 1.23 - 1.47

SND 1.62 1.75 1.44 2.31 1.35 1.47 -

(e) m-distances for the loyalty element.

ALM BLT BLM DAV ELE MT SND

ALM - 1.58 1.54 2.46 1.93 2.01 1.96

BLT 1.58 - 1.82 1.36 1.65 1.91 1.73

BLM 1.54 1.82 - 2.35 1.60 1.55 1.99

DAV 2.46 1.36 2.35 - 2.40 2.40 2.75

ELE 1.93 1.65 1.60 2.40 - 1.30 1.68

MT 2.01 1.91 1.55 2.40 1.30 - 1.59

SND 1.96 1.73 1.99 2.75 1.68 1.59 -

(f) m-distances for the betrayal element.

ALM BLT BLM DAV ELE MT SND

ALM - 2.02 1.34 1.75 1.19 1.21 1.13

BLT 2.02 - 1.92 2.04 1.56 1.84 1.73

BLM 1.34 1.92 - 1.69 0.85 1.12 0.90

DAV 1.75 2.04 1.69 - 1.56 1.73 1.61

ELE 1.19 1.56 0.85 1.56 - 1.05 0.87

MT 1.21 1.84 1.12 1.73 1.05 - 0.88

SND 1.13 1.73 0.90 1.61 0.87 0.88 -

(g) m-distances for the authority element.

ALM BLT BLM DAV ELE MT SND

ALM - 2.18 1.80 2.21 2.02 1.87 2.00

BLT 2.18 - 2.20 2.31 1.67 1.75 1.65

BLM 1.80 2.20 - 1.81 1.80 1.62 1.79

DAV 2.21 2.31 1.81 - 1.61 2.06 1.82

ELE 2.02 1.67 1.80 1.61 - 1.77 1.63

MT 1.87 1.75 1.62 2.06 1.77 - 1.58

SND 2.00 1.65 1.79 1.82 1.63 1.58 -

(h) m-distances for the subversion element.

ALM BLT BLM DAV ELE MT SND

ALM - 2.10 1.85 2.48 1.84 2.17 2.30

BLT 2.10 - 1.98 2.12 1.87 1.78 1.66

BLM 1.85 1.98 - 2.30 1.61 2.05 2.05

DAV 2.48 2.12 2.30 - 2.11 2.00 2.35

ELE 1.84 1.87 1.61 2.11 - 1.72 1.63

MT 2.17 1.78 2.05 2.00 1.72 - 1.84

SND 2.30 1.66 2.05 2.35 1.63 1.84 -

(i) m-distances for the purity element.

ALM BLT BLM DAV ELE MT SND

ALM - 2.86 1.10 1.85 2.14 1.56 2.44

BLT 2.86 - 2.78 2.29 2.24 1.98 2.40

BLM 1.10 2.78 - 1.75 1.79 1.72 1.94

DAV 1.85 2.29 1.75 - 1.61 1.71 2.00

ELE 2.14 2.24 1.79 1.61 - 1.51 1.67

MT 1.56 1.98 1.72 1.71 1.51 - 1.87

SND 2.44 2.40 1.94 2.00 1.67 1.87 -

(j) m-distances for the degradation element.

ALM BLT BLM DAV ELE MT SND

ALM - 1.44 1.30 1.65 1.34 1.94 1.03

BLT 1.44 - 1.27 1.77 1.11 1.47 1.40

BLM 1.30 1.27 - 1.89 1.38 1.61 1.21

DAV 1.65 1.77 1.89 - 1.77 2.40 1.44

ELE 1.34 1.11 1.38 1.77 - 1.60 1.09

MT 1.94 1.47 1.61 2.40 1.60 - 1.76

SND 1.03 1.40 1.21 1.44 1.09 1.76 -



C.3 Extended Results

C

151

Table C.4: Spearman correlation (𝜌) betweenm-distances and crowd results, divided by domain and moral element.

A darker color indicates a higher correlation.

Care Harm Fairness Cheating Loyalty Betrayal Authority Subversion Purity Degradation

ALM 0.49 0.53 0.65 0.34 0.49 0.63 0.11 0.47 0.03 0.25

BLT 0.10 0.46 0.73 0.15 0.17 0.59 0.38 0.37 -0.01 0.29

BLM 0.20 0.54 0.66 0.27 0.60 0.67 0.27 0.61 0.16 0.36

DAV 0.43 0.84 0.80 0.18 0.63 0.75 0.39 0.65 -0.26 0.45

ELE 0.41 0.58 0.69 0.43 0.48 0.55 -0.11 0.70 -0.19 0.42

MT 0.36 0.50 0.76 0.24 0.51 0.53 0.25 0.30 0.08 0.44

SND 0.37 0.25 0.73 0.05 0.58 0.69 -0.01 0.47 -0.13 0.21

C.3.3Qualitative Analysis
In Section 5.4.4 we suggest methods for qualitatively comparing moral rhetoric across domains.

In particular, we show similarities and differences between two domains, ALM and BLM. These

are among the most similar domains for the moral elements of fairness (Table C.3c) and cheating

(Table C.3d). For both domains, the words ‘equality’ and ‘fraud’ are among the most impactful words

for the two elements, respectively. In Table C.5 we show examples of tweets where these words are

used, to provide additional context on their usage.

Table C.5: Examples of tweets with similar moral rhetoric in the ALM and BLM domains.

Tweet Domain Label

Equality is key. #AllLivesMatter pray over everyone. Cherish your

life cause today you never know

ALM fairness

Praying for Justice and equality BLM fairness

Of course #AllLivesMatter Shep, you self righteous, dangerously

politically correct fraud posing as a fair journalist.

ALM cheating

Shaun King is/was a fraud and a liar and deserved to be outed as

such. #BlackLivesMatter deserves better.

BLM cheating

On the other hand, ALM and BLM differ in the moral element of subversion (Table C.3h). Here,

words such as ‘overthrow’ and ‘mayhem’ have a high impact in ALM, whereas words such as

‘encourage’ and ‘defiance’ have a high impact in BLM. In Table C.6 we show examples of tweets

where these words are used, to provide additional context on their usage.

Table C.6: Examples of tweets with different moral rhetoric in the ALM and BLM domains.

Tweet Domain Label

I am a proponent of civil disobedience and logic driven protest

only; not non irrational violence, pillage & mayhem!

ALM subversion

For those who try to confuse acts of defiance with deliberate acts

of racist terrorism, we pray

BLM subversion





D

153

D
Closing the Loop with a

Hybrid Intelligence
Approach

D.1 NLP Model Training
We provide additional details on the choice and the training of the NLP model used in the active

learning setting to evaluate the disambiguation strategy (Section 7.3 offers an overview of the

experimental settings).

The PVE corpus was originally collected in Dutch. Thus, we chose to test the state-of-the-art

model in Dutch, pdelobelle/robbert-v2-dutch-base1. However, due to the more wide-

spread usage of the English language in NLP models, we also decided to translate the corpus to

English with the Microsoft Azure Text Translation service
2
and test two models trained in English—a

RoBERTa model (similar to the tested Dutch model) trained on a sentiment analysis task on tweets

(cardiffnlp/twitter-roberta-base-sentiment3) and a comparable model with a different

architecture, XLNet (xlnet-base-cased4).
To select the hyperparameters, we trained and evaluated each model on the entire PVE corpus

with 10-fold cross-validation. Table D.1 shows the hyperparameters that were compared in this

setting, highlighting in bold the best-performing option and reporting the micro and macro 𝐹1-scores
resulting in the best hyperparameters. If a parameter is not present in the tables, the default value

supplied by the framework is used.

As noticeable, the difference between the three tested models is minimal. Thus, we decided to

use the RoBERTa Dutch model to employ the original data.

1https://huggingface.co/pdelobelle/robbert-v2-dutch-base
2https://azure.microsoft.com/en-us/services/cognitive-services/
translator/

3https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
4https://huggingface.co/xlnet-base-cased

https://huggingface.co/pdelobelle/robbert-v2-dutch-base
https://azure.microsoft.com/en-us/services/cognitive-services/translator/
https://azure.microsoft.com/en-us/services/cognitive-services/translator/
https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
https://huggingface.co/xlnet-base-cased
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Table D.1: Hyperparameters tested and selected (in bold) and 𝐹1-scores resulting with the selected hyperparame-

ters.

(a) Results with the Dutch RoBERTa model.

robbert-v2-dutch-base

Hyperparameter Options

Model type RoBERTa
# of parameters 125M
Max seq. length 64, 128
Epochs 3, 4
Batch size 8, 16, 32
Dropout 0.05, 0.1, 0.2

𝐹1-score Best Result

micro 𝐹1-score 0.64

macro 𝐹1-score 0.63

(b) Results with the English RoBERTa model.

twitter-roberta-base-sentiment

Hyperparameter Options

Model type RoBERTa
# of parameters 125M
Max seq. length 64, 128
Epochs 3, 4
Batch size 8, 16, 32
Dropout 0.05, 0.1, 0.2

𝐹1-score Best Result

micro 𝐹1-score 0.65

macro 𝐹1-score 0.64

(c) Results with the English XLNet model.

xlnet-base-cased

Hyperparameter Options

Model type XLNet
# of parameters 110M
Max seq. length 64, 128
Epochs 3, 4
Batch size 8, 16, 32
Dropout 0.05, 0.1, 0.2

𝐹1-score Best Result

micro 𝐹1-score 0.65

macro 𝐹1-score 0.64
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