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We apply the efficient two-optimized references thermodynamic integration using Langevin dynamics method
[Phys. Rev. B 96, 224202 (2017)] to calculate highly accurate melting properties of Al and magnetic Ni from first
principles. For Ni we carefully investigate the impact of magnetism on the liquid and solid free energies including
longitudinal spin fluctuations and the reverse influence of atomic vibrations on magnetic properties. We show
that magnetic fluctuations are effectively canceling out for both phases and are thus not altering the predicted
melting temperature. For both elements, the generalized gradient approximation (GGA) and the local-density
approximation (LDA) are used for the exchange-correlation functional revealing a reliable ab initio confidence
interval capturing the respective experimental melting point, enthalpy of fusion, and entropy of fusion.

DOI: 10.1103/PhysRevB.101.144108

I. INTRODUCTION

Melting points, T m, of materials have always been an
important topic in materials science. The theoretical determi-
nation of T m is by now possible with ab initio molecular dy-
namics (MD) simulations based on density functional theory
(DFT). A specific approach for that purpose is the free-energy
approach in which the melting temperature is determined by
the crossing point of the Gibbs energies of solid and liquid.
After its first application to Si in 1995 [1], a number of works
have followed utilizing this approach to various materials
[2–5]. However, even though the ab initio based free-energy
approach provides in principle DFT accuracy, it faces two
critical challenges—the high computational cost and the re-
liance on a good reference system for the involved thermo-
dynamic integration—which have hindered a more general
application.

An important strategy to improve the ab initio based free-
energy approach is to design a good reference system to
speed up the thermodynamic integration during the solid and
liquid free-energy calculations. Alfè and co-workers [3–5]
made developments in this direction. Specifically, they ap-
plied an inverse power potential as an intermediate reference

*l.zhu@mpie.de

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Open
access publication funded by the Max Planck Society.

between the Lennard-Jones liquid and the ab initio system.
Using a similar idea, Duff et al. [6] developed the two-
stage up-sampled thermodynamic integration using Langevin
dynamics (TU-TILD) method for efficiently calculating the
anharmonic free energy of the solid phase. The critical feature
of TU-TILD is that the reference potential—for which an
embedded atom method (EAM) parametrization was used in
the original work—is fitted to a set of DFT MD energies so
that it reproduces the ab initio system very closely at finite
temperatures. Extending this idea, we have recently proposed
the two-optimized references thermodynamic integration us-
ing Langevin dynamics (TOR-TILD) methodology [7] for
melting property calculations, in which a second optimized
reference potential is fitted to DFT MD energies of the liquid
phase. Additionally, TOR-TILD provides a special strategy
for calculating the free-energy surface on the reference po-
tential level by utilizing the interface method. Meanwhile, the
idea of designing a better reference system to speed up the
thermodynamic integration has been extended to the machine
learning potentials [8] and artificial neural network potentials
[9]. In the present work we apply the TOR-TILD method
utilizing two bespoke EAM potentials to calculate the melting
properties of aluminum and nickel.

The melting point of Al has been the subject of several
theoretical studies, but the results show significant scatter
depending on the employed method as shown in Table I. In
the early days interatomic potentials were generally used to
calculate the melting point. Moriarty et al. [10] predicted a
melting point of 1050 K with the generalized pseudopotential
theory. Mei and Davenport [11] applied an embedded atom
method (EAM) potential fitted to structural properties and
obtained a value of 800 K. Straub et al. [12] employed a
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TABLE I. Theoretical studies on the melting point of Al utilizing the free-energy approach in comparison to experiment; GPT =
generalized pseudopotential theory; EAM = embedded atom method; OF-DFT = orbital-free density functional theory; LDA = local-density
approximation; GGA = generalized gradient approximation; PW91 = Perdew-Wang functional [14]. See text for further details.

Year Authors Journal Reference Melting point (K) Method

1984 Moriarty et al. Phys. Rev. B [10] 1050 GPT
Interatomic potentials 1992 Mei and Davenport Phys. Rev. B [11] 800 EAM

1994 Straub et al. Phys. Rev. B [12] 955 two-body fit to DFT

1998 De Wijs et al. Phys. Rev. B [2] 890 LDA
Ab initio, DFT 2000 Jesson and Madden J. Chem. Phys. [13] 615 OF-DFT, LDA

2002 Vočadlo and Alfè Phys. Rev. B [5] 786 GGA-PW91

Experiment 1987 Desai Int. J. Thermophys. [15] 933.61
1990 Preston-Thomas Metrologia [16] 933.47

two-body potential fitted to various ab initio results and
predicted a melting point of 955 K. It is apparent that the pre-
dicted melting point strongly depends on the chosen potential.

In 1998, de Wijs et al. [2] calculated the melting point of
Al fully from ab initio, utilizing the local-density approxima-
tion (LDA) for the exchange-correlation functional. They [2]
predicted a melting temperature of 890 K, i.e., about 40 K
below the experimental value of 933 K. Jesson and Madden
[13] applied a special orbital-free version of DFT based on
LDA input and predicted a rather low melting point of 615 K.
Two years later, Vočadlo and Alfè [5] used again Kohn-Sham
based DFT (as de Wijs et al. [2]) but in the generalized
gradient approximation (GGA). A melting point of 786 K
was obtained, which was subsequently corrected to 912 K
by employing experimental lattice constant information [5].
From this collection of previous results, it becomes apparent
that not only do the T m results from interatomic potentials
show substantial scatter, but the direct ab initio predictions
do as well. In the present work we therefore calculate the
melting point (and other melting properties) of Al with the
highly accurate TOR-TILD method utilizing both the LDA
and GGA for the exchange-correlation functional. We com-
pare our results to those of de Wijs et al. [2] and Vočadlo and
Alfè [5] in Sec. III C.

TOR-TILD is not limited to calculating the melting prop-
erties of nonmagnetic phases, such as Al (present work) or
Cu [7]. It can be extended to magnetic materials such as Ni
by the inclusion of terms related to magnetic excitations. As
regards Ni, ab initio studies on its melting properties are rare,
in particular at low pressure. Pozzo and Alfè [17] utilized the
coexistence approach (also known as the interface method
[18]) to calculate the melting curve of Ni as a function of
pressure (up to 100 GPa) with GGA. They obtained a zero
pressure melting temperature of 1637 K [17], which agrees
reasonably well with the experimental value of 1728 K [19].
Spin polarization was not included in Ref. [17] by anticipating
that nonmagnetic calculations could provide a reasonable
description at sufficiently high temperatures. However, mag-
netism is known to significantly contribute to the free energy
of the solid phases of Ni, although cancellation is observed
when considering phase stabilities [20–24]. The impact of
magnetism on the liquid phase and on the melting properties
remains to be investigated.

In our present work, we therefore apply the TOR-TILD
methodology to calculate the melting properties of magnetic

Ni with both LDA and GGA. In all MD simulations spin
polarization of the Ni atoms and the coupling to electrons and
atomic vibrations is included. As Ni becomes paramagnetic
above its Curie temperature of 628 K a recently developed
longitudinal spin fluctuations theory [25] is employed to com-
pute the effective local moments of Ni at high temperatures
in both the solid and liquid structure to clarify the magnetic
contribution to the free energy. The combined impact of
vibrations and magnetic fluctuations on the electronic free
energy is also investigated.

II. METHODOLOGY

Within the free-energy approach the Gibbs energies of
solid and liquid need to be calculated. As fixed volume condi-
tions are well amenable for ab initio calculations, we start with
a calculation of the Helmholtz free energy F (V, T ) in an NV T
ensemble as a function of volume V and temperature T . Once
F (V, T ) is available for the relevant V and T range, the Gibbs
energy G(P, T ) can be obtained by a Legendre transformation,

G(P, T ) = F (V, T ) + PV, (1)

where the pressure P is obtained from the free-energy surface
as P = −(∂F/∂V )T . The melting point T m is determined
by the condition of equality of the Gibbs energies of solid,
Gsolid(P, T ), and liquid, Gliquid(P, T ). To get T m fully from
ab initio, we therefore need to calculate F solid(V, T ) and
F liquid(V, T ) from first principles and apply Eq. (1) to both.
Any other thermodynamic equilibrium quantity, such as the
enthalpy or entropy, can be derived by proper thermodynamic
relations [26].

Within the free-energy Born-Oppenheimer approximation
[27,28] the total free energy of a solid can be decomposed as

F solid(V, T ) = E (V ) + F el(V, T ) + F qh(V, T ) + F ah(V, T )

+ F el-vib(V, T ) + F mag-el,vib(V, T ), (2)

where E (V ) is the total electronic energy at T =0 K, F el(V, T )
the electronic contribution for a static lattice, F qh(V, T )
the quasiharmonic contribution, F ah(V, T ) the anharmonic
contribution, and F el-vib(V, T ) the adiabatic electron-phonon
coupling. The last term F mag-el,vib(V, T ) applies to magnetic
materials and can be decomposed as

F mag-el,vib = F mag + F mag-el + F mag-vib, (3)
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where F mag is the magnetic contribution for the static lattice,
F mag-el its coupling to electrons, and F mag-vib its coupling to
atomic vibrations.

In the present work, for the solid phases, we resort to the
results from Ref. [20] in which the free-energy surfaces of
fcc Al and fcc Ni were obtained with high accuracy using the
TU-TILD method [6]. These free-energy surfaces contain all
the relevant contributions for both elements according to the
above prescription. Noteworthy, the impact of the atomic vi-
brations on the electronic free energy, F el-vib(V, T ) in Eq. (2),
was fully taken into account in Ref. [20] and shown to be of
importance for Ni. Further, the magnetic contribution for solid
Ni, F mag-el,vib(V, T ), was intensively analyzed in Ref. [20].

In the here considered temperature window from 1500
to 2000 K, Ni shows paramagnetism since its Curie tem-
perature is much lower, 628 K. Therefore, we assume that
magnetic short-range order can be neglected and that a high-
temperature approximation is applicable. The magnetic free
energy,

F mag-el,vib(V, T ) ≈ − T Smag(V ), (4)

is in this case dominated by the magnetic entropy Smag. To
include the contributions due to transverse fluctuations of the
local magnetic moments m, we utilize an often employed
mean-field approximation (MFA) for Smag as

Smag = kBln(m + 1), (5)

where kB is the Boltzmann constant. Note that Eq. (5) has
been originally derived for an idealized magnetic system with
localized m’s, i.e., with a fixed magnitude.

Longitudinal spin fluctuations (LSFs) in Ni and their ex-
plicit magnetic entropy contribution are challenging to model
explicitly as discussed in Ref. [21]. In order to approximate
the impact of LSFs we have thus applied the following pro-
cedure. We have combined Eq. (5) with magnetic moments
m derived from our MD calculations. Note that although
Eq. (5) derives from a localized system, it allows us to
study, at least qualitatively, the impact of LSFs. A conceptual
difficulty in combination with supercell methods as employed
in the present work is, however, that approaches utilizing only
directionally constrained local magnetic moments cannot be
applied to Ni because a standard supercell calculation with
disordered magnetic moments will converge into a nonmag-
netic solution. To circumvent this difficulty, the local magnetic
moments were obtained from spin polarized DFT MD simu-
lations in the ferromagnetic state for different volumes and
temperatures with the electronic temperature adjusted to the
temperature of the atomic vibrations. In this way the impact of
atomic motion on the site-averaged local magnetic moments,
i.e., 〈m〉MD, is included as well as the impact of the thermal
expansion, such as the coupling term F mag-vib in Eq. (3). We
have also studied the impact of explicit magnetic disorder,
its interplay with atomic vibrations and electronic density of
states (DOS), by employing a recently developed LSF theory
[25] in combination with the disordered-local moment (DLM)
approach. A detailed analysis will be given in Sec. III D.

For the liquid free energy, a decomposition as performed
in Eq. (2) for the solid free energy is not possible because
a static reference lattice is missing. Instead, one needs to
fully rely on thermodynamic integration from an appropriate

reference system. According to the TOR-TILD prescription,
two optimized reference potentials are utilized in order to
speed up the liquid free-energy calculations. Thus, the liquid
free energy can be written as

F liquid(V, T ) = F liquid
ref1 (V, T ) + �F liquid

ref1→ref2(V, T )

+�F liquid
ref2→DFT(V, T ). (6)

Here, F liquid
ref1 is the free energy of the first reference system

fitted to the ab initio solid phase (labeled “ref1”), �F liquid
ref1→ref2

is the free-energy difference between “ref1” and the second
reference system fitted to the ab initio liquid phase (labeled
“ref2”), and �F liquid

ref2→DFT is the free-energy difference between
“ref2” and the ab initio system. For the calculation of the
first term, F liquid

ref1 , TOR-TILD provides a specially designed
procedure by connecting the liquid free energy to the solid free
energy at the melting point of “ref1” [7]. The last two terms
in Eq. (6) are obtained by thermodynamic integration. As
for �F liquid

ref2→DFT, the number of expensive DFT calculations is
reduced to a minimum because “ref2” reproduces the ab initio
liquid phase accurately. Importantly, the determination of the
first two terms in Eq. (6) involves only efficient empirical
potential calculations and is therefore extremely efficient,
even in large supercells to overcome finite-size effects [7]. For
the “ref1” potentials we utilize here the optimized potentials
developed for the solid anharmonic free-energy calculations
in Ref. [20]. The “ref2” potentials have been newly fitted for
the present work. The fitting information for all employed
reference potentials will be provided in Sec. III A.

Within our approach electronic excitations and their adi-
abatic coupling to atomic motion are fully included for the
liquid phase at the stage of calculating �F liquid

ref2→DFT. For liquid
Ni, spin polarization of the Ni atoms and the coupling of
magnetism to electrons and atomic vibrations are included
during the calculation of �F liquid

ref2→DFT by the same approach
as used for the corresponding free energy term F mag-el,vib of
the solid. In particular, the high-temperature approximation is
applied for the treatment of the magnetic contribution of liquid
Ni. The usage of ferromagnetic calculations in both solid and
liquid Ni and its impact on the melting point will be discussed
in Sec. III D.

Note that for the calculation of F ah and �F liquid
ref2→DFT, the

upsampling technique [29] is applied to efficiently coarse
grain the configuration space and thereby reduce the number
of the very expensive, highly converged DFT calculations.

III. APPLICATION TO ALUMINUM AND NICKEL

A. Computational details

For the DFT calculations we used the projector-augmented
wave (PAW) method [30] as implemented in the VASP soft-
ware package [31–34]. PAW potentials containing three va-
lence electrons for Al and ten valence electrons for Ni were
used. LDA and GGA were employed as exchange-correlation
functionals, with the Perdew-Burke-Ernzerhof (PBE) [35]
parametrization for GGA. The sets of explicitly DFT com-
puted volume and temperature points for the solid and liquid
free-energy surfaces are given in Table II for Al and in
Table III for Ni. For details on the fitting procedure of the
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TABLE II. For Al, the mesh of explicitly computed volumes V (per atom) and temperatures T for the thermodynamic integration from the
optimized potentials to DFT. The volumes are additionally expressed in terms of a corresponding fcc lattice constant, a = (4V )1/3.

Solid Liquid

V (Å3) 15.88, 16.36, 16.85, 17.23 17.23, 17.48, 17.74, 18.00, 18.26
LDA a(Å) 3.99, 4.03, 4.07, 4.10 4.10, 4.12, 4.14, 4.16, 4.18

T (K) 250, 500, 700, 934 850, 950, 1050, 1150, 1250

V (Å3) 16.61, 17.10, 17.61, 18.00 18.00, 18.26, 18.52, 18.79, 19.06
GGA a(Å) 4.05, 4.09, 4.13, 4.16 4.16, 4.18, 4.20, 4.22, 4.24

T (K) 250, 500, 700, 934 850, 950, 1050, 1150, 1250

corresponding DFT solid free-energy surface and the respec-
tive convergence parameters we refer to our study in Ref. [20].
The DFT liquid calculations, i.e., calculations for �F liquid

ref2→DFT

in Eq. (6), were performed in a 3×3×3 supercell with 108
atoms for both Al and Ni. The explicitly computed DFT points
were used as input to fit polynomials up to third order to
obtain an analytical description of the free-energy surface as
a function of volume and temperature. As mentioned in the
methodology part, the upsampling technique [29] was applied
to speed up the thermodynamic integration calculations. For
Al the plane-wave cutoff and k-point mesh (Monkhorst-Pack
[36]) were set to 250 eV and 3×3×3 for the low converged
calculations, and 400 eV and 8×8×8 for the high converged
calculations. For Ni the plane-wave cutoff and k-point mesh
(Monkhorst-Pack [36]) were set to 300 eV and 2×2×2 for the
low converged calculations, and 450 eV and 5×5×5 for the
high converged calculations.

The electronic structure calculations for modeling the para-
magnetic state of Ni were performed employing the exact-
muffin-tin-orbital (EMTO) method [37,38] in the Lyngby
version of the code [39] within LDA. A 4×4×4 k-point mesh
was used for the 108-atom supercells. The basis functions
in the calculations were expanded up to lmax = 2 (s, p, and
d orbitals). To improve the convergence with partial waves,
higher tails (up to l = 3) were included in the charge density
calculations. For the integration the Green’s functions were
calculated in combination with the Fermi smearing at a high
temperature of 1750 K. Longitudinal spin fluctuations (LSFs)
were modelled combining the disordered local-moment ap-
proach and the recently proposed LSF theory [25].

For the reference potential calculations, i.e., calculations
for F liquid

ref1 and F liquid
ref1→ref2 in Eq. (6), we used the LAMMPS

software package [40]. The coexistence approach [18] was
employed to calculate the melting point of the “ref1” po-
tential utilizing a tetragonal 10×10×20 supercell with 8000

atoms resulting in T m
ref1 = 824 K for Al (experiment: 933 K)

and T m
ref1 = 1472 K for Ni (experiment: 1728 K). The other

reference potential calculations were performed in a cubic
10×10×10 supercell with 4000 atoms. For fitting the liquid
free-energy surface of our potential, i.e., F liquid

ref1 (V, T ), we used
the same volumes as for the DFT calculations (see Tables II
and III), but at a denser temperature mesh (steps of 5 K).

Both “ref1” and “ref2” potentials were fitted with MEAM-
fit code [41]. The volumes and temperatures used for the
fitting are summarized in Tables IV and V. The resulting
potential parameters are provided in Tables VI and VII. We
used in particular three pair terms for each of the density
contributions and pair potentials. For details on the meaning
of the potential parameters we refer to our previous work [6].

For the MD simulations we used a time step of 5 fs and the
Langevin thermostat with a friction parameter of 0.01 fs−1 to
control the temperature.

B. Computational efficiency

The efficiency of an optimized reference potential can be
quantified by the standard deviation of the difference to DFT
energies during the MD simulations as follows:

σ (�E )2 = 〈(�E )2〉λ,T − (〈�E〉λ,T )2, (7)

where �E is the energy difference between the reference po-
tential and the ab initio liquid calculated with low converged
DFT parameters. The smaller σ is, the less of the expensive
DFT MD calculations are required to statistically converge the
thermodynamic integration. Importantly, since the standard
error σn is proportional to the square root of the number of
(uncorrelated) sampling steps n, σn = σ/

√
n, reducing σ for

example by half results in a speed-up factor of 4, i.e., only
1/4 MD steps are required to get the same standard error
(for which one typically targets at 1 meV/atom). Therefore,

TABLE III. For Ni, the mesh of explicitly computed volumes V (per atom) and temperatures T for the thermodynamic integration from
the optimized potentials to DFT. The volumes are additionally expressed in terms of a corresponding fcc lattice constant, a = (4V )1/3.

Solid Liquid

V (Å3) 10.09, 10.36, 10.63, 10.90 11.09, 11.28, 11.47, 11.66, 11.86
LDA a(Å) 3.43, 3.46, 3.49, 3.52 3.54, 3.56, 3.58, 3.60, 3.62

T (K) 600, 1000, 1400, 1728 1500, 1600, 1700, 1800, 1900, 2000

V (Å3) 11.09, 11.47, 11.86, 12.06 12.26, 12.46, 12.66, 12.87, 13.08
GGA a(Å) 3.54, 3.58, 3.62, 3.64 3.66, 3.68, 3.70, 3.72, 3.74

T (K) 600, 1000, 1400, 1728 1500, 1600, 1700, 1800, 1900, 2000
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TABLE IV. Volumes V (per atom) and temperatures T used for
fitting the “ref1” potentials (fit to the DFT solid) of Al and Ni. These
“ref1” potentials apply for both the LDA and GGA calculations. The
volumes are additionally expressed in terms of a corresponding fcc
lattice constant, a = (4V )1/3.

Al Ni

V (Å3) 16.61, 17.10, 17.61, 18.00 11.09, 11.47, 11.86
a (Å) 4.05, 4.09, 4.13, 4.16 3.54, 3.58, 3.62
T (K) 934 1728

in the following we evaluate the efficiency of the reference
potentials by the square of the standard deviation.

We concentrate on the evaluation of the “ref2” potentials
for the liquid thermodynamic integration to DFT. We recall
our previous results for Cu [7] to enhance the comparison. In
Ref. [7] we investigated the efficiency of the “ref2” potential
(fitted to DFT MD trajectories of liquid Cu) by comparing
it to the “ref1” potential (fitted to DFT MD trajectories of
solid Cu) and a well-developed EAM potential available from
the literature [42] (labeled “lit”). We found [7] that with
our highly optimized “ref2” potential the efficiency of the
thermodynamic integration for the liquid phase is drastically
improved, especially at the coupling parameter λ = 1. At
λ = 1 the standard deviations of “ref2”, “ref1”, and “lit” were
respectively 1.3, 2.2, and 5.5 meV/atom. Thus, our “ref2”
potential is more efficient than the “ref1” potential by a factor
of ∼3, i.e., (2.2/1.3)2, and much faster than “lit” by an order
of magnitude, i.e., (5.5/1.3)2, in the CPU timing.

We have done similar efficiency tests for liquid Al and Ni
with “ref1”, “ref2”, and “lit” at λ = 1 with LDA (“lit” for Al
from Ref. [43] and for Ni from Ref. [42]). The thermodynamic
integration calculations were performed at a lattice constant
of 4.05 Å and a temperature of 1200 K for Al and 3.54 Å
and 2000 K for Ni. The standard deviations of “ref2”, “ref1”,
and “lit” for Al are 1.5, 1.9, and 4.6 meV/atom, respectively.
For Ni we have 2.7, 5.9, and 13.8 meV/atom, respectively.
The resulting speed-up factors of the “ref2” potentials defined
by (σ/σref2)2 are given in Fig. 1 along with the results for
Cu. We can see that the largest speed-up is achieved for the
“ref2” potential of Ni, with a speed-up factor of almost 30 as
compared to the “lit” potential.

Note that the comparison to literature potentials is done
here only for the purpose of a quantitative evaluation of the

TABLE V. Volumes V (per atom) and temperatures T used for
fitting the “ref2” potentials (fit to the DFT liquid) of Al and Ni. The
volumes are additionally expressed in terms of a corresponding fcc
lattice constant, a = (4V )1/3.

Al Ni

V (Å3) 16.61, 17.10, 17.61, 18.13 11.66
LDA a (Å) 4.05, 4.09, 4.13, 4.17 3.60

T (K) 1200, 1400 2200

V (Å3) 16.61, 17.10, 17.61, 18.13 13.08
GGA a (Å) 4.05, 4.09, 4.13, 4.17 3.74

T (K) 1200, 1400 2200

FIG. 1. Speed-up factors of the “ref2” potentials in the thermo-
dynamic integration to DFT with respect to well-developed EAM
potentials from the literature (“lit”; red bars) and the “ref1” potentials
fitted to the DFT solid phase (blue bars). The speed-up factor is
defined as (σ/σref2 )2, where σ is the standard deviation of the
corresponding potential and σref2 is the standard deviation of the
“ref2” potential.

efficiency of our methodology. The TOR-TILD method is
fully independent of the availability of empirical potentials
from the literature. This is important as for other material
systems empirical potentials might not be readily available.

C. Results and discussion

Figures 2 and 3 and Table VIII compile the results for Al
and Ni calculated with our TOR-TILD approach. The Gibbs
energies shown in Figs. 2 and 3 are referenced with respect
to the internal energy of fcc Al/Ni at T = 0 K. The melting
temperature is determined by the crossing point of the solid
and liquid Gibbs energies.

For Al our GGA calculations yield a value of 888 K, which
is 45 K lower than the experimental melting point of 933 K
[15,16]. Considering the LDA calculations, we find a melting
temperature of 972 K which is 39 K higher than the exper-
imental result. In our previous work [7], we found the same
phenomenon for Cu in that the experimental melting point
is located close to the middle of the predictions from GGA
and LDA. The reason can be traced back to the overbinding
property of LDA, which generally provides smaller lattice
constants, stiffer bulk moduli, and phonon frequencies com-
pared to experiment and GGA [7,51]. The stiffer LDA system
is more resistant to melting and exhibits a higher melting
temperature. Similarly as found for Cu [7], we find here the
same behavior for Al, i.e., that GGA and LDA provide a
confidence interval for the experimental temperature.

Based on our results, it is possible to understand why the
prediction of Vočadlo and Alfè [5] (GGA-PW91, 786 K) is
about 104 K lower than that of de Wijs et al. [2] (LDA,
890 K). However, both of these values are about 100 K
lower than our prediction for the corresponding exchange-
correlation functional, and as a consequence the experimental
melting point does not fall within them. We have performed
additional calculations in order to understand the origin of
this discrepancy. These calculations show that the discrepancy
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(a) GGA Gibbs energy (b) LDA Gibbs energy

(c) GGA enthalpy (d) LDA enthalpy

(e) GGA entropy (f) LDA entropy

(g) GGA volume (h) LDA volume

FIG. 2. Thermodynamic properties of Al calculated with TOR-TILD using the GGA-PBE and LDA functional.
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(a) GGA Gibbs energy (b) LDA Gibbs energy

(c) GGA enthalpy (d) LDA enthalpy

(e) GGA entropy

:

(f) LDA entropy

(g) GGA volume (h) LDA volume

FIG. 3. Thermodynamic properties of Ni calculated with TOR-TILD using the GGA-PBE and LDA functional.
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TABLE VI. Parametrization of the “ref1” potentials (fit to the DFT solid) for Al and Ni. For the meaning of the parameters we refer to
Ref. [6].

a(1) (eV) a(2) (eV) a(3) (eV) b(1) (Å) b(2) (Å) b(3) (Å)

Pair potential −1.1174 1.7587 1.1498 5.5632 2.9234 5.5410

a(1) a(2) a(3) b(1) (Å) b(2) (Å) b(3) (Å)
Al Electron density 6.9107 −8.0608 4.2553 2.9473 3.5518 3.9047

a (eV) b (eV) c (eV)
Embedding function 0.5794 6.1402×10−4 −1.1957×10−7

a(1) (eV) a(2) (eV) a(3) (eV) b(1) (Å) b(2) (Å) b(3) (Å)
Pair potential 2.9353 1.1455 −4.1899 2.4861 3.0310 1.5000

a(1) a(2) a(3) b(1) (Å) b(2) (Å) b(3) (Å)
Ni Electron density 4.8687×10−3 0.6028 1.7805 5.0000 3.5195 1.9218

a (eV) b (eV) c (eV)
Embedding function 1.4226 −1.7110×10−5 3.9254×10−9

arises mainly from a different treatment of the inner core
electrons. In Refs. [2] and [5] the ultrasoft pseudopotential
method was used, which enables more efficient DFT calcula-
tions at the expense of accuracy. In the present work, we have
instead employed the PAW method which can be generally
considered to provide a higher accuracy because smaller radial
cutoff radii around the core can be used and because the exact
valence wave functions with all nodes in the core region are
reconstructed.

For Ni our predictions from GGA (1557 K) and LDA
(1884 K) again provide a reliable ab initio confidence interval
with respect to the experimental melting point 1728 K [19].
We found that the impact of magnetism on the melting temper-
ature is very small, which supports the conjecture in Ref. [17]
that nonmagnetic calculations can reasonably well describe
free-energy differences between the solid and liquid phases. If
we neglect the magnetic contribution, the temperature window
predicted by GGA and LDA becomes slightly smaller, 1570 K

for GGA and 1860 K for LDA, i.e., 13 K higher and 24 K
lower than the respective values including magnetism. Impor-
tantly, each of the phases separately, solid and liquid, receives
an appreciable contribution from magnetism to the free en-
ergy. The reason behind the small impact on the melting point
is compensation: Both solid and liquid exhibit similar local
magnetic moments with similar temperature dependencies as
shown exemplary for GGA in Fig. 4(a). The similar magnetic
moments are a direct consequence of the strong impact of
atomic vibrations that smoothen the electronic DOS of both
phases similarly as shown in Fig. 4(b). Such a smoothening
was observed previously for solid phases [52,53]. Our calcu-
lations show that atomic vibrations affect the solid and liquid
phase similarly. As a consequence, the magnetic free-energy
contributions for both solid and liquid are almost identical,
with a difference of only 1.5 meV for GGA and 2.5 meV for
LDA at the corresponding melting point. As we will discuss in
Sec. III D, these small differences are even further diminished

TABLE VII. Parametrization of the “ref2” potentials (fit to the DFT liquid) potentials of Al and Ni. For the meaning of the parameters we
refer to Ref. [6].

a(1) (eV) a(2) (eV) a(3) (eV) b(1) (Å) b(2) (Å) b(3) (Å)

Pair potential LDA 2.7894 0.0052 0.8140 2.6477 4.6721 3.1719
GGA 2.9884 0.2752 0.8726 2.6401 5.1505 3.1793

a(1) a(2) a(3) b(1) (Å) b(2) (Å) b(3) (Å)
Al Electron density LDA 0.1509 5.9860 −6.0064 4.3191 5.5222 5.5177

GGA 1.6901 0.2709 0.5007 5.1276 5.7332 4.2475

a (eV) b (eV) c (eV)
Embedding function LDA 1.9660 1.9059×10−4 −2.3839×10−8

GGA 1.6015 −2.8506×10−5 2.2770×10−9

a(1) (eV) a(2) (eV) a(3) (eV) b(1) (Å) b(2) (Å) b(3) (Å)
Pair potential LDA −0.1411 5.0400 0.7510 4.4316 2.2141 2.9264

GGA −0.1177 0.4739 4.0172 4.1980 3.0017 2.2377

a(1) a(2) a(3) b(1) (Å) b(2) (Å) b(3) (Å)
Ni Electron density LDA −46.3863 46.7009 11.7757 4.1477 4.1559 2.5220

GGA 4.7188 16.7230 0.4975 2.7732 2.5060 4.4421

a (eV) b (eV) c (eV)
Embedding function LDA 0.9990 2.6626×10−3 −1.4885×10−5

GGA 4.4023×10−7 1.0930×10−3 −6.3746×10−6
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TABLE VIII. Melting properties of Al and Ni computed with TOR-TILD using GGA-PBE and LDA in comparison to experiment: Melting
temperature T m, enthalpy of fusion �Hm, entropy of fusion �Sm, and volume change �V m at the melting temperature. As it is rather difficult
to measure �V m and direct measurements are rare, we have added values (shown in brackets) obtained by V m

liquid − V m
solid, where V m

liquid and
V m

solid are respectively the absolute experimental volume of the liquid and solid at the experimental melting point corresponding to distinct
experiments as given in the table.

Al Ni
GGA Experiment LDA GGA Experiment LDA

T m (K) 888 933.61a/933.47b 972 1557 1728g 1884

�Hm (kJ/mol) 10.16 10.58a/10.71c 11.00 16.92 17.47g/17.66h 17.96
�Hm (meV/atom) 105 110a/111c 114 175 181g/183h 186

�Sm [J/(mol K)] 11.47 11.33a/11.47d 11.31 10.89 10.11g/10.22h 9.56
�Sm (kB/atom) 1.38 1.362a/1.38d 1.36 1.31 1.22g/1.23h 1.15

�V m (Å3/atom) 1.30 1.21e/(1.27) 1.25 0.67 (0.57)/(0.67) 0.62
V m

liquid (Å3/atom) 19.09 18.70e/18.76f 18.37 12.53 12.19h/12.29i 11.52
V m

solid (Å3/atom) 17.79 17.49e 17.12 11.86 11.62j 10.90

aReference [15]; bReference [16]; cReference [44]; dReference [45]; eReference [46]; fReference [47]; gReference [19]; hReference [48];
iReference [49]; jReference [50].

when the impact of LSFs on the electronic free energy is taken
into account.

Figure 5(a) summarizes the melting point results for Al and
Ni and also for Cu from Ref. [7]. The figure nicely highlights
that the concept of the ab initio confidence interval applies to
all three investigated elements, i.e., the experimental melting
points fall in between the GGA and LDA results. Figure 5(b)
indicates that the under(over)estimation of the melting points
by GGA (LDA) is correlated with the deviations in the
equilibrium lattice constants. This correlation reveals that the
deviations in the melting point predictions are eventually
caused by the underbinding (overbinding) property of GGA
(LDA).

Besides the melting temperature, with TOR-TILD we have
also access to other important equilibrium melting properties,
e.g., the enthalpy of fusion, the entropy of fusion, and the

volume change at the melting point, all of which are difficult
to measure experimentally. All computed melting properties
are visualized in Figs. 2 and 3 as a function of temperature. In
Table VIII we quantify the deviation from experimental values
at the respective melting points.

A careful inspection of Table VIII reveals that the concept
of the ab initio confidence interval also extends to the enthalpy
and entropy of fusion for both elements. To stress it again,
this means that the experimental values are likely to be found
inside of the range predicted by GGA and LDA, although not
necessarily in the middle of the confidence interval. The same
observation applies to Cu as found previously in Ref. [7].

Matters are more subtle for the volume change �V m at the
melting point. Considering separately the absolute volumes
of solid V m

solid and liquid V m
liquid for which a sufficient number

of experiments are available, we can clearly see that the
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FIG. 4. (a) Temperature dependence of the local magnetic moments for fcc and liquid ferromagnetic (FM) Ni from GGA. (b) Comparison
between the 0 K electronic DOS of fcc Ni (blue dashed line) vs its averaged high-temperature counterpart (blue solid line) and the DOS of the
liquid phase (red solid line) for the minority spin channel within GGA. The high-temperature electronic DOSs of fcc and liquid Ni feature a
very similar dependence on the energy. The gray shaded region indicates the electronic entropy distribution at 1728 K, i.e., the relevant part of
the DOS that contributes to the electronic free energy.
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(a) (b)

FIG. 5. (a) Ab initio confidence interval from GGA and LDA for the experimental melting points of Al, Cu, and Ni. (b) Correlation between
the deviation from experiment for the lattice constants �a and the melting temperature �T m.

experimental values do fall in between the GGA and LDA
predictions for both elements. For �V m only a single direct
measurement is available for Al. This value falls slightly
outside the GGA-LDA range. To enhance the comparison to
experiment for �V m we list in Table VIII values computed
from distinct experiments for V m

solid and V m
liquid (numbers in

brackets). We see that some values do fall into the GGA-LDA
prediction, others not. Thus, due to the limited experimen-
tal situation, we can only speculate that the concept of the
ab initio confidence interval is likely to apply as well for �V m

of Al and Ni. Again, a similar statement applies to Cu [7].

D. Special considerations for magnetism in Ni

Recall that we have applied ferromagnetic DFT calcula-
tions in the paramagnetic regime for both solid and liquid
nickel, including the magnetic entropy arising from transverse
magnetic fluctuations according to Eq. (5). In general LSF
contributions, i.e., variations in the magnitude of the magnetic
moments, which are only partially captured by the ferromag-
netic calculations, are important for an accurate description of
the high-temperature paramagnetic state of fcc bulk Ni [22].
As discussed above, LSFs caused by the atomic motion are
already included in our scheme by utilizing local magnetic
moments computed from the MD runs. In principle LSFs
could also have a reverse impact on lattice vibrations. It
has, however, been shown that in the special case of fcc Ni,
the impact of magnetic excitations on lattice vibrations is
negligible [23].

Previous studies have also revealed a negligible impact of
LSFs in Ni on stacking fault energies [20,21] and vacancy for-
mation energies [21] due to an effective cancellation. So far,
however, only free-energy differences between solid phases
of Ni have been considered (e.g., fcc vs hcp [20]), whereas
a similar estimation for the liquid structure has been lacking.
In the spirit of the previous work on stacking fault energies
[20] we therefore provide in the following several supporting
calculations that these finite-temperature magnetic effects are
unlikely to modify the energy difference between solid and
liquid phases and thus the predicted melting properties.

The LSFs could impact the electronic free-energy dif-
ferences (by modifying the electronic DOS) as well as the
explicit transverse magnetic contributions (by modifying the
effective local magnetic moments). As discussed, our ferro-

magnetic calculations reveal very similar magnetic moments
for both the solid and liquid phase. This is one of the main
reasons why the magnetic free-energy contributions stemming
from the transverse spin degree of freedom within the current
treatment cancel each other to a large extent providing only a
negligible impact on the melting point. To estimate the impact
of LSFs on the local magnetic moments in the paramagnetic
state and the corresponding impact on the electronic free-
energy contributions, we computed the electronic DOS and
effective local moments of Ni at high temperature (1750 K)
in both solid and liquid employing the LSF theory from
Ref. [25]. For this we selected from our ferromagnetic MD
runs three snapshots each for the solid and liquid struc-
ture (108 atom cell) at T = 1750 K. These snapshots were
employed in subsequent exact muffin-tin orbitals (EMTO)
[37,38] calculations in combination with the recently devel-
oped LSF theory [25] as also discussed in Ref. [24]. To better
compare the impact we performed the calculations for both
solid and liquid at the same volume of V ≈ 12.22 Å3/atom.

The impact of LSFs on the electronic DOS is exemplary
shown for a representative snapshot of the solid and the liquid
phase in Fig. 6. It is found that the LSFs further broaden the
electronic DOS of the individual structures and also decrease
the DOS near the Fermi level. LSFs thus decrease the explicit
electronic free energy for both phases. Inspecting the relevant
energy range at the considered temperature it is found that,
when comparing the electronic free-energy difference with
and without LSFs, the impact is slightly larger on the liquid
phase as compared to the solid phase. Considering the total
electronic free-energy differences it is found that the inclusion
of LSFs stabilizes the electronic free energy of the solid phase
by about 2 meV/atom as compared to the liquid phase. On
the other hand we find that the LSF stabilized local magnetic
moments in the liquid phase are slightly larger as compared
to the ones in the solid phase. This is also consistent with our
ferromagnetic calculations shown in Fig. 6. The LSF-included
magnetic contributions are thus stabilizing the liquid phase
by about 2 meV/atom which is almost exactly the value
we approximated from the ferromagnetic calculations [see
Fig. 4(a)]. Given both contributions together, the explicit LSF
contributions to the magnetic free energy and the impact on
electronic free-energy differences, we find thus that the impact
of LSFs on the solid-liquid phase transition is effectively
canceling out.
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FIG. 6. Impact of the LSFs on the electronic DOSs of the fcc and
liquid phase at V = 12.22 Å3 and T = 1750 K using LDA. The LSFs
further broaden the electronic DOSs of both phases as compared to
the ferromagnetic (FM) results, and render their shapes even more
similar.

IV. CONCLUSIONS

We have applied the TOR-TILD method to compute the
melting points of Al and magnetic Ni with high accuracy
utilizing GGA and LDA as exchange-correlation function-
als. To this end, we have extended the TOR-TILD method
to be applicable to magnetic materials. We have demon-
strated the excellent performance of the method. The largest
speed-up factor has been achieved for Ni, for which the
optimized reference potential for the liquid phase is about
a factor of 30 more efficient than the available literature
potential.

Based on the computed melting points for Al and Ni, and
taking additionally the previous results for Cu into account,
we can draw an important conclusion. Melting points com-
puted with the GGA and LDA functional suggest an ab initio
based confidence interval for the prediction of experimental
melting points. Further investigations for a larger number
and variety of examples are, however, required to further

generalize these findings. The GGA melting points provide
a lower bound and the LDA melting points an upper bound.
As explicitly shown, the deviations in the computed melting
points can be traced back to the underbinding and overbinding
property of GGA and LDA, respectively. The concept of
the ab initio confidence interval also applies to the enthalpy
and entropy of fusion. For the volume change at the melting
point the situation could not be finally settled due to limited
experimental information.

For Ni, for which a full magnetic treatment is at present
out of reach, we have in detail analyzed the magnetic contri-
bution at different levels of approximation. The main result
is that, even though each of the phases, solid and liquid, is
affected rather strongly by magnetism, there is a cancellation
of the magnetic impact on the melting properties which derive
from free-energy differences. A cancellation was observed
previously for solid phases of Ni. Here we could show that
the cancellation also applies to differences between solid and
liquid phases.

The physical reason for the cancellation is a substantial
broadening of the electronic densities of states of all phases
due to similarly strong thermal vibrations. The resulting
shapes of the densities of states as a function of energy
become very similar. Including the impact of longitudinal
spin fluctuations further enhances this effect and renders
the electronic density of states of fcc and liquid Ni almost
indistinguishable.

Finally, it is worth noting that, although TOR-TILD pro-
vides computationally efficient access to high accuracy melt-
ing properties, its practical application requires at present so-
phisticated user knowledge and suffers from many technicali-
ties. Therefore, the human work load is a serious bottleneck
for a general application of TOR-TILD. To overcome this
challenge, we are implementing a fully automatized TOR-
TILD simulation protocol into pyiron [54,55], which is de-
signed to automatize complex computational tasks in material
science. This development will be published elsewhere.
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