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SUMMARY

Hybrid semiconducting-superconducting mesoscopic circuits are the basis of topologi-
cal and parity quantum bits or ‘qubits’. Both qubits are expected to be intrinsically pro-
tected from decoherence, making them promising candidates for fault-tolerant quan-
tum computation. As topological phases effectively manifest exotic nonabelian particles
which might not exist in nature, these systems are also of fundamental interest. This the-
sis primarily employs radio-frequency (RF) reflectometry, an important measurement
tool for qubit readout, in order to study localized states in hybrid circuits. Since the hy-
bridization of localized quantum dot and Andreev bound states is foundational to the
aforementioned qubit implementations, our focus is on using RF tools to characterize
such hybridization. We therefore begin by outlining background theory of these states
and of RF reflectometry accompanied by simulations. Subsequently, we describe the
results of four distinct experiments.

First, in a system comprised of multiple quantum dots, we demonstrate a signal-to-
noise ratio of 15 in 1 ps for resolving interdot electron tunneling with RF reflectometry
of the dot gate electrodes, a proxy for the readout of numerous types of qubits includ-
ing spin and topological qubits. Additionally, we show RF reflectometry of the device
leads is mappable to DC conductance a priori, implying it can completely replace DC
measurement techniques for the characterization of semiconducting quantum circuits.

In the next experiment, we probe a superconducting island surrounded on either
side by a semiconducting quantum dot with RF gate reflectometry. Therein, we electri-
cally isolate the system from its leads, fixing the system’s total charge. Afterwards, we
correlate electron tunneling events between dots using frequency multiplexing of differ-
ent gate resonators, culminating in the controllable splitting of a single Cooper pair into
its constituent electrons. We also demonstrate a form of parity sensing using a strongly
coupled double quantum dot and gate reflectometry.

Continuing, we present a study of an irregularly shaped double quantum dot ar-
ranged in a loop and threaded by a magnetic flux. Employing gate reflectometry to mea-
sure the interdot hybridization, we observe that it oscillates as a function of flux with
a period of one flux quantum but with unpredictably varying amplitude and contrast.
This result is a prerequisite for the readout and manipulation of measurement-based
topological qubits and hybrid parity qubits.

As a final experiment, we investigate markers of the hybridization between Andreev
bound states in a multiterminal Josephson junction, itself a potential platform for sim-
ulating topological Weyl systems. There, we characterize the current-flux relation of a
four-terminal junction using two coupled DC superconducting quantum interference
loops, observing a ‘nonlocal’ Josephson effect tuned by the magnetic fluxes through both
loops. With a minimal theoretical model, we show that this behavior can be fully de-
scribed by an array of two-terminal Josephson junctions and is not a unique signature of
the hybridization of Andreev bound states in the junction.

ix



X SUMMARY

To conclude, we summarize our experimental results and discuss potential future
work. Namely, we emphasize the importance of understanding quasiparticle poisoning
for the performance of topological and parity qubits, and consider further applications
of RF measurement tools in studying hybrid systems. The results of this dissertation es-
tablish RF sensing as a complete characterization tool for hybrid quantum circuits, dis-
play its utility in studying floating systems to probe the movement of single electrons and
Cooper pairs, and demonstrate the flux-control of interdot tunnel couplings required for
hybrid parity qubits. Lastly, we highlight the indistinguishability of hybridized Andreev
states from trivial multiterminal Josephson effects in a multiterminal junction’s current-
phase relation.



SAMENVATTING

Hybride halfgeleider-supergeleider mesoscopische circuits vormen de basis van topolo-
gische en pariteit quantumbits of ‘qubits’. Van beide qubits wordt verwacht dat ze in-
trinsiek beschermd zijn tegen decoherentie, waardoor ze veelbelovende kandidaten zijn
voor fouttolerante quantumcomputatie. Aangezien topologische fasen effectief exoti-
sche niet-abeliaanse deeltjes manifesteren die mogelijk niet in de natuur voorkomen,
zijn deze systemen ook van fundamenteel belang. Dit proefschrift maakt voorname-
lijk gebruik van radiofrequentie (RF) reflectometrie, een belangrijk meetinstrument voor
qubit uitlezing, om gelokaliseerde toestanden in hybride circuits te bestuderen. Aange-
zien de hybridisatie van gelokaliseerde quantum dots en Andreev bound states de basis
vormt voor de eerder genoemde qubit-implementaties, richten wij ons op het gebruik
van RF-instrumenten om dergelijke hybridisatie te karakteriseren. We beginnen daarom
met het schetsen van de theoretische achtergrond van deze toestanden en van RF reflec-
tometrie, vergezeld met simulaties. Vervolgens beschrijven we de resultaten van vier
verschillende experimenten.

Ten eerste, in een systeem bestaande uit meerdere quantum dots, demonstreren we
een signaal-ruisverhouding van 15 in 1pus voor het blootleggen van elektrontunneling
tussen dots met RF reflectometrie van de dot gate elektroden, een proxy voor de uitlezing
van talrijke soorten qubits, waaronder spin- en topologische qubits. Daarnaast tonen we
aan dat RF reflectometrie van de apparaatleidingen a priori kan worden vertaald naar
DC-geleiding, wat impliceert dat het DC-meettechnieken volledig kan vervangen voor
de karakterisering van halfgeleider quantum circuits.

In het volgende experiment onderzoeken we een supergeleidend eiland omgeven
aan beide zijden door een halfgeleidende quantum dot met RF gate reflectometrie.
Daarin isoleren we het systeem elektrisch van zijn leidingen, waardoor de totale lading
van het systeem wordt vastgezet. Vervolgens correleren we elektrontunneling gebeurte-
nissen tussen dots met behulp van frequentiemultiplexing van verschillende gate reso-
natoren, wat resulteert in het controleerbaar splitsen van een enkel Cooper paar in zijn
samenstellende elektronen. We demonstreren ook een vorm van pariteitsdetectie met
behulp van een sterk gekoppelde dubbele quantum dot en gate reflectometrie.

Vervolgens presenteren we een studie van een onregelmatig gevormde dubbele
quantum dot opgesteld in een lus en doorboord door een magnetische flux. Door gate
reflectometrie te gebruiken om de interdot hybridisatie te meten, observeren we dat
deze oscilleert als een functie van flux met een periode van één flux quantum, maar
met onvoorspelbaar variérende amplitude en contrast. Dit resultaat is een vereiste voor
de uitlezing en manipulatie van op metingen gebaseerde topologische qubits en hybride
pariteit qubits.

Als laatste experiment onderzoeken we de signaturen van de hybridisatie tussen An-
dreev bound states in een multiterminal Josephson junction, welke zelf een potentieel
platform vormen voor het simuleren van topologische Weyl systemen. Daar karakte-
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riseren we de stroom-flux relatie van een vier-terminal junction met behulp van twee
gekoppelde DC supergeleidende kwantum interferentie lussen, waarbij we een ‘niet-
lokaal’ Josephson effect waarnemen dat wordt afgestemd door de magnetische fluxen
door beide lussen. Met een minimaal theoretisch model tonen we aan dat dit gedrag
volledig kan worden beschreven door een array van twee-terminal Josephson junctions
en geen unieke signatuur is van de hybridisatie van Andreev gebonden toestanden in het
knooppunt.

Tot slot vatten we onze experimentele resultaten samen en bespreken we poten-
tieel toekomstig werk. We benadrukken het belang van het begrijpen van quasiparti-
cle poisoning voor de prestaties van topologische en pariteit qubits, en overwegen ver-
dere toepassingen van RF meetinstrumenten bij het bestuderen van hybride systemen.
De resultaten van dit proefschrift vestigen RF-sensing als een compleet karakterisatie-
instrument voor hybride quantum circuits, tonen het nut ervan aan bij het bestuderen
van zwevende systemen om de beweging van enkele elektronen en Cooper paren te on-
derzoeken, en demonstreren de flux-controle van interdot tunnelkoppelingen die nodig
zijn voor hybride pariteit qubits. Tot slot benadrukken we de ononderscheidbaarheid
van gehybridiseerde Andreev toestanden van triviale multiterminal Josephson effecten
in de stroom-fase relatie van een multiterminal junction.
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INTRODUCTION

We shouldn't fear a world that is more interacted.

George W. Bush

Advancements in technology often arise when scientists come to appreciate the ap-
plicability of ideas from seemingly disparate research areas to their own. For example,
nuclear magnetic resonance imaging was employed to characterize organic molecules
for decades before it was considered as one of the earliest avenues to create a quantum
computer [1]. Likewise, one of the currently most promising types of quantum bits or
‘qubits’ proposed to construct a quantum computer are superconducting qubits, which
use circuit quantum electrodynamics (cQED) as a foundation for their operation [2, 3].
This arose from the realization that principles of cavity quantum electrodynamics, where
light is made to coherently interact with atoms, could similarly be applied in supercon-
ducting circuits containing ‘artificial atoms’ in the form of qubits [4, 5].

In the world of mesoscopic physics where small electrical circuits are described by
quantum mechanics [6], the search for a scalable quantum computer has seen great
advancements as different technologies meet, not the least of which is the advent of
cQED mentioned above. More pertinently to this thesis however, a flurry of research
commenced after the technique of combining properties of superconductors with those
of semiconductors through the proximity effect was shown to enable the formation of
topologically protected phases of matter [7, 8]. These include Majorana ‘quasi’-particles,
an effective realization of the hypothetical particle which is its own antiparticle proposed
by Ettore Majorana in 1937 [9]. Majorana quasiparticles, if conclusively observed, could
form the basis of topologically protected quantum computers [10, 11], the principal mo-
tivation for the experiments of this thesis.

In parallel, microwave reflectometry techniques have been employed since the ad-
vent of radar technology, but only in the past couple decades have they proven indis-
pensible for the investigation of mesoscopic quantum systems [12]. Not only are these



2 1. INTRODUCTION

techniques now the basis for readout of semiconducting qubits [13], they are also cru-
cial for the readout and control of topological qubits [11] and useful for the investiga-
tion of topological phases [14]. They provide fast access to many physical properties of
mesoscopic systems including and beyond those retrievable from direct-current mea-
surements, an idea which we try to further cement herein.

This thesis discusses experiments which aimed to exploit these combined technolo-
gies just a little bit further. We emphasize through these experiments that microwave
techniques are powerful tools for characterizing and understanding all semiconduct-
ing and superconducting hybrid devices. In particular, we focus on studying one of
the most fundamental characteristics of mesoscopic quantum devices: the quantum hy-
bridization of localized states. These states could be electron levels in a semiconducting
quantum dot, Andreev bound states in a superconducting Josephson junction, or a hy-
brid middleground in superconducting islands—all three of which are potential building
blocks of future topologically protected qubits, and all three of which are investigated in
the coming chapters.

1.1. THESIS OUTLINE

This thesis begins in Chapter 2 with an outline of the theoretical concepts in mesoscopic
physics and microwave measurement techniques employed in the subsequent chapters.
Namely, we discuss how electrons and quasiparticles form localized states in semicon-
ductors and superconductors, then discuss how these states can be probed with mi-
crowave reflectometry techniques, accompanied by example simulations. These tech-
niques form the basis of most of this thesis’ experiments.

As a fundamental illustration of the utility of microwave measurements for investi-
gating and characterizing semiconducting and hybrid systems, in Chapter 3 we present
experiments probing a nanowire multi-quantum-dot device with GHz-frequency res-
onators. We show that these techniques can effectively replace DC measurements for
characterization of semiconducting quantum devices. With an extremely high signal-
to-noise ratio we also demonstrate the rapid measurement of electron hybridization be-
tween two quantum dots, relevant for spin and topological qubits [11, 13].

Next, in Chapter 4 we use the same resonators to probe a more advanced device con-
sisting of quantum dots separated by a superconducting island. This system is probed
while completely isolated from Ohmic contacts, and we locally resolve interdot tunnel-
ing processes by frequency-multiplexing resonators coupled to each dot or island in the
system. With this approach, we manage to split individual Cooper pairs from the su-
perconducting island and retain them on the quantum dots, and also demonstrate a
technique using a strongly hybridized double quantum dot for measuring parity in such
systems.

Chapter 5 revisits the hybridization of electron levels in quantum dots with a twist:
with two elongated dots connected at two points to form a loop, a magnetic flux was
passed through to magnetically tune the hybridization. We successfully measure a hy-
bridization controlled by this flux, demonstrating the principle of quantum interference
in an irreducibly simple system of two hybridized states. We also quantify the limitations
of this tunability, since it is necessary for measurement-based topological qubits and un-
avoidably present in two-dimensional quantum dot arrays used in quantum computing.



1.1. THESIS OUTLINE 3

The experiment of Chapter 6 aimed to study hybridization of a different type of lo-
calized state: Andreev bound states in Josephson junctions, as the bound state spectrum
of multiterminal junctions may host topological phases [15]. We do so by studying the
current-phase relation of a four-terminal Josephson junction, finding that it has a highly
nontrivial dependence on the superconducting phase differences across its terminals,
even appearing as a Josephson junction with a tunable superconducting phase offset. It
is tempting to view these measurements as arising due to the hybridization of different
bound states localized between different junction terminals, however we find that these
results and the results of related experimental works can be modeled simply by consid-
ering a network of two-terminal Josephson junctions.

Finally, in Chapter 7 we summarize the experimental results of this thesis, and de-
scribe potential experiments in which the advantages of microwave measurement tech-
niques could further be put to good use in hybrid semiconducting-superconducting ex-
periments.

Separate data repositories for each subsequent chapter of this thesis are available
on Zenodo and referred to within each chapter, except for Chapters 2 and 7 which have
a combined repository available in Ref. [16]. Every repository contains code necessary
to generate all figures and fits from raw experimental and simulation data, as well as
the code necessary to run any simulations (the only exception being the charge stability
simulations of Chapter 4 which are described in that chapter’s supplemental sections).






THEORY

I'm going to try to see if I can remember as much
to make it sound like I'm smart on the subject.

George W. Bush

2.1. CONFINED SYSTEMS OF QUASIPARTICLES OR CHARGE

The field of mesoscopic physics primarily explores the quantum nature of electrons and
photons in solid materials', achievable by lowering the system’s temperature T such that
kg T is much less than the characteristic energy scales of the quantum electronic sys-
tem, where kg is Boltzmann'’s constant. Such discrete electronic states and bands can be
formed through electrostatic confinement of electrons, by condensing them into a su-
perfluid through superconductivity [19], or by the application of strong magnetic fields
to reach the quantum Hall regime [6]. This section discusses the first two mechanismes,
which in this thesis enable us to study the hybridization of individual fermionic states,
aided by radio-frequency reflectometry and DC transport measurements.

2.1.1. CLASSICAL CHARGE ISLANDS AND QUANTUM DOTS

CLASSICAL ISLANDS

To begin, we describe the technique by which we can control and study individual elec-
trons in mesoscopic circuits: electrostatic confinement”. Any piece of conducting mate-
rial or ‘island’ has some self-capacitance Cgs arising from Coulomb repulsion of charges
inside the finitely-sized material, and some capacitance C, to the environment, leading
to a total capacitance Cs = Csgls + Ce. A circuit with such a charge island is depicted in

1 Researchers also actively explore the quantum mechanics of phonons — quantized vibrations of the crystal
lattice - through studies of nanomechanical resonators [17] and quantum thermodynamics [18].
2Reviews of the physics discussed in the next two sections can be found in Refs. [6, 20-23]
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Fig. 2.1(a) connected via tunnel barriers to two leads. Placing N electrons on this island
then has an energy cost of Ug (N) = e N?/2Cs, corresponding to the energy stored in the
capacitor Cs. To add an electron, there is a chemical potential cost of

(N) = Ug(N) — Ug (N - 1) = €*(1 - 2N)/2Cs 2.1)

to accommodate for Coulomb repulsion [6]. A charge reservoir at Fermi level® up can
only add another electron on the island after the energy has been shifted so u(N) < ug,
at which point the ground state charge increases from N —1 to N. The fixed distance be-
tween these successive transitions motivates defining the charging energy Ec = e?/(2Cs).
This is half the spacing between consecutive charge resonances” Au(N) = u(N) — u(N —
1), which itself is more generally called the addition energy.

Remarkably, we have found discrete energies separate charge states in small capac-
itors. As a consequence, we can add or remove individual electrons by controlling the
Fermi level of a coupled reservoir or through electrostatic gating, as we describe below.
So far, we have also treated the capacitances coupled to this island as grounded, but if
a ‘gate’ electrode at voltage V; capacitively couples to the island with Cy, it induces an
opposing charge CgV; on the island’s side of the capacitor, so the island energy becomes

Ual(N) = Ec (N - ng)”, (2.2)

where ng = CgV;/|e| is the reduced gate voltage. These energies are plotted in black in
Fig. 2.1(b). In this way, we can tune the chemical potential pu(N) = Ec(N — ng—1/2) to
change the ground charge state of the island. As illustrated with the chemical potential
diagrams of Fig. 2.1(c), the island can support a current when p(N) is within the chemical
potential ‘bias window’ due to an applied voltage V4,5 across the island near the Fermi
level. In fact, the most common characterization tool for islands is to measure Coulomb
diamonds—a map of DC conductance® as a function of Vg and Vpigs [21]. A schematic
of such a measurement is shown in Fig. 2.1(d). Due to the aforementioned condition
of u residing within the bias window for current to flow, the island forms diamond-
shaped regions where its charge is stably fixed. This state of fixed charge is known as
Coulomb blockade. Outside these diamonds, current may flow across the island (shown
as gray). The slopes of the diamond edges are determined by capacitances Cs and Cq to
the source and drain contacts, as well as whether V4,5 is applied symmetrically about
the charge island or with the drain grounded [23]. In Fig. 2.1(d), the case of Cs = Cq =0
and a grounded drain is plotted. From the expression for u(N) we see that the degree to
which Vg tunes the chemical potential is quantified by the lever arm a = Cg/Cs, which
can be extracted from Coulomb diamond measurements as the ratio of the full width of
a diamond in Vj to its half height in Vps.

Interestingly, nothing about the above reasoning has invoked quantum mechanics.
Indeed, charge islands can be completely classical: while the energy separation in the

3As a reference point, we hereon take yp = 0 since all microscopic models considered in this thesis are only
valid near the Fermi energy.

4Note that by convention, Eg is often defined as e?/Cs instead [20-23], but examples of the e?/(2Cs) defini-
tion’s usage are similarly common (see Refs. [11, 24, 25] among many other examples).

SRF conductance or RF gate sensing measurements can also probe Coulomb diamonds, as will be introduced
later in this thesis and measured in Chapters 3 and 5 respectively.
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Figure 2.1: (a) Circuit model of a charge island or QD. The inset defines a commonly used symbol for tunnel
barriers modeled by a parallel RC circuit [22]. (b) Energy spectrum of a QD. Here, we chose §;, alternating
between §,4 = 0.2E (red excitations) and 0}, = 0.5E (orange excitations) and only show the first excited state
for each charge state. (c) Chemical potential diagram of the QD at different conductance resonances. Con-
ductance is only possible when po (V) is within the bias window formed by V4)j54 across the source and drain.
Excited states introduce an additional conducting path when they enter the bias window, provided the ground
state transition g (V) is also in the bias window [23]. (d) ‘Coulomb diamond’ stability diagram of charge and
tunneling processes a finite V}j,4, assuming Cs = C4 = 0. Blockaded regions with a stable QD charge are white
and form diamond shapes, while conducting regions are shown in gray. The onset of resonant tunneling pro-
cesses between charge ground states (dark gray) appear in measurements as a spike in conductance. From
these diagrams, a can be extracted as the ratio of a diamond’s half height in V5 to its full width in Vg, while
excitation energies can be read from the V4,j,4 value at which excited state transitions appear (dashed lines).
Inset: Zoomed plot at the window indicated by the green rectangle. Green markers correspond to the reso-
nances indicated in (c).

Fock space between states involving a different charge on the island is of the order Ec,
the Hilbert space of states for fixed N > 1 may be an arbitrarily large and completely
incoherent system. This is the case for an island made out of a small piece of metal, for
example [26]. Such classical charge islands are often called Single-Electron Transistors
or SETs [12, 27].

QuANTUM DOTS

Let us now consider the quantum limit of the charge island: quantum dots (QDs). For
mesoscopic islands at cryogenic temperatures in general, u(N) = Ug(N) — U (N — 1) +
Ey — Eny-1 where Ey is the ground state energy of the Hilbert space with N charges on
the island in excess of Ug. When Ex — Ey-1 is large compared to kg7, the island be-
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comes a quantum mechanical system or QD with a clear ground state | N) for each dot
charge. In this case we refer to the resulting spacing between charge-state transitions
as the addition energy, since it contains both Ec and Ex terms. We then treat the dot
as having the low-energy Hamiltonian H = Ec (N — ng)2 +Y,, E,|ny (nl, where the total
charge N =), n|n)(n|is now an operator. Even now, however, because the energy scale
E¢ associated with electron-electron interactions is typically much larger than the exci-
tation energy Ey — En— arising from quantum confinement of the system’s electrons, it
is feasible that the energy spectrum of the N-electron Hilbert space is completely uncor-
related with the (IV + 1)-electron spectra [28]. Nonetheless, it is very often the case that
the QD spectrum behaves as though each added electron sequentially fills independent
single-electron states [29-32], as we will observe in the measurements of Fig. 5.4.

When this behavior is observed, we may describe the dot with fermionic creation
operators é}’g indexed by quantum number j and spin o € {|,1}. Though not obviously
true, one can accurately assume Coulomb repulsion forms a separate term in the Hamil-
tonian from some single-particle energies 6 5 [33], giving
H=Ec(N-ng)" +Y.8;0¢ &0, 2.3)

50

with eigenenergies U = U (N) plus N energies 6§ for the occupied levels. By these
assumptions we have that N = Y. o 6;)0 ¢jo and Ey is the sum over the N smallest §; »
values. Because Ec is typically the largest energy scale compared to all § j ,, charge is
still a good quantum number. In other words, only the ¢;,, with §;, very close to the
N’th lowest energy 6 for a QD of charge N need to be considered at low energies.
Consequently, QDs form mesoscopic systems where individual fermionic states can be
studied, as is the focus of Chapter 5.

For semiconductor QDs with many electrons, the situation can be somewhere in be-
tween this noninteracting fermion case and one where individual ¢; , levels are not pos-
sible to define [32]. Ranges of Coulomb transitions may show correlated addition ener-
gies and others could show lesser correlation or none at all. For the large ring-shaped
QD measured in Fig. 5.2 for example, we observe a consistently finite excitation energy
in the QD but only partial correlation between successive Coulomb resonance positions.
Importantly, neither observing a finite excitation energy nor a Zeeman splitting of ener-
gies with applied magnetic field in a QD definitively proves the system states are well-
described by spinful single-particle states, though it strongly suggests this is the case.

Aside from granting the system a well-defined quantum ground state, the above-
mentioned fermionic levels have measurable signatures at higher energies. The lowest
two energies are given by Ug(N) = U (N) + Z;-V=05N and Ue(N) = Ug(N) + O n41 if we
suppress the spin index and assume all fermionic levels are nondegenerate. In this case,
for the ground state we have Au(N) = Ug (V) — Uel (N — 1) + 6y. The excitation energy
U.(N) — Ug(N) is measurable as alternations in Coulomb diamond sizes in experiment
(see Fig. 2.1(d)). Additionally, many tunneling pathways produce additional conduc-
tance resonance lines at finite bias (orange and red lines in Fig. 2.1) [23, 34]. Chemical
potential diagrams for the transitions U,(N) < Ug(N —1) and Ug(N) < U.(N —1) are
shown in Fig. 2.1(c) to illustrate this process, but care must be taken: Even if the excited
process’ chemical potential U,(N) — Ug(N — 1) or Ug(N) — U.(N — 1) is within the bias
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window, transport via this pathway cannot occur if the bias window doesn'’t include the
Ug(N) < Ug(N - 1) transition as well. Some excited state transitions may be less promi-
nent if the lead reservoirs cannot directly inject electrons into the excited state [23, 34]. If
any discrete states exist in the contacts near the QD, for example in the gap in a nanowire
QD between the QD and deposited metal contacts, these states can also appear in dia-
mond measurements and are easily mistaken for excited states of the QD [35, 36]. A clue
that resonant lines correspond to lead states, however, is that they have a different slope
than the Coulomb diamond resonances, indicating that V; has a different capacitance
to those states.

MULTI-DOT SYSTEMS

Since QDs can be viewed as artificial atoms with discrete fermionic ‘orbitals’ [21], mul-
tiple QDs connected together hold interest as articial molecules [22], particularly as a
platform where quantum hybridization between discrete states can be controlled and
studied. In a system with multiple charge islands, we must also consider Coulomb re-
pulsion of charges on different islands. We consider M islands with cross-capacitances
cij = cji for i # j and total capacitances Cy; summed over all ¢;;, the gate capacitance
Cg; of the island, and its remaining stray capacitance to the environment Ce;. A cir-
cuit diagram for the case of a double quantum dot (DQD) in series with two leads is
shown in Fig. 2.2(a). The electrostatic charging energy of this system in the charge state
N = (Ny, Na, ..., Njy) and with reduced gate voltages 7ig = (ng1, Ng1, ..., Ngnp) iS

2
Ua(N) = %(N— fig) - [} (N = ig)] (2.4)

where C is the capacitance matrix of the system®. It has off-diagonal elements C; j==cij
and diagonal elements C;; = Cs;. This energy still contains the single-dot energies o
(N; - ng,-)z, but now also contains ‘mutual’ charging terms. resulting from the Coulomb
repulson of electrons across different QDs. These terms are characterized by a mutual
charging energy En;j = &2 C;jl (CZiCZj/Cl?j —1)"! and contribute Emij(Ni — ngi)(Nj — ngj)
to the energy [22]. Importantly, there are now different chemical potentials for each
QD. Considering a DQD for example, one has p; (Ny, N2) = U(Ny, No) —U (N — 1, N») and
U2 (Ny, No) = U(Ny, No) —U(Ny, N> — 1) where U includes U and the individual QD level
spacings.

By measuring zero-bias conductance through the multi-dot system or reflectometry
from the dots’ gates (discussed in Sec. 2.2) as a function of different gate voltages, we can
measure the resulting charge stability diagram (CSD) of stable charge ground states. As
an example, we show the CSD for a DQD in Fig. 2.2(b). Stable charge states are separated
by gray lines when a charge must be exchanged with an external lead, while blue lines
show interdot transitions where a charge is exchanged between the QDs. If the lever
arms a; = Cg;/Cs; of the gates are known, the system’s charging energies and other en-
ergy scales such as tunnel couplings can be inferred from CSD measurements, as labeled
in the figure. Lever arms can be extracted from Coulomb diamond measurements as de-

6Despite appearing to be a natural extension of the single-dot formula in eq. 2.2, the derivation of this expres-
sion is nontrivial. It is given in Ref. [22] and more rigorously in Ref. [37].
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Figure 2.2: Double quantum dots. (a) Circuit model of a DQD with charging energies Ecj = e /(2Cs j) for
j €1{1,2}. (b) CSD showing the ground charge state in the absence of tunnel couplings (solid lines) near an
interdot charge transition (blue line) with Ey12 = 0.5Ec; = 0.5Ec2. The expectation value of charge on the
left QD is also plotted for an interdot tunnel amplitude . = 0.3Ec;. (c) Energy spectrum of a DQD near the
interdot charge transition along the red line in (b). (d-f) Zoomed out CSDs in the absence of interdot coupling
for Em12 =0(d), 0.5E¢; (e), and 2E(; (f). The system continuously evolves from two independent QDs (d) to a
strongly capacitively coupled DQD (f) described by a single charging energy with its chemical potential tuned
by both QD gates. All CSDs are labeled with the charge ground states (N7, N2) in each Coulomb blockaded
region up to some arbitrary offset. Figure is based on Refs. [22, 38].

scribed in Sec. 2.1.1, but ¢;; will change as the system is tuned from a single dot into a
multidot system, affecting «;.

Given a; and a», we now discuss how the system energy scales manifest in the CSD.
In the absence of tunnel coupling, interdot transitions only have a finite length (labeled
in Fig. 2.2(b)) in the CSD when c;» # 0. In Figs. 2.2(d-f), we illustrate this by plotting
CSDs for c;2 values ranging from 0 to encompassing the entire dot capacitances Cs;.
The intersections between the interdot and lead transitions are known as triple points
because each nearest dot level is resonant with each other and the lead reservoirs, en-
abling zero-bias conductance [22]. We see that the size of interdot charge transitions
increases with increasing c;», and grants the stable charge regions a hexagonal shape for
modest ¢y, values indicative of DQD behavior. For very large c;», the lead transitions of
the two dots appear as though they are a single QD sharing one charging energy, even if
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the two QDs cannot actually directly exchange charge with each other but only with the
lead reservoirs [39].

Now if we include a quantum tunnel coupling . hybridizing, for example, the ground
states |2,3) and |3,2) of each charge configuration, the interdot transition broadens in a
hyperbolic shape, shown by a plot of the expectation value of charge on dot 1 in Fig. 2.2
(b). From the distance between the hyperbolic lead transitions and the triple points, #.
can be extracted as illustrated in the figure [22]. Near the interdot transition, the DQD
forms bonding and antibonding states separated by an energy gap 21, [40] which enable
its usage as a semiconducting charge qubit [41-43], albeit with coherence times severely
limited by charge noise. The corresponding energy spectrum is shown in Fig. 2.2(c).

Outside of this DQD example, we remark that CSDs of systems with more than two
dots quickly become complicated to interpret in any two-dimensional measurement
[44]. Nonetheless, floating triple and quadruple QD systems isolated from lead reser-
voirs are investigated in Chapter 4 of this thesis.

2.1.2. CONFINEMENT BY SUPERCONDUCTIVITY: ANDREEV BOUND STATES
We move on to consider what happens if we construct charge islands out of supercon-
ducting materials, or strongly couple semiconducting regions to a superconductor. We
will find that localized states can appear bound not by electrostatic confinement, but
also by boundaries with a superconductor. Further, we will see that properties of su-
perconductors - such as their excitations being superpositions of electrons and holes —
directly compete with the Coulomb repulsion in charge islands, since the latter distin-
guishes between positive and negative charge.

Superconductivity is an electronic phase characterized by a vanishing electrical re-
sistance and an expulsion of all magnetic fields from the material in the form of the
Meissner effect [19]. Many conventional superconductors such as Al or NbTiN are well
described by Bardeen-Cooper-Schrieffer (BCS) theory, wherein electrons form bound
pairs of opposite spin and momenta known as Cooper pairs due to an effective attrac—
tion between them mediated by electron-phonon interactions [45]. Considering ¢ c ko a5
the creation operator for an electron of wave Vector k and spin o € {|, 1}, this interac-
tion leads to terms in the Hamiltonian of the form ¢ ck | k 1 G 1 6w |, making it difficult
to diagonalize exactly. In the mean field approx1mat10n where fluctuations of Cooper
pair occupations ¢y 1 ¢_i,| about the mean value ( 11 € k |) are small, the system can be
solved. This is at the expense of removing the Hamiltonian’s charge conservatlon, how-
ever, as the approximate Hamiltonian then contains terms of the form Ac 1o et K" The
parameter A is known as the superconducting pairing potential.

The system’s ground state |g) under this approximation is a condensate of Cooper
pairs: The pairing potential makes it more favorable for electrons to exist in Cooper pairs
than on their own, opening an energetic gap to any single particle excitations. Injecting
an electron or hole into the system requires an energy of at least |A| to reach the possible

excitation energies Ex = , /ei +1]AJ2, so |A| is referred to as the superconducting gap. The
density of states in this system is

vsc(E) = ——=VN (2.5)
E
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where vy is the system’s density of states in the absence of superconductivity. which
we plot in Fig. 2.3(a). The added electron or hole brings the system to a state ﬁ( -8 at
energy Ey above the ground state |g) where {yi ,} are fermionic operators given by

Yo = UkCko — O'deikae_up (2.6)
with electron- and hole-like coherence factors satisfying

1 £ 1 € A
ll? == - K lug? = = + k U V= ————. 2.7

2 2 2’ 2 2 2 k 2 2
2,/£k+|A| 2,/£k+|A| 2\/£k+|A|

Above, o = +1foro =1 and -1 for o =, while e~¥ removes a Cooper pair from the super-
conducting condensate. These ¥y, excitations obey fermionic anticommutation rules
and in that sense are like particles. Because they are described as a superposition of an
electron and a hole added to the condensate rather than a single real particle, however,
they are referred to as quasiparticles, in this case Bogoliubons specifically.

In the spectrum of Fig. 2.3 (a) where all states below the Fermi level are filled, a natural
question arises: Where are the Cooper pairs in this picture? In terms of the electron vac-
uum state |0), the superconducting ground state is equal to |g) = [Ty (2 + vkéltT éfk l) |0).
This is a superposition of the presence or absence of Cooper pairs—the Cooper pair con-
densate described above. It turns out, however, that |g) =[] ﬁ( | |0,y where we identify

the negative-energy ‘excitation’ operator ﬂ(l = 7y and |0y) is the vacuum state of the
Bogoliubons in the {}«, ¥k} quasiparticle basis [46]. The state |0,) has an energy Yy Ei
above the ground state energy. In this sense, we can view |g) equivalently as the Bogoli-
ubon vacuum with all negative energy excitations filled. This picture shows that the su-
perconducting condensate is described by the single-particle excitation spectrum rather
than being something independent. Relative to |g), on the other hand, applying any of
the original Bogoliubon operators )?;rw raises the system’s energy by Ex. Thusly we can
view an excitation of the condensate as adding a positive-energy electron above the gap
or removing a negative energy electron below the gap: in either case breaking the corre-
sponding k-vector’s Cooper pair.

Finally, we are prepared to discuss how superconductivity can lead to bound quasi-
particle states. Consider an interface between a normal conducting material and a su-
perconducting one. Electrons and holes impinging on the superconductor at energies
below |A| and above —|A| respectively cannot enter ordinarily due to the excitation gap.
If an electron enters the superconductor at positive energy E while a hole leaves the su-
perconductor at energy —E, however, energy is conserved and the superconductor can
remain in its ground state while gaining a Cooper pair. This process is called Andreev
reflection. Of course the reverse process can occur for current to flow in the opposite
direction.

It is interesting to take this principle a step further and consider a normal conducting
region confined either electrostatically or by a superconductor on all sides. Introducing
superconductivity into a system, we find it is not only simple electrostatic fields that can
confine charge into bound states. Boundaries between normal conducting and super-
conducting regions can form potential barriers in the form of the superconducting pair-
ing potential A(x), which switches from A(x) = 0 inside the normal region to A(x) = A for
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Figure 2.3: Superconductivity, and the connection between Yu-Shiba-Rusinov and Andreev bound supercon-

ducting states. (a) Density of states in a bulk superconductor according to eq. 2.5 along with a discrete subgap

state. (b) Schematic of a single electron level é:; coupled to superconducting leads with a superconducting

phase difference of ¢ applied across them. The electron level has chemical potential €, may have charging
energy Ec, and has a superconducting pairing potential A;,,q induced by the leads. (c) Phase diagram of the
system. For Ec < Ajnq, the ground state has even parity—consisting of a varying superposition of the level
containing zero electrons or a pair. At higher E¢, a region of fixed odd parity forms (outlined by a black line).
(d) Energy spectra of the system at the markers indicated in (c) as a function of ¢.

x in the superconductor. Outside the normal region, the system has a superconducting
gap, and ordinary electrons and holes with energies below A cannot enter except by An-
dreev reflection. Particles also reflect ordinarily from any electrostatic confining bound-
ary, so overall a bound state is expected to form. Because the resulting state consists of
superpositions of reflected holes and electrons, it has a superconducting character and
is referred to as an Andreev bound state (ABS) [46, 47]. In particular, the bound state has
an energy gapped above the Fermi level but below A by an amount depending on the
miroscopic characteristics of the system.

To illustrate this and investigate superconducting pairing’s competition with elec-
trostatic confinement, we consider a single electronic level 6; where o € {1, |} with some
coupling to two superconducting terminals. We plot a schematic of the system in Fig. 2.3
(b). These terminals have a phase difference of ¢ in their superconducting wave func-
tions, applied for example by forming them into a loop and threading a magnetic flux
[19]. The dot itself may have charging energy Ec = 0 and level energy ;. In the ‘atomic
limit’ where the leads’ superconducting gap is taken |A| — oo, the leads induce an effec-
tive pairing term qu = —Ajpq CcOS (<p/2)ei‘/’/26T & +h.c. for some induced gap Aing [48]. Aing
is a function of the tunnel coupling between the level and leads. At zero magnetic field,
&y = € and the dot may be described by the Hamiltonian H= ﬁp +EY 5 fig +2Eciny.
Note the latter two terms are equivalent to eq. 2.3 up to a constant offset. Diagonaliz-
ing the system, we plot the expected charge (1) of the electron level in Fig. 2.3(c). For
Ec < Ajng, the system ground state has fixed even parity and consists of a superposition
of zero charge on the level and two charges. The state in this region is localized on the
dot solely by superconductivity (though admittedly that was done a priori in this exam-
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ple by assuming the existence of éj,) and so is referred to as an ABS. On the other hand,
when E¢ > A a region in parameter space with an odd-parity ground state forms, but
this region is narrower as a function of ¢ than if there were no superconducting pair-
ing. From the example energy spectra plotted in Fig. 2.3(d), we see that the odd-parity
ground states are unaffected by ¢. In this latter case, excitation energies may be thought
of as a spinful electron in the level being screened by a quasiparticle in the supercon-
ductors, accordingly lowering the excitation energy [49]. Usually, the excitations in this
case are referred to as Yu-Shiba-Rusinov (YSR) states for historic reasons relating to mod-
els of impurities embedded in superconductors [49-52]. As the superconducting states
are traced out by taking the |A| — oo limit, this spin-screening effect is not captured in
our model, though it does reveal the competition between superconducting pairing and
charging energy, which defines the boundary between the YSR and ABS scenarios.

In this thesis, subgap excitations in superconductors are formed by coating a semi-
conducting region epitaxially with a superconducting shell, such as in excitations of the
superconducting island of Chapter 4 or the ABSs mediating supercurrent in Chapter 6.
Due to varying degrees of electrostatic confinement and coupling to the superconductor
which is not necessarily fully transparent, the resulting subgap excitations in the hybrid
semi- and superconducting system are always determined by a combination of charging
and pairing effects. The former effect is what leads to gate-voltage-dependent subgap
state spectra in hybrid systems [53], but in literature these states are broadly referred to
as ABSs [54, 55].

2.1.3. SUPERCONDUCTING ISLANDS

A superconducting island (SCI) is simply a charge island made up of a piece of supercon-
ducting material either on its own, or collectively forming a hybrid island with a small
semiconducting region strongly coupled to the superconductor, see Fig. 2.4(a). The re-
sult is a charge island modified by an energy cost associated with containing an odd
number of charges due to the superconducting excitation gap. The former case is the
basis of many early experiments on SCIs [56-58] and superconducting qubits like super-
conducting charge qubits and transmons, where a piece of superconductor is connected
to reservoirs by a Josephson junction and has a weak charging energy shunted by a ca-
pacitance to ground [5, 24]. Meanwhile, the latter hybrid situation has also been widely
explored [59-72], principally with the motivation of seeking Majorana bound states [10,
11, 73-78] or for engineering hybrid qubits based on ABSs [25, 79]. By coupling a semi-
conducting material to a superconductor, the material properties of the semiconduc-
tor (such as spin-orbit coupling, large g-factors, and gate tunability) are combined with
superconducting pairing via the proximity effect [47, 80-83]. It has been shown that
in such a system formed in a one-dimensional nanowire with extremely low disorder,
topologically-protected Majorana bound states can appear at the ends of the wire since
it effectively forms a Kitaev chain [7, 8, 84]. Moreover, prominent qubit proposals ex-
ploiting these protected states form a Coulomb-blockaded island out of the system [10,
11], granting it protection from quasiparticle poisoning [85]. Additionally, hybrid SCIs
can be chained together as a metamaterial to effectively form a Kitaev chain [86-88].
These and other applications have driven the wealth of research into SCIs over the last
two decades, and motivated the experiments of this thesis.
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Figure 2.4: Characterization of superconducting islands. (a) Schematic of a hybrid SCI of charging energy
Ec connected via tunnel barriers to lead reservoirs. A floating superconducting material (gray) of gap A =
1.3E¢ proximitizes a semiconducting QD (green), potentially inducing subgap states at energies below A. In
this case, we consider a single subgap state at energy Ey. (b-c) Energy spectrum for different charge states
in the island with Ey = A (b) and Ey = 0.5E¢ (c). Even-parity ground states are shown in blue while odd-
parity ground states are in green. Notably, odd-parity charge states have a minimum energy Ep higher than
any even-parity state. (d-e) Coulomb diamond schematics for the Ej values in (b-c), with only ground-state
Coulomb resonances depicted, and with source and drain capacitances neglected. For biases larger than 2A
(grayed regions), cotunneling via the superconducting shell’s quasiparticle states may occur, enabling non-
zero conductance even in Coulomb blockade [89].

Unfortunately, modeling SCIs presents an obvious difficulty: the BCS Hamiltonian
describing a superconductor under mean-field theory does not conserve particle num-
ber [19], while a charging energy on the superconductor pressures particle number in-
toto being a good quantum number. Solving a superconductor’s Hamiltonian without
applying the mean-field approximation is difficult, but can be done for example with
numerical renormalization group methods [90]. Thankfully, to understand the behav-
ior of SCIs, in many cases it is sufficient to simply ignore this contradiction. Small-size
effects are not expected to appear in SCIs until their size decreases enough such that
the single-particle level spacing exceeds the superconducting gap [91] — a limit which is
not easily reached [92] — so projecting the system onto states where quasiparticle parity
matches the charge parity is often sufficient [73, 74] (see also Appendix F).

If a SCI is weakly coupled to other QDs or leads and we are indifferent to spin effects,
we can then simulate the charge stability of the system using the ground state energies

1+ (-DN
Usci(N) = Uel(N) + EOTv (2.8)
simply imposing a free energy cost Ej of the superconducting gap on states with an odd
number of charges [57, 76, 89]. Here, E is the lowest energy quasiparticle excitation en-
ergy, and could be less than A if subgap states are present. Aside from spin-splitting ef-
fects on the island’s quasiparticle states and effects of the superconductor proximitizing
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neighboring QDs, this toy model is sufficient to calculate the CSD of a system consisting
of normal and superconducting QDs. More generally, one can model a SCI by adding the
charging energy term to the Hamiltonian for the superconductor. Most notably, nonzero
Ej results in two distinct regimes of behavior of a SCI: that for charging energy E¢ < Ej
and that for Ec > Ej, see Fig. 2.4(b),(c).

In the former case, single-electron or ‘le’ transport is suppressed in favor of Cooper
pairs tunneling on and off the island (notable exceptions include floating systems, see
Sec. 2.1.4). The relevant chemical potential determining the locations of transitions is
thus Uscy (V) — Uscr (N —2), adding two electrons to the system. As the chemical potential
in the source contact e Vyys is the energy available to supply a single electron, the condi-
tion for conductance resonance with the source is now 2e Va5 = Uscr(N) — Uscr (N — 2).
Hence, the height of Coulomb diamonds can be found to be 4Ec, in contradiction with
Refs. [62, 93] which claim it is 8 E¢. As we will see from the case Ey < E, the latter would
lead to an unphysical discontinuous jump in the diamond size as Ej is lowered. The
resulting expected Coulomb diamonds are plotted in Fig. 2.4(d). The fact that Ey > E¢
can be inferred by observing a splitting of Coulomb resonances as the gap is suppressed
below Ec, or a transition from 2e- to le-periodic Coulomb resonances as a bias voltage
across the island |e W,/ is increased above 2E [58]. In the figure, we only show the po-
sitions of ground state Coulomb resonances in black and mark the region of |e Vyja5] > 2A
in gray rather than showing the precise location of excited-state Coulomb oscillations.
What can be said with certainty, however, is that above biases of 2E, the lead reservoirs
may supply quasiparticles to maintain the island in a state consistently ‘poisoned’ with
quasiparticles. For |eVjy5| > 2E( the Coulomb oscillations therefore must be 1e-periodic
outside of the Coulomb diamonds. This allows one to read off Ey from such measure-
ments, in fact. Inference of A itself is made possible by noting that above A, many states
become available for second-order tunneling processes across the island (see Sec. 2.1.5),
greatly increasing the amplitude of cotunneling currents [94]. Often then, 2A can be
identified as the eVj);,4 at the onset of horizontal cotunneling lines in the Coulomb dia-
monds [60, 62, 69, 89].

In the second case where E¢ > Ej on the other hand, single-electron tunneling occurs
at Coulomb resonances. Notably though, because of the Ej cost of having odd numbers
of electrons, the regions in parameter space consisting of a stable odd charge are smaller
than those with an even charge. This is evident from the chemical potential differences
U(N) — u(N —1) = 2Ec — 2Ey and p(N + 1) — u(N) = 2Ec + 2E, for even N. Hence, both
Ep and Ec can be read out from Coulomb diamond measurements in this regime, as is
illustrated in Fig. 2.4(e). Finally, note that as Ey — 0, we recover the conventional 1e-
periodic Coulomb oscillations of a metallic charge island or QD.

2.1.4. ELECTRICALLY FLOATING DOT SYSTEMS

In discussions of QD systems up to this point, we have assumed that the system’s total
charge can freely vary. In this case, given that the dots’ charging energies are large energy
scales compared to kg T, the system always resides in states near in energy to its ground
charge state. Isolating or floating a multi-QD system from all leads fixes its total charge,
on the other hand, forcing it to remain in an excited subspace of charge states satisfying
charge conservation. Without leads, one must resort to RF measurement methods (see
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Sec. 2.2) or charge sensing techniques to probe the system, so why impose this additional
constraint?

For one, broadened lead transitions in CSDs can overlap with and conceal details
of more interesting charge-conserving tunneling processes within the multidot system.
Additionally, interdot transitions in floating systems are not interrupted by lead transi-
tions and therefore occupy larger regions in gate space, facilitating their investigation.
For example, one can measure successive interdot transitions in a floating double QD
or SCI system (schematized in Fig. 2.5(a)) by simply sweeping one of the QD’s gate volt-
ages instead of measuring a two-dimensional CSD [64, 67, 95]. There, we consider an
island with charging energy Ec, smaller than its lowest subgap excitation Ej, and a QD
of charging energy Ec; > Ej. The general principle behind this is that without lead reser-
voirs, there is no chemical potential serving as a reference for the QD energies, removing
one charge degree of freedom. Hence, for an N-dot floating system, only N —1 gates
need be swept to navigate the full space of allowed charge states. This is evident in the
CSD shown for a floating QD-island system in Fig. 2.5(d), which only contains diago-
nal lines. To visualize how a nonfloating QD-island evolves into this picture, one must
imagine that all transitions disappear from the CSD except for the interdot transitions
conserving the now-fixed total charge. These transitions extend across gate space since
there are no others to interrupt them. As another example, the CSD of a floating triple
QD (depicted in Fig. 2.5(b)) is shown in Fig. 2.5(c). There, we see that interdot transitions
between any pair of dots can be reached by tuning only two of the three QDs’ gate volt-
ages. From both of these CSD examples, we also observe that increasing a reduced gate
voltage Cg; Vyi/|e| by one no longer necessarily increases a semiconducting QD’s charge
by one. This is because without lead reservoirs, adding charges to a QD requires adding
the energy required to increase its charge and the energy required to remove charge from
another QD.

A second interesting property of floating hybrid systems is that fixing their charge
can reveal tunneling processes which were not energetically accessible in equilibrium
otherwise. Returning to the example of a QD-island: at zero bias voltage and weak tunnel
couplings the SCI with charging energy Ec, < Ep exchanges charges two at a time as
Cooper pairs with any other dots or leads. Meanwhile, if we remove the leads from this
system and keep only the island tunnel coupled to the QD of substantial charging energy
Ec; > Ej, only interdot charge transitions can occur. In this case, the energy cost of two
electrons tunneling is always at least 2E¢; + 2Ec2 — 2Ej as both dots’ charging energies
must be paid for a charge transition to occur. We show the CSD and energy spectrum of
such a system in Figs. 2.5(d) and 2.5(e) respectively. The latter illustrates how higher and
higher energy charge states become the system’s ground state as gate voltages deviate
from the analogous nonfloating system’s ground state. By making the system floating, we
may therefore probe quasiparticle states and single-electron tunneling at equilibrium
even in a SCI with a vanishing charging energy [64, 67]. Though not featured in this
thesis, we thusly tuned multidot systems into floating QD-QD or QD-island systems as
a technique for characterizing the devices pertaining to the projects of Chapters 3 and 4
137, 38].

As a final example, we consider the case of Cooper pair splitters: devices which use
charging energies of separated QDs to force a Cooper pair’s constituent electrons to
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Figure 2.5: Floating systems of quantum dots. (a) Schematic of a floating system consisting of a semicon-
ducting QD of charging energy Ec; coupled to a SCI with lowest subgap excitation energy Ep and charging
energy Ec». (b) Schematic of a floating triple QD. (c) CSD of the floating triple QD system depicted in (b), with
Ecy = Ec2 = Ecs and Enm12 = Em23 = 0.3Ec; and with tunnel couplings and quantum level spacings neglected.
Charge states are labeled as (N7, N2, N3) up to some arbitrary charge offset. (d) CSD of the floating QD-island
system depicted in (a), using Eco = 0.2Ec;, Ep = 0.3Ec), and neglecting mutual capacitances. Charge states
are labeled as (N7, N2) up to an arbitrary even offset with N» = 0 corresponding to some even charge on the
island. Regions of odd parity are narrower in gate space due to their additional minimum energy cost of Ej. (e)
State energies for the QD-island system depicted in (a) with Cg) Vg1 /el = 5. Energies increase rapidly as gate
voltages deviate from the values at which their charge state in a nonfloating system would equal the floating
system’s total charge. The system exhibits 1e charge transitions even though Ec» < Ep because the energy of
transfering an electron is at least 2(Eg; + Ecp) in a floating DQD.

‘split’ into separate locations [96], see Chapter 4 for further discussion. Fixing the QD
chemical potentials at the Fermi level of their metallic leads, only single electrons can
flow from the superconducting lead unless it is biased by at least its superconducting
gap A. This is because the QD charging energies Ec imply there is a cost of at least E¢
for two excess electrons to enter this QD simultaneously, inhibiting entire Cooper pairs
from tunneling. If the two QDs are placed within the superconducting coherence length
of each other, there is a possibility for crossed Andreev reflection (CAR) to occur, however.
In this process, the spin-entangled electrons from a Cooper pair coherently split and tun-
nel into separate QDs [96]. As long as the QDs have the same chemical potential and are
within the bias window, this can occur at any finite bias voltage of the superconducting
lead. In this manner Cooper pair splitting has been demonstrated in numerous mate-
rial systems, including InAs nanowires [97-101], carbon nanotubes [102-104], graphene
[105-107], two-dimensional electron gases [108], and others [109]. A disadvantage of this
approach is that individual Cooper pairs are not retained on the QDs but quickly tunnel
into the metallic drain reservoirs, making tests of their coherence or entanglement diffi-
cult. But what happens if we remove the metallic leads, essentially rendering the system
‘half-floating’? In this case electrons cannot escape from the QDs upon entry, and tun-
ing the superconductor’s chemical potential between p > 0 and p < 0 tunes the system
between a Cooper pair being split onto the dots or recombined into the superconduc-
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tor, respectively. The Cooper pair’s electrons now stably reside on the QDs and could
be tested for spin entanglement by checking for violations of the Bell inequality, as has
been done in spin qubit platforms [110]. In Chapter 4, we similarly split Cooper pairs in
the case where the system is fully floating with the superconducting lead replaced by a
SCI. We also consider the applicability of such a floating hybrid triple QD as a basis for
forming dot-based Kitaev chains in Chapter 7. More generally, half-floating a system by
pinching off all leads except for one makes the remaining lead’s bias voltage behave as
a gate voltage for all dots with a lever arm of one. Accordingly, lever arms of QDs can
be extracted from the slope of measurements of bias against QD gate voltages in such
systems.

2.1.5. SECOND-ORDER TUNNELING PROCESSES

Second-order tunneling processes occur when two quantum states that do not have a
wave function overlap are indirectly coupled via some intermediate states. As a generic
example, consider arbitrary states |a) and |b) coupled to a central mediating manifold
of N = 1 states detuned in energy, say |v;) with quantum number j € {0,1,..., N—1}. The
system may then tunnel from |a) to |b) via the states’ mutual wave function overlaps
with |v;), schematically depicted in Fig. 2.6(a). Second-order tunneling or cotunneling
processes are fundamental to the functionality of hybrid quantum technologies, and un-
avoidable in any system using more than two QDs [111]. In hybrid systems, CAR is es-
sential to the formation of Majorana bound states in QD-based Kitaev chains [86-88]. It
is a cotunneling process where a superconductor having an excess Cooper pair or two
normal regions around it containing a pair of excess electrons take the place of |a) and
|b), while states with a quasiparticle in the superconductor take the place of |v;). We
observe coherent CAR and compare it to the cotunneling formalism described below in
Sec. 4.7.4. As another example, charging-energy-protected Majorana qubits can mea-
sure the qubit state from the effective tunneling amplitude between two QDs, consti-
tuted partially from cotunneling via the fermionic mode formed by two Majorana states
as |v;) [10, 11]. Given the importance of second-order tunneling processes, we discuss
more precisely how they arise in this subsection.

To be concrete, let us consider the generic Hamiltonian

H= (Ia><a| |b) (b)+ Y Ejlvj)(vjl+)_ (tajlv)) (@l +h.c.), (2.9)
J ja

~~

Il
<

zPI

where ¢ is a small detuning between |a) and |b), t,; for a € {a, b} are weak tunnel cou-
plings to the virtual states which need not be the same, and the mediating state energies
E; > E, for some Ep > ¢, 1. Essentially, the states |v;) are energetically inaccessible,
but are still relevant as the only states coupled to the more energetically favorable states
|a) and |b).

Under these assumptions, we aim to project the system onto its low energy subspace,
which will consist of the states |a) and |b) ‘dressed’ by some occupation of |v;) states
and with an effective cotunneling amplitude between them. To do so, we apply a unitary
Schrieffer-Wolff transformation 5 He~$ to the Hamiltonian [11 2], using the transforma-
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Figure 2.6: Limits of the cotunneling approximation’s validity. (a) Schematic of the generic system: states |a)
and |b) detuned by ¢ are coupled indirectly via states {|v j)} jat energies E > |e| with tunnel couplings t, 7
for a € {a, b} such that |z, jl <« Ej Vj, k. (b-d) Simulations of this system for N =2 |v j) states of equal energy
Ejp, with all tunnel couplings set equal to 7. (b) Total wave function overlap of the ground state |ygs) with the
mediating states |v j) in the full Hamiltonian (solid red) and the low-energy Hamiltonian of eq. 2.16 (dashed).
For comparison, the effective coupling between |a) and |b) is plotted in blue. (c) Wave function overlap of |gs)
with |a) as a function of € and ¢, showing how the transition broadens due to hybridization between |a) and
{lv j)} i with increasing coupling. (d) Low-energy spectra of the system at the two linecuts indicated in (c) in
the full Hamiltonian (solid lines) and in the low-energy Hamiltonian of eq.2.16 (dashed lines). Inset: Zoomed
view of the center of the plot. The low-energy Hamiltonian drastically diverges from the true spectrum even
for t =0.1Ey (orange).

tion matrix S defined as

L. L
$= ﬂ|a><uj|—ﬂ|v,~><a|). (2.10)
ja\ Ej Ej

Note the property " = —§ ensures e® is unitary. To calculate the transformed Hamilto-

nian, we make use of the Baker-Campbell-Hausdorff formula to expand the exponential
and find )
Str.-S_ Fr.8 7 & [& 7 3 /3. 313

e*He 5= A+ (8, A+ (8, (S A]] +0(3,1B3 + & 1E3). @.11)
With this relation, the purpose of our choice of § becomes clear. It satisfies [S, Hp| =
—V+@(£taj/E§), such that

S~ 8 o~ Lia

S-S 3 /13 2

S He :H0+5[S,V]+@(taj/Ej+£taj/Ej). 2.12)

To second order in the small energy parameters we may calculate the commutator and
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explicitly write the Hamiltonian as

c o & i
e*He™ ~ —(1a) (@ = 1b) /1) + teo b)) (| + 155 @) (D]
+Y EL WO+ Y et (1 + 1)|y’><u’|+hc =
= =1 J#k’a‘”“kEj Ep) 0T

up to a constant offset, where ¢’ = ¢ + ¥4 ;|tajl*/ 2E)), E} = Ej+ (Jtq1* + |t127j)/Ef +
YialtZ,/(2Ef), and

feg = bj (2.14)
7 Ei
Crucially, the Hamiltonian is now in a transformed basis given by
R |ta'|2 [ ta]l'*.
N S j aj oy aj - 3 13
la'y=e Ia>—( - Y |“>_ZE|"1> Z w2 @+ 0y E})
J
& |ta]|2 |tb]|2 “!t*k
W =ellvp) =|1-————|lvp+ —| )= (—“)|vk>+@(t3-/E3.),
J J 2F 2 Vj Z k#z]:a ZEJEk aj’—j
(2.15)

calculated from the series expression for e®. As written above, the states are orthogonal
to second order in f,; and &.

The Hamiltonian is now also in two decoupled blocks, one for the {|a’),|b’)} states
and one for the {| v;.)} j states. Atlow energies, we then only need to consider the Hamil-
tonian block of the |a’) and |b') states, since the eigenvalues of the Iv}) block are of the
same order of magnitude as E;, while those of the {la'y,|b)} block are of the order £’ « E;.
We therefore have

n /

e 1™ ~ = (1a) (/| =11) (V) + teo D) (@1 + 5 1a/) V1. (low energies)  (2.16)

Hence, for weak tunnel couplings the system is naturally described in the basis of our
original states |a),|b) — |a’),|b’) dressed by some occupation of the mediating states,
and effectively coupled to each other via f.,. In practice, eq. 2.16 is implicitly applied in
dot-based Kitaev chain models to describe both elastic electron cotunneling (ECT) and
CAR [87], is used to describe ECT in semiconducting QD systems [111], and we consider
the applicability of this formalism to a floating hybrid triple QD in Sec. 4.7.4.

We assess the range of validity of the low-energy model of eq. 2.16 in Fig. 2.6. Consid-
ering the case of N = 2 with E; = Ej and setting all #,; = ¢ for some coupling ¢, we plot
the wave function overlap of the system ground state with the mediating states |v;) (red
lines) as well as the effective cotunneling amplitude between |a) and |b) in Fig. 2.6(b)
(blueline)’. As is evident from egs. 2.15 and 2.16, both t., and the wave function overlap
with {v;}; increase quadratically with .

"The case N = 2 is often the minimum number of states involved in cotunneling, since electron tunneling
processes via a middle Bogoliubon or QD usually have at least one nearby electron-like or hole-like tunneling
path [111].
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With this in mind, we emphasize the main point of this section: it is at best mislead-
ing and at worst incorrect to refer to |v;) as a ‘virtual’ state mediating cotunneling as
is done pervasively in literature [6, 93, 111, 113, 114]. The effective coupling ¢, is only
nonzero insofar as the system’s low energy states involve wave function overlap with the
‘virtual’ states, which is of the order of | ¢, |/ E;. Additionally, we remark that by the point
where 1., (plotted in blue) is a few percent of the mediating state energy E;, the cotun-
neling approximation already significantly diverges from the full Hamiltonian’s solution.
In Figs. 2.6(c) and 2.6(d) we emphasize this further, by showing the broadening of the
|a)y — |b) transition (see Fig. 2.6(c)) and the low-energy spectrum for two small values of
tunnel couplings in Fig. 2.6(d). Even for tunnel couplings 10 % as large as the E; ener-
gies, ¢, is an ill-defined measure of the effective coupling between |a) and |b). Since the
true eigenstates involve substantial wave function overlap with the |v;) states, there is
no obvious way to define a single energy scale describing an effective hybridization be-
tween |a) and |b) for such #, j values. It may seem apt to refer to cotunneling as occuring
via ‘virtual’ states since these states are classically inaccessible in energy, but it is crucial
to remember that higher-order tunneling processes may only occur so long as there is a
real wave function overlap of the eigenstates with these mediating states [115].

2.2. PROBING QUANTUM CIRCUITS WITH MICROWAVE

RESONATORS
To measure properties of quantum systems as fast as possible and avoid 1/ f noise ubiq-
uitous in quantum circuits, it is desirable to probe quantum systems at high frequencies
f in the microwave range” [12]. When doing so, one typically scatters a microwave tone
from the device of interest (e.g. from a gate or lead), measuring its complex reflection
coefficient I with a vector network analyzer or other readout electronics’, defined as the
ratio of reflected to incident voltage. Portions of the signal reflected in-phase or out-of-
phase with the incident photons form the real and complex parts of I' [116]. Unfortu-
nately, stray capacitances shunt the microwave signal to ground, meaning conventional
DC measurement lines are impractical for this purpose. By using a transmission line
such as a coaxial cable where inductances and capacitances are tuned to form a waveg-
uide for microwave photons, however, this obstacle can be overcome. The characteristic
impedance of most coaxial lines is a standard Zy = 50Q, making I' = (Z — Zy)/ (Z + Zy) for
a device impedance of Z [116], with example circuits depicted in Figs. 2.7(a,c). Here we
encounter another issue however: semiconducting quantum devices are typically char-
acterized by large resistances and small capacitances [13], making | Z| > Zj. In this limit
IT'| — 1 becomes insensitive to changes in Z, making the measurement useless. We show

8For too large of a frequency, the resulting energy scale 1 f approaches the energy scales of the system, making
driving effects and circuit quantum electrodynamics (cQED) important [5]. We avoid this regime as much as
possible throughout this dissertation, though we encounter it in Ch. 4.

90ther devices capable of measuring high frequency complex scattering parameters include ultra or super high
frequency lockin amplifiers or electronics tailor-made for measuring qubits such as the QBlox QRM module,
Quantum Machines OPX, Zurich Instruments UHFQA, and Intermodulation Products Presto. All of these
devices boil down to a combination of digital-to-analog converters generating the RF signals, mixers used to
reach desired frequencies, filters, and analog-to-digital converters to read the returning signals, which can
be built out of individual components by the experimenter as well. Note that scalar network analyzers are
phase-insensitive and can only measure |I'|.
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Figure 2.7: Impedance matching reflectometry circuits. (a) A minimal circuit measuring the reflected RF signal
T'(Z) from a resistive impedance Z into a transmission line of characteristic impedance Zy = 500, shifted by
a change in impedance AZ. (b) Absolute difference in RF signal change AI' = I'(Z + AZ) - I'(Z) for different
bare impedances Z and impedance shifts AZ. Z; is plotted as a dashed red line. When Z < 7, a change in
impedance can be resolved in |AT'|, while for Z > Z, the reflected signal is insensitive to AZ. (c) A minimal
circuit measuring the reflected signal from a bare capacitance C shifted by a change in capacitance AC. (d)
Absolute change in I for the circuit in (c) with or without AC, using a bare capacitance C = 0.5pF. The mea-
surement frequency f at which |1/(27i fC)| = Zy is shown as a red dashed line. This frequency aligns with the
maximal possible signal, indicating the importance of impedance matching. The range of AC shown corre-
sponds to charge islands of charging energies ranging from e?/(2AC) = 1peV upwards.

the expected reflected signal change from a real impedance Z changing by AZ > 0 in
Fig. 2.7(b). Similarly, coupling a coaxial line via bonding wires to a device chip where
one expects to measure a capacitance (see Fig. 2.7(c)), there is generally an unavoidable
parasitic capacitance of at least C = 0.1pF to ground [13]. Measuring a superimposed
change of capacitance AC, we plot the absolute change in I" expected for the impedance
1/2xif(C+ AQ)) for different probe frequencies f in Fig. 2.7(d). Choosing f to create a
capacitive impedance matching Z; maximizes the signal, but one is restricted to mea-
sure near this frequency, and even in this case the optimal signal is nowhere near the
maximum possible |AT| = 2. Due to this requirement of Z < Z; in both cases, we say
that it is desirable to match the impedance of Z to the readout circuit.

Here is where resonators come in. A circuit resonates at frequencies where all of
its reactive components — capacitors and inductors that is — have an impedance which
cancels out to zero. At angular frequency w = 27 f, the impedance of a capacitance C is
—1/wC and that of an inductance L is iwL. A system of an inductor and capacitor forms a
simple harmonic oscillator, with the charged capacitor plate forcing current to increase
or decrease, resisted by the inductor. Since the former impedance has a negative imag-
inary part and diverges at small w while the latter’s imaginary part diverges to +oo as
w — oo, these resonances will always exist if the circuit isn't damped by excessive dissi-
pation [116]. Due to their impedance’s high sensitivity to L and C near a resonance, they
form a simple impedance transformer.

By embedding our device of impedance Z in such an LC circuit, the impedance of
the entire circuit becomes strongly sensitive to changes in Z near resonance frequencies.
For the circuit depicted in Fig. 2.8(a) with internal losses modeled by a resistance R (not
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Figure 2.8: Reflectometry response of a loaded resonator circuit. (a) A minimal reflectometry circuit formed
by an inductance L in series with a parallel capacitance C and admittance Y, which in this example is either a
resistance or capacitance. (b-d) The resonator response near its bare resonance frequency fo = 400MHz given
parameters L =420nH and C = 0.377 pF chosen based on Chapter 5. The response of the resonator is shown for
Y =0 (black), Y = 2¢%/h (one conductance quantum, red), and Y = 271i fAC (blue) where AC = 301F is chosen
very large compared to typical experimental values in order to exaggerate the resonance frequency shift it
imparts on the resonator. We plot the reflected signal’s amplitude (b), phase (c), and full complex response
(d).

pictured), the input impedance is
7 jwL+ R+ ! (2.17)
=iw e — .
e iwC+Y

where Y = 1/ Z is the complex admittance of the device. For Y = 0, this circuit resonates
atfrequency fy = wo/2n = 1/(2nv/'LC), and near resonance we have [116]

w—wo

Zyes ~ R+2iRQ |w—wo| < wpy (series circuit) (2.18)
which holds over all frequencies of interest, since the bandwidth in frequency space
where the resonator responds is typically much narrower than its resonance frequency.
Here, Q = woRC is the quality factor of the resonator circuit, roughly representing the
number of cycles the resonator can oscillate over before a photon leaves or is dissipated
from the circuit.

Now, suppose Y can be modeled as Y = G + iwAC, that is, a resistor and capacitor
in parallel. When GZ2j is very small, as is often the case for reflectometry across semi-
conducting QDs and their gates, we can Taylor expand eq. 2.17 to find that eq. 2.18 holds
with wg — 1/v/L(C+AC) and Q — wo(R(C + AC) + LG) to lowest order in G. By fitting
a resonator’s response to extract Q and wy (see Appendix C), one can thus measure the
impedance of a quantum circuit, a possibility we pursue further in Chapter 3. Resonators
may also be formed from distributed elements like coplanar waveguides, but in Sec. 3.7.1
we show that a similar result holds for such resonators. To illustrate the effect of ¥ on
the resonator response, we plot the reflected signal from a resonator for capacitive and
dissipative Y and R = 0 in Figs. 2.8(b-d). With no internal losses, the resonator forms a
circle of unit radius in the complex I plane (see Fig. 2.8(d)), and a capacitive shift moves
the resonance frequency without changing the resonator lineshape. As a result, the ca-
pacitive shift is only resolvable in Arg[I'], shown in Fig. 2.8(c). Real resonators with some



2.2. PROBING QUANTUM CIRCUITS WITH MICROWAVE RESONATORS 25

internal losses shrink the circle towards I" = 1, giving it a characteristic dip in amplitude
near the resonance. This effect, pictured in the red curve of Fig. 2.8(b), enables resolving
changes in device conductance. A capacitive shift in the presence of internal losses is
then also resolvable as a shift in this dip as well as a change in its depth, since Q depends
on wy when R # 0. To ensure no information is lost, it is best to consider the full complex
I' data when looking for a signal.

Notably, the lineshape of the resonator response can be alternatively viewed by com-
paring the loss rate of photons from the LC circuit into the readout line characterized
by an external or coupling quality factor Qc, to the loss rate of photons to the environ-
ment characterized by the internal quality factor Q;. Expressions for these quantities de-
pend on the specific resonator circuit [13, 116]. In this case, the total Q = U(le + Qi’l).
In these terms, the resonator has a unit-radius lineshape in the complex plane when
Qi > Q.. Conversely, when Q. > Qj, the resonator response shrinks to a point either
due to excessive losses (low Q;) or from not enough photons being exchanged with the
readout line (high Q). For this reason we therefore call the resonator undercoupled or
overcoupledwhen Q; < Q. or Q; > Q. respectively. When Q; = Q. the resonator amplitude
dips precisely to 0 on resonance, and the resonator is critically coupled. For measuring
small resistive or capacitive signals, the maximal signal often occurs for critically cou-
pled resonators [13, 117], depending on the circuit.

These principles form the basis of radio frequency reflectometry techniques rou-
tinely applied in semiconducting quantum devices [13]. As described below, resonators
are quantum harmonic oscillators whose excitations are photons, but for this disserta-
tion’s purposes we do not exploit this fact. Resonators serve only as tools for probing
quantum circuits here. This begs the question: when can we safely neglect the quan-
tum mechanical nature of our resonator and treat its electromagnetic fields classically,
focusing on the device of interest?

2.2.1. RESONATORS IN THE QUANTUM AND SEMICLASSICAL LIMITS

Practical resonator circuits may consist of numerous capacitors and inductors, and may
not even be lumped-element circuits. The speed of light in a medium can be a fraction
of that in vacuum'?, so for millimeter-scale resonator circuits operating at few-GHz fre-
quencies the light wavelength can be comparable to the circuit size. As a result, the cir-
cuit elements are ‘distributed’ and the spatial dependence of voltages and currents must
be considered. Nonetheless, for a given frequency (e.g. near a resonance) any circuit
with only linear components can be written as an equivalent circuit with a single induc-
tor L, capacitor C, and resistor R; via Norton’s and Thévenin’s theorems [118]. Whether
the resulting RLC circuit is in parallel or series configuration, its classical Hamiltonian is
Hy = Q%/2C + ®?/2L where Q is the capacitor charge and ® = [’ V(#)d?’ is the integral
of the voltage across the inductor. In a superconducting circuit these variables can be
promoted to canonical quantum variables Q and ® obeying the commutation relation
[®, Q] = ik so that H; — H, becomes a quantum Hamiltonian [2]. As this Hamiltonian is
of the form of a quantum harmonic oscillator, we can solve it by introducing the bosonic
ladder operator a = iQ/+\/2Chwo+®/+/2Lhw, with [a', 4] = 1 and wy = 1/vLC. In terms
of a the Hamiltonian becomes lﬁlr =Hhwy (a*a+1/2). In other words, the RLC circuit hosts

10The speed of light in a typical coaxial cable is roughly 2¢/3, for example.
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a single photonic mode with annihilation operator & of energy wy. Meanwhile, the resis-
tor can be viewed as a coupling between the cavity photons and a thermal bosonic bath,
inducing dissipation [119, 120].

This quantization of superconducting circuits is the basis for circuit quantum elec-
trodynamics (cQED): the coupling of photons to quantum circuits. Aside from introduc-
ing microwave-frequency methods like two-tone spectroscopy for probing the energy
spectrum and state of quantum circuits [121], this field is crucial for the formation and
coupling of superconducting qubits [4, 5], and even semiconducting qubits [122]. Mod-
eling resonators as quantum mechanical systems as in cQED is the approach usually
taken when resonator frequencies approach the energy scales of the system — typically
in the range of a few-GHz''.

Nonetheless, in this dissertation we mainly use microwave resonators as a probe for
the quantum device of interest, and not for its own quantum behavior. Hence, it is rel-
evant to consider when we can treat the resonator as a classical system of oscillating
voltages and currents, instead of a photonic cavity. Following Ref. [123], we describe an
expression for the response of the resonator including both parametric contributions
and quantum interactions between the resonator and probed device. Counter to intu-
ition, we find that these two contributions are additive, and both can simultaneously
be relevant. As an example, we apply the theory to a charge qubit where an electron is
tunnel-coupled between the states of two QDs.

Broadly, the argument is as follows: The Hamiltonian of the system is A = A + Hy(x)
where ﬁd is the device’s Hamiltonian with bare eigenstates {|w;)}; at energies E;. Itis a
function of some charge or flux variable x. The resonator couples to the device through
quantum variations of x — xq + X; related to photons in the resonator. For a resonator
capacitively coupled to a device by capacitance Cg, we have %, = (Cg/ C)Qle=iAa" - a)

where A = 2(C4/C)\/ i/ (2¢2V/L/C). Essentially, % is the charge induced on the device-
resonator capacitor by resonator photons in units of e while xj is a DC charge offset [2,
123]. Galvanic coupling of the resonator to a semiconducting device inevitably involves
incoherent tunneling into the device’s leads and is ill-suited for this purely quantum
description. Instead, the approaches of Section 2.2.2 should be employed. For capac-
itances between a gate electrode and a submicron-scale QD, we typically have Cg < C
such that 1 « 1. Accordingly, one may Taylor expand the Hamiltonian to second order in
A. The %;-dependent part of the Hamiltonian is the resonator-device coupling Hamilto-
nian, while the xo-dependent part describes the bare device Hamiltonian. Additionally,
we assume the resonator is in the dispersive regime where liwg — |E; — Ej| for any i, j is
much larger than the energy scales of the coupling Hamiltonian o< A. In this way, we
can neglect resonant excitations in the device induced by the resonator. Considering the
resonator as containing n photons, from the second-order energy corrections in A pro-
portional to n we may finally read out the resonator frequency shift. When the device is

HThe reason for this is one of convenience: It happens that many semiconducting and superconducting
qubits are easily tuned such that their transition frequencies are in the range of a few to tens of GHz. On
the other hand, it is convenient that standard SMA cables operate from DC to 18 GHz, as do a great deal of
other useful microwave components such as amplifiers, circulators, and measurement electronics.
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Figure 2.9: Parametric and dispersive response of a resonator to a DQD charge transition when the resonator
is coupled to one of the dot’s gates. (a-c) Thermally averaged expected resonance frequency shift (§w¢) of a
resonator with equivalent parallel L = 1.28nH and C = 0.427pH (such that wo/27 = 6.81 GHz) for different £
including only the parametric shift (a), the dispersive shift (b), and both contributions (c). (d) The fraction
of {§wy) given by the parametric contribution at ng = 0.5 for the 6.81 GHz resonator (dashed) and for a lower
frequency resonator with L =420nH, C = 0.377 pF, and wg/2m = 400 MHz as was measured in Chapter 5 (solid).
For all plots, a QD charging energy Ec = 500peV, temperature T = 71 mK (based on the results of Chapter 5),
and lever arm of 0.1 are used.
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where g;; = [{(y; | a - (xo) |y ]>‘ is the resonator coupling strength to the transition |y;) —
[y ;). The first term is a parametric shift of the resonator frequency due to the device oc-
cupying state |y;): this may be viewed as arising due to the quantum capacitance Cq =
4e%(0%E;10x*)~! of the device. Meanwhile, the second term is the dispersive shift result-
ing from virtual second-order photon transitions between the device and resonator.

Often, only the former is considered at low frequencies while only the latter is con-
sidered at higher frequencies, but both terms are distinct and additive [123]. At very low
frequencies where fiwg < |E;—E|| itis valid to consider only the parametric contribution,
but it is less obvious when the parametric contribution could be neglected. The second
derivative of E; in the device ground state could be very small away from anticrossings
or at anticrossings arising from a very strong hybridization between states.

To investigate the crossover between these two regimes, we consider the case of a
DQD near an interdot charge transition, as is probed with resonators in Chapters 3 and
5.This example is mathematically equivalent to the Cooper pair box example considered
in Ref. [123] with the Josephson energy replaced by interdot tunneling and with a single
charge tunneling instead of a Cooper pair. We consider both QDs as having charging
energy Ec, with one dot coupled to a resonator via Cg leading to a reduced gate voltage
ng = —x and the other dot’s reduced gate voltage fixed at 1/2. Considering a single charge
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shared between the dots, the Hamiltonian up to a constant offset is

E, 2
Clig fe ) (2.20)

Hpop =
DQD ( tr Ec(1-ng?
where . is the interdot tunnel coupling. Including a mutual charging energy between
the dots only serves to shift the center of the interdot transition as a function of ng, so we
neglect it here. The energy eigenvalues are

E. = Ec(n? - ng +0.5) 0.5\/E2(2ng — 12 + 4|12 2.21)

which has a minimum excitation energy of 21 at ng = 0.5. Also, GPIDQD /0ng isreadily cal-
culable, so we plot the thermally averaged frequency shift (§wy) in Fig. 2.9 for a 6.81 GHz
resonator. We consider parametric and dispersive terms from eq. 2.19, and find that both
substantially contribute to the full frequency shift when 2t < wo/27. When 2t is rela-
tively close but not equal to wg /27, the dispersive terms dominate. Many experiments
in circuit quantum electrodynamics consider only these terms [123], as do we in Chap-
ters 3 and 4. Finally, when w¢ is much smaller than any excitation energy, the paramet-
ric shift dominates the resonator response. We plot the fraction of the total frequency
shift given by the parametric shift in Fig. 2.9(d) for the 6.81 GHz resonator (dashed line)
and a 400 MHz resonator (as measured in Chapter 5, solid), confirming this expectation.
This justifies considering only the parametric impedance of a system when measuring
atvery low frequencies, but as excitation energies approach the resonator frequency, vir-
tual photon transitions with the resonator must also be considered.

2.2.2. IMPEDANCE OF QUANTUM CHARGE SYSTEMS

Since our focus is on using resonators as a noninvasive probe of quantum systems, we
hereon focus on the classical regime where the resonance frequency wy is small, and its
detuning from the excitation frequencies (E; — E;)/7 of the system under investigation
is much larger than the resonator’s characteristic coupling strengths g;; to this system.
In terms of the quantum mechanical theory of Sec. 2.2.1, this corresponds to wy < w;;
and |wp —w;j| < g;j for all i and j. The latter condition is that for being in the dispersive
regime where the resonator state is altered due to photon-induced virtual transitions in
the quantum system, dressing the resonator state without introducing driven transitions
in the quantum system. Meanwhile, the condition wy < w;; suppresses even these vir-
tual conditions, meaning that the only effect of the quantum system on the resonator is
its effective impedance associated with the quantum or thermal state of the system. In
this case, the resonator can be treated in terms of how its electromagnetic field couples
into the quantum sytem. Conversely, the quantum system can be treated as a parametric
impedance perturbing the circuit parameters of the resonator. This is the approach we
will take to discuss the modeling of potentially-open quantum systems of charge in the
‘weak-signal’ regime, where the resonator does not cause driving effects in the system.
We focus on the case of the resonator being capacitively coupled to the device, but also
briefly discuss the expected signal for Ohmic coupling to a device lead.
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GATE REFLECTOMETRY

For completeness we begin as generally as possible': Consider a quantum charge sys-
tem with Hilbert space . described by a density matrix p related to the system’s Hamil-
tonian H. Let H have eigenstates |1,) indexed by quantum number a. The system may
in general be in a mixed state due to incoherent coupling to thermal reservoirs (phonons)
or charge reservoirs (leads). A small oscillating resonator voltage V(1) = ng’ +6Vgsin(wi)
weakly capacitivelyAcouples via gates with lever arms a; = Cg;/C; to a set of QDs with
charge operators {Q;};, where Cyg; is the gate’s capacitance and C; is the total capaci-
tance of the QD. The charge (Q;) is the charge induced on the capacitor Cg; including
the QD charge —e(i1;). The resonator then becomes sensitive to the system’s effective
impedance, which we will infer from the total gate currents Iy = 3"; d (Qi) /dt [125]. Here,
‘weak’ coupling means that the resonator’s energy per photon 7wy and the amplitude
of its oscillations to the Hamiltonian A parameters are small compared to other energy
scales of the system. In this case, we may treat the resonator as a classical oscillating elec-
tromagnetic field parametrically affecting H and its tunnel rates to external reservoirs.
In terms of p, the effective current seen by the resonator reads Iy = ¥'; & trace [pQ;].

To continue, we assume that the charge system is weakly coupled to any charge reser-
voirs and photon or phonon baths. In this case the quantum details of reservoirs and
baths can be traced out, such that their only effect on # is to incoherently couple charge
states of the system via a Markovian master equation. Namely, the dynamics of the sys-
tem are described by a master equation in the Lindblad form which can be solved for p
[126]. In addition to dynamics described by the von Neumann equation for the reduced
system dp/dt = —(i/h)[H, ], the Lindblad equation adds ‘jump’ operators to the right
hand side, coupling different states of the system with certain characteristic rates. This
approach is taken in Ref. [124], but solving a Lindblad equation is complex, so we con-
sider a simpler limit of this formalism: that where the jump operators couple one system
eigenstate directly to another. In other words, if the jump operators describe thermal
excitations, they cause excitation between eigenstates of the system. Meanwhile, if they
describe tunneling between the QDs and leads, then this approximation is only valid if
eigenstates of the QD system are charge states. Finally, because {|1 )}, is an orthonor-
mal eigenbasis of /4 we may write p = )}, P |Wq) (ol where P, is the probability of
occupying state | q).

Under these conditions, we may calculate }_; (Q;) = Cgeom Vg + X_; ett,i 1€l (72;) where
@eff,; # @; is an effective lever arm depending on all QD capacitances and Cgeom is a clas-
sical ‘geometrical’ contribution to the QD capacitance unrelated to quantum effects, see
Appendix D for details. Then because the only time dependence of expectation values is
contained within V;(#), we may write

0 <u/a| fli W/a) %

2.22
Vg  dt ®.22)

dv, . dp,
Igzcgeomd_l:g'f'zaeff,”e'Z (Wa|ni|Wa>d_:+Pa
i @

By our above assumptions, P, can be solved with classical master equations of the form

12A more detailed formulation of the impedance of charge systems can be found in Ref. [124], which also
includes driving effects.
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[127]
dP,

dz

=) (Tp—aPp—Ta—pPa), (2.23)
Bra

where [g—pisan incoherent tunneling rate between |y 4) and lwp) [13, 125, 128-130].
These rates could represent tunneling of charge into lead reservoirs. For a system with-
out charge reservoirs, though, I';_. g may also represent phonon absorption or emission
from a thermal bath to excite or relax the system [13, 125, 130]. Now we may illustrate
why our above approximation was needed: given a hybridized DQD for example, the
eigenstates may consist of superpositions of charge states. Meanwhile, it could be the
case that incoherent tunneling occurs with lead reservoirs, but these couple one charge
state to another, not different eigenstates. In that case, the aforementioned Lindblad
formalism [124] or other quantum model of open systems must be used [131].

The impedance described in eq. 2.22 can be understood by noticing three types of
terms in the expression. First, there is CgeomdVy/d? — the equation for current through
a capacitor Cgeom. Second, there is the term CqdVg/d#, where

OWal By
i a g

is the quantum capacitance, which we take the time-averaged value of over one res-
onator cycle. For each quantum state occupied with probability P,, this capacitance
quantifies the smooth change in charge expectation values in that state as a function of
Vg. Notably, these changes are zero if the quantum state is a simple charge state, and
non-zero whenever the state is composed of multiple charge states hybridized together.
It is only present when charge states are coherently hybridized, hence the name. Quan-
tum capacitance can be equivalently formulated in terms of the second derivative of
energy with respect to voltage as in Sec. 2.2.1, since the energy stored on a capacitor C
is CVgZ/Z [132]. This manifestation of quantum capacitance has been frequently mea-
sured in experiment, from early experiments on Cooper pair boxes [132, 133] to many
experiments on DQDs (See Refs. [117, 134-141] for example).

The third type of terms in eq. 2.22 are those proportional to dP,/dt. Evidently, these
terms relate to changes in the statistical distribution of the system between states in
time. Assuming the only time-dependence in our system arises due to 6 Vgsin (w?), the
solution of eq. 2.23 may include terms proportional only to sin (w?) or cos(wt) — that
is, proportional to Vg or dVg/ds. From Ohm’s law for a resistor, we see that the former
terms contribute dissipation to the circuit while the latter contribute an additional ca-
pacitance. The potential resistive contribution is referred to as Sisyphus admittance [13,
125, 130, 142] because the resonator voltage ‘pushes’ the system higher in energy only
for incoherent relaxation events to dissipate this energy outside the system, depicted in
Fig. 2.10(b) in orange. Meanwhile, the capacitive contribution is called tunneling ca-
pacitance (denoted C;) because it quantifies how the statistical distribution of charge
changes as the resonator voltage swings due to the V; dependence of tunneling rates
[4—.p. These two contributions go hand in hand, as the Sisyphus admittance is typically
proportional to C; [125] (see also Appendix E). Together, we refer to the sum of C; and Cq
as Cp, the parametric capacitance [130], since it varies with the applied DC voltage Vg0
and other parameters of the quantum system.
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Figure 2.10: Parametric capacitance of interdot tunneling in a DQD. (a) Schematic of a DQD tuned close to
an interdot charge transition hybridized with strength #., with a gate resonator applying an oscillating detun-
ing between the charge states and sensing the system’s parametric capacitance Cp through reflectometry. (b)
Energy spectrum of the DQD. A curved anticrossing at charge resonance of width 27 is present. Quantum
capacitance results from the smooth variation of charge (blue arrow) as the resonator voltage swings back and
forth. Meanwhile, tunneling capacitance in this case results from the changing statistical charge distribution
due to thermal excitations as the voltage swings (orange arrows). (c) Tunneling (orange), quantum (blue),
and total parametric capacitance (black) near the interdot charge transition, using @eg = 0.18, T = 71mK, and
tc = 5peV. The former two parameters are chosen from fit results of Chapter 5. We take the limit of maximal C¢
where I'/w — oo and the I and w dependence of C; disappears.

To exemplify parametric capacitance, we first summarize a minimal example: that
of a DQD with a resonator capacitively coupled to one of the dots’ gates, schematized in
Fig. 2.10(a). This has been calculated in numerous references [13, 125, 130, 134], so we
only restate the result. Given a single electron shared by two QDs 1 and 2 tunnel coupled
with strength 7. with their levels detuned by € = ea.sVy where aeff = @efr,1 — @efr2, the
parametric capacitance is

(@ere)® [ € 2 T2 _2( AE) 2(aefre)?| tc]? ( AE)
Cy=——"(—| ——=cosh tanh ) 2.25
PT AkpT (AE) 02 +12 O 2kt AE? N\ okeT (2.25)

& Cq

Above, AE = /€2 +4]|t.|? is the gap between the ground and excited states, and I is a
rate characterizing phonon emission and absorption from the DQD causing it to relax or
become excited. We plot the energy spectrum of this system in Fig. 2.10(b). The first term
C; above represents the tunneling capacitance related to changes of state occupation
probabilities as a function of voltage due to these thermal processes, and is present even
when f. = 0. This process is pictured with orange and gray lines in Fig. 2.10(b). The
second term is the quantum capacitance Cq related to the hybridization of energy levels
as appeared in Sec. 2.2.1, depicted with a blue line. We plot both contributions to C,
for a small . = 5peV in Fig. 2.10(c), where we see the result is a peak at the interdot
charge transition. In particular, at ¢ = 0 and T = 0 we have Cp, = (aefre)?/4t.. This simple
case illustrates how gate reflectometry can quantifiably measure resonant tunneling: the
maximum parametric capacitance at zero temperature is inversely proportional to the
hybridization strength, and therefore so is the maximum measurable frequency shift of
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Figure 2.11: Gate reflectometry tunneling capacitance of a quantum dot with one normal and one supercon-
ducting lead. (a) Schematic of the system, with a QD at chemical potential up coupled to a normal lead biased
by chemical potential py and a grounded superconductor with gap A. The superconductor’s density of states
is broadened by a Dynes parameter y [145]. (b),(c) Tunneling capacitance of the QD as seen from its gate with
Y =0.03A (b) and 0.1A (c). We take the limit of very large bare coupling strength Iy (see Appendix E) such that
it and the probe frequency w are irrelevant to C;. For other parameters, we take A = 200peV, a = 0.18 as the
resonator lever arm, T = 71 mK (based on results of Chapter 5), and take the normal-state density of states in
the superconducting lead vg to be equal to that in the normal lead. (d) Dynes-broadened density of states in
the superconducting lead (red) multiplied by f(u) (dotted) or 1 — f(u) where f(u) is the Fermi-Dirac distribu-
tion. The tunneling capacitance contains contributions proportional to this quantity and its derivative. We
also plot f(u) (dotted) and 1 — f(u) (solid) in orange. For these plots we use the same parameters as (c).

a gate resonator. Notably, C; is only noticable in the figure due to the relatively small #,
value, and for more substantial #. it becomes negligible compared to Cy. We also remark
that at higher temperatures Cq becomes suppressed since the ground and excited states
become equally occupied and contribute opposite capacitances.

Next, we consider two further examples of parametric capacitance in order to illus-
trate its deviations from the simple result of eq. 2.25. First, we consider a single QD cou-
pled to one normal and one superconducting lead reservoir, then we consider the quan-
tum capacitance of a two-site Kitaev chain device [87, 143, 144]. The former illustrates
how incoherent tunneling with leads and not just phonon exchange leads to a tunneling
capacitance, while the latter shows how higher-order tunneling processes such as elastic
cotunneling and CAR also contribute to quantum capacitance.

Beginning with the QD coupled to a normal and superconducting lead shown in
Fig. 2.11(a), we suppose the QD is coupled to a gate resonator of lever arm a with chemi-
cal potential up, and connected via tunnel barriers to a normal lead and a superconduct-
inglead of gap A. The superconductor has a finite subgap density of states quantified by
a Cooper pair breaking energy scale y such that y = 0 corresponds to a hard gap [145].
Tunneling rates and the resulting C; are calculated with the two reservoirs using Fermi’s
golden rule, see Appendix E for an analytic calculation of C;. We plot C; for a nearly hard
superconducting gap and a soft gap in Figs. 2.11(b) and (c) respectively. Importantly,
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C; contains terms proportional to the density of states in the leads or their derivatives,
multiplied by factors of f(u), 0f/0u, or 1 — f(u) where f () is the Fermi-Dirac distribu-
tion function. This is clearly visible in the simulations, as a tunneling capacitance peak
appears when the QD level is resonant with the normal lead chemical potential. At this
point, the Fermi distribution in this lead transitions from zero to one. Furthermore, as
Up is swept past A for biases above +A, a sharp positive peak in C; followed by a tail
dipping below zero is visible. This arises from the sharp peak in the density of states of
the superconducting lead, where a negative tunneling capacitance is made possible by
the sharply negative slope in this density of states just past the peak. Lastly, we note that
a faint peak is visible when the QD level is resonant with the Fermi level of the supercon-
ducting lead if it has a softer gap, as in Fig. 2.11(c). This again arises due to the gradual
step in the Fermi distribution, but is made faint since it is multiplied by the small in-gap
density of states of the superconductor, illustrated in Fig. 2.11(d). These results show
that gate sensing of a QD not only reveals characteristics of the dot, but also probes the
density of states of any coupled leads.

As a final example, we simulate the quantum capacitance observable in gate reflec-
tometry of a QD forming one site in a two-site Kitaev chain or Cooper-pair-splitting de-
vice [87, 143, 144]. This device consists of two spin-polarized QDs (QD 1 and QD 2)
separated by a grounded superconducting lead hosting a single discrete subgap state at
energy Ey, depicted in Fig. 2.12(a). Here, we conduct a full fermionic simulation of the
system using the model of Appendix F. The resulting charge expectation values (N;) on
QD 1 in the ground state are plotted in Fig. 2.12(b). In the lower left and upper right, we
see that elastic cotunneling across the superconducting subgap state hybridizes states
involving an electron tunneling between the dots. Meanwhile, in the top left and bottom
right, we see that CAR couples states involving one electron from each dot resonantly
tunneling into the superconductor. As is visible in Fig. 2.12(c), both second-order tun-
neling processes are measurable in quantum capacitance of QD 1. Charge transitions
changing the overall parity of the system appear as sharp lines because tunneling with
any normal-metal lead reservoirs is not included in this model. Despite this, we see that
even away from CAR and cotunneling transitions, Cg; is nonzero near the sharp lead
transitions. This arises due to the QD level hybridizing with the superconductor’s ABS.
We also note that reflectometry of the superconducting lead would be sensitive to CAR
but not cotunneling across the dots, since the latter process doesn't involve any charge
exchange with the superconductor when the tunnel barriers are symmetric. This prop-
erty could prove useful for parity readout of two-site Kitaev chains [14].

LEAD REFLECTOMETRY
As discussed near the beginning of this section, lead reflectometry where a resonator is
galvanically connected to a lead of the device is useful for fast measurements of conduc-
tance. Additionally, though, lead reflectometry senses dissipative and capacitive effects
even when the device has no DC conductance (such as for a device with one lead). Ac-
cordingly, we summarize here a few key features of lead reflectometry signals.

For tunneling between a QD and the lead, the lead reflectometry signal is similar
to that which would be measured with gate sensing for a lever arm of one. This is be-
cause the chemical potential difference between the dot and lead is directly modulated
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Figure 2.12: Gate reflectometry quantum capacitance of a two-site Kitaev chain device. (a) Schematic of the
device: two spin-polarized QDs separated by a grounded central superconductor hosting a discrete subgap
state at energy Ey with electron- and hole-like coherence factors u and v. (b) Expected charge occupation
in the ground state of QD 1. Simulated using the fermionic model of Appendix F for a nonfloating system by
solving the even- and odd-parity subspaces, and selecting at each point in parameter space the solution which
minimizes the energy. For other parameters, we set both QD charging energies to 5E(, we choose symmetric
spin-conserving tunneling strengths equal to Ep, and use spin-flipping tunneling strengths of 0.3Ey. Finally,
we apply a Zeeman splitting of 1.5Ej to both QDs and neglect it for the subgap state. In Coulomb-blockaded
regions, the ground state is labeled with the occupation of each dot: ‘0’ charge, a single spinful electron ‘1’,
or a singlet of charge ‘2. (c) Thermally averaged (with temperature Ep/40) quantum capacitance as seen by a
resonator connected to the QD 1 gate. Transitions not conserving total charge show up as sharp boundaries
because tunneling with lead reservoirs is not included in our model.

by the resonator voltage. Namely, lead reflectometry is sensitive to tunneling capaci-
tance and Sisyphus resistance. For a superconducting lead, it can even be directly sen-
sitive to quantum capacitance [133] [146] Additionally, tunnel barriers separating the
leads from QDs have a capacitance through which a lead resonator is sensitive to a ‘gate
reflectometry’-like signal even when no tunneling is possible between the lead and QD
[134, 147].

In general, any lead or gate reflectometry measurement measures tunneling in two-
level systems or other charge pockets that it has some stray capacitance to [148]. The
fact that all of these signals are superimposed in the measurement can complicate the
interpretation of signals. Finally, we note that resonators may be inductively coupled
to quantum systems as well, such as in the case of radio-frequency superconducting
quantum interference devices (RF SQUIDs) [149]. In this case a different approach using
flux instead of charge variables could be taken for calculating the impedance [123].

2.2.3. DRIVING DUE TO LANDAU-ZENER TRANSITIONS

As the RF power applied to a quantum system is increased, or as the transition energies
of the quantum system decrease, we eventually expect the resonator to drive transitions
in the system, altering or suppressing the reflectometry signal. Understanding this limit
is clearly important, since for example eq. 2.25 leads to a Cyq which diverges as 1/kg T at
€ =0and f. =0, but of course in this limit our measurements would yield exactly zero



2.2. PROBING QUANTUM CIRCUITS WITH MICROWAVE RESONATORS 35

signal, not a divergently large one.

The answer to this contradiction comes by including driving effects induced by the
resonator. If the resonator sweeps the detuning across an anticrossing at a fast enough
rate and with a large amplitude, it will cause the system to jump into the excited state
through a Landau-Zener transition (LZT). Indeed, LZTs make all of the parametric ca-
pacitance models we've considered inapplicable for small values of || < +/hadVy fo,
where §V; is the resonator’s oscillating voltage amplitude, « is its lever arm to the QD,
and fy is the resonator frequency [150]. There LZTs become frequent, biasing the system
towards equal occupation of the excited and ground charge states where quantum ca-
pacitance is zero [138]. For a DQD with a short decoherence time, and at zero detuning
from the charge transition, the probability of a LZT occurring twice in a resonator cycle
is e~2Itcl*/hadVgfo 1150, 151]. Due to the sinusoidal nature of the oscillating voltage, a LZT
occurring twice in a cycle means that the tunneling electron spends an equal amount
of time in the excited DQD state as in the ground state. In other words, the population
of the excited state is equal to the population of the ground state when this probability
is one. Hence, we expect quantum capacitance to be eventually suppressed for small
enough tunnel couplings, since LZTs become more probable as tunnel couplings be-
come smaller for fixed § Vg, and the quantum capacitance of ground and excited states
in a DQD cancel each other out. Thermal redistribution then serves to further suppress
the frequency shift for smaller tunnel couplings [125, 130].

2.2.4. OPTIMIZING RESONATOR DESIGN FOR MEASUREMENTS

The response of a resonator probing a small capacitive response of a quantum device is
highly sensitive to the resonator parameters because it is difficult to controllably tune the
quantum device to optimal impedance matching conditions '° [13]. When measuring a
charge sensor with reflectometry techniques, the resonator parameters are less impor-
tant because the resistance of the sensor can be tuned until the resonator circuit has
impedance matched with the readout line at Z, = 50Q. Hence, even though resonators
used in this thesis were not designed specifically for these experiments, we discuss res-
onator optimization here to illustrate where improvements could be made in future ex-
periments.

Unless measurements are so fast that the time for a readout resonator to reach its
steady-state after an RF pulse is applied becomes a significant portion of the measure-
ment time [152], the problem of optimizing readout resonators amounts to maximizing
the change in the reflection coefficient I' for the expected changes in device parame-
ters. Explicitly, this means maximizing |AT'| = [T'(Z;) —I'(Z,)] for device impedances Z;
and Z, corresponding to the two extremes of signals one wants to distinguish [13]. For
low-frequency resonators sensing a capacitive signal AC, the resonator line width is of-
ten much larger than the perturbative shift in its frequency due to AC. In that case, this
becomes a problem of maximizing the derivative |[dI'(C)/dC| [117].

Of course, other factors outside of the resonator design affect the signal-to-noise ratio
(SNR) of an experiment: most notably the noise temperature of the circuit. The SNR is

13Note that measuring small inductances is even more difficult with off-chip resonators: the small device
inductance forms a low impedance path to ground in parallel with the parasitic capacitance, destroying the
resonance.
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given by
_ signal | (AT) Vs

SNR (2.26)

noise Vhoise

where Vit is the signal voltage incident on the resonator circuit such that I'V;¢ is the re-
flected voltage, and Vi ejse is the voltage scale associated with noise. The latter is an in-
creasing function of the noise temperature of the system, determined primarily by the
noise temperature of the earliest amplification stage [116]. In Chapter 3, we demon-
strate an SNR of 15 in 1pus measurement time for distinguishing tunneling in a DQD
from Coulomb blockade, due in large part to the presence of a parametric amplifier lo-
cated at the mixing chamber plate of the fridge [153]. This amplifier was also present for
the experiment of Chapter 4. Again, noise temperatures are limited to around the tem-
perature of the first amplification stage, which without a parametric amplifier is usually
a high-electron-mobility transistor amplifier operating at the 4 K stage. This is the case
for the measurements of Chapter 5, but such amplifiers at 4 K were also used in other
chapters in addition to the parametric amplifier.

For lower frequency reflectometry measurements well outside of the quantum limit
ofSec. 2.2.1, the most typical resonator consists of an off-chip inductor bonded to the de-
vice in question [13], as we use in Chapter 5 [154]. The GHz-frequency coplanar waveg-
uide resonators used in Chapters 3 and 4 were designed by Daan Waardenburg [155]
based on the work of Ref. [156]. Distributed-element resonators are fabricated on the
same chip as the measured quantum device and have more tunable design parameters
by definition [157], though they can be modeled as equivalent RLC circuits for a given
design [158]. We therefore focus on discussing off-chip lumped-element resonators as
a simpler example, also because they can be readily applied in any quantum device re-
gardless of the material platform.

In this case, the capacitance C of the resonator is formed by a parasitic capacitance
of the inductor, device leads, and bond wires to ground: surprisingly consistently in the
range of 0.1 to 1 pF across different experiments and resonator designs [13, 117, 128, 134,
135, 138, 154, 159, 160]. One facet of optimizing the resonator’s performance involves
minimizing this capacitance, since higher resonator frequencies can only be achieved
by lowering L or C, and Q; increases with decreasing C up to an optimum for resonator
circuits with C in parallel with losses [116]. As evidenced by the extensive experimental
references above, it is difficult to reduce the parasitic capacitance below 0.1 pF. With
just an inductor and capacitor (and some intrinsic losses R), there are not many tunable
parameters for maximizing |AT.

To tune the coupling of the resonator to the reflectometry circuit (Q.) or to include
multiple resonators on the same reflectometry line, the inductor is thus often fabricated
in series with a coupling capacitor C.. Since the inductor is typically made of a super-
conducting material like Nb [154], NbN [160] or NDbTiN'*, losses in the resonator mainly
come from capacitive coupling to lossy dielectrics and other lossy conductors, so we
model the resonator losses by an admittance Y in parallel with C. The device impedance
Z is also in parallel with Y and C, pictured in Fig. 2.13(a). When measuring parametric
capacitance of a QD device such that Z = 1/iwAC, capacitances are typically limited to
less than a femtofarad. We will find that the maximum measured quantum capacitance

14ysed in resonators designed by Yining Zhang and Ivan Kulesh, but not employed in this thesis.
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Figure 2.13: Optimization of a series LC resonator for measuring a small capacitive response. (a) Resonator
reflectometry measurement circuit, with the resonator coupled to the readout line by coupling capacitance
Cec, and its resonance given by inductance L, a typical parasitic capacitance C = 0.5 pF to ground, and intrinsic
losses Y. A small capacitive shift AC = 150aF (calculated from the maximum observed = 80kHz frequency shift
in Fig, 5.3(d)) perturbs this resonance. (b-g) Response of the resonator to AC for Y = €2/ h (b-d) and 0.1e?/ x (e-
g) for different Cc and L. (b),(e) Absolute change in I at the bare resonance frequency (numerically calculated
as the frequency at which the resonator circuit impedance has no imaginary component) as AC goes from 0 to
150 aF. (c),(f) Resonator resonance frequency. (d),(g) Complex I' response at the points indicated in (b) and
(e). For low internal losses, C. mostly only affects Q¢ in the same way it affects Qj, indicated by the resonator
response remaining strongly overcoupled (Q; > Qc).

in Chapter 5 is about AC = 150aF, for example. Since quantum capacitance increases for
smaller tunnel couplings until thermal excitations, Landau-Zener transitions, or other
incoherent processes set in, these factors determine the maximum AC. Given typical
parasitic capacitances of at least 0.1 pF, this places us solidly in the small-signal regime.
As we saw in the previous section, quantum capacitance also scales with the square lever
arm of the resonator to the QD being measured. Naturally, a stronger capacitive coupling
of the gate to the QD leads to a larger signal, but a weaker lever arm can be overcome by
simply increasing the input RF power. If the lever arm is too weak, one does run the risk
of the resonator having substantial unintended couplings (such as to a neighboring dot)
or for driving and heating effects to occur at the RF powers needed to achieve a good
signal.

We begin by considering a series LC circuit, where the inductor is connected di-
rectly to the device, such that the device and parasitic capacitance to ground form in
series with L. In Fig. 2.13(b) and (e), we accordingly plot the achievable signals |AT| =
IT(AC) —T'(0)| for AC = 150aF when measured at the resonance frequency wy for high
Y = é?/h and low Y = 0.01¢?/h, respectively. The higher Y value here is reasonable for
superconducting off-chip resonators (e.g. given the low resonator Q factors observed in
Chapter 5). For higher losses, we see that tuning C leads to a signal maximum, but the
signal is not much smaller even when C > C. For lower losses this maximum isn’t in the
observed parameter range at all, and the maximal signal comes from simply maximizing
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Figure 2.14: Optimization of a parallel LC resonator for measuring a small capacitive response, similar to
Fig. 2.13. (a) The resonator circuit, differing from that of Fig. 2.13 in that the inductor is connected directly
to ground, in parallel with a connection to the device capacitance AC. (b-g) As in Fig. 2.13: resonator response
to a small capacitance AC = 150aF for different L and C. for Y = e2Ih (b-d) and Y = 0.1e2/h (e-g). Unlike in
Fig. 2.13, the labeled (L, C) points in (b) and (e) for which the resonator responses are shown in (d) and (g)
are different between the low and high Y cases. This is in order to emphasize that by tuning Cc across a Y-
dependent optimal value, the resonator can be tuned continuously from being overcoupled to undercoupled.

C.. Note that in this limit the circuit becomes equivalent to the case without the cou-
pling capacitor. Furthermore, from Figs. 2.13(c) and (f) we see that C. strongly affects
the resonance frequency, since when Y = 0 the device is simply a series LC circuit with
effective capacitance 1/(1/C +1/C.). As such, the ability of C, to tune Q. is only present
insofar as Y > 0, so that C, can be differentiated from C in the circuit. This is clear from
the resonator responses plotted in Figs. 2.13(d) and (g). Counterintuitively, from Fig. 2.13
(d) we see that Q./Q; increases with increasing C, because for C; < C, the resonance fre-
quency is largely determined by C.. As C. decreases further below C, C begins to behave
as a low-impedance shunt to ground at the resonance frequency wg = 1/v/LC¢, bypass-
ing the dissipation Y and increasing Q;. The reason to add C; to the circuit in this case
is mostly just to allow multiple resonators to be connected to the same feedline with
separate bias tees (since C. prevents them from being shorted).

Though not employed in this thesis, we note that additional tunability of Q. is pos-
sible when the inductor is bonded to ground in parallel with the bond to the device
impedance [117], pictured in Fig. 2.14(a). This is in part because C. affects the circuit
impedance in a nontrivial way compared to C regardless of the value of Y. We plot anal-
ogous simulations of the resonator response to the series resonator case for this circuitin
Fig. 2.14. In this configuration, we observe that generally larger |AT| are achievable than
for the series case provided C. can be accurately engineered to a Y-dependent range.
Particularly, from the resonator responses plotted in Figs. 2.14(d) and (g) for different
(L, C¢) values we see that tuning C, allows one to tune continuously from the resonator
being very undercoupled to being very overcoupled even for substantial internal losses.
We also note that the circuit resonance frequencies are relatively weakly dependent on
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Figure 2.15: Optimization of a parallel and series LC resonator for measuring a large resistive response. (a-c)
and (d-f) show results for the series and parallel LC resonators discussed above, respectively. (a),(d) Absolute
change in signal for device admittance changing from AY =0 to AY = 10e?/h with internal resonator losses
Y =0.162/ h,andfor Y = e2/hin (b),(e). (c),(f) Resonator responses plotted for the (L, Cc) values indicated in
(a),(b),(d),(e).

C., making it simpler to independently engineer Q. and w,. A minor downside of this ap-
proach is that inserting a bias tee between the coupling capacitor and inductor requires
that a large capactor be placed between L and ground to avoid a short.

Finally, we consider the case of measuring a resistive response of a quantum device.
One may want to connect a resonator to a lead of a device to measure RF conductance
more efficiently than one can measure DC conductance. This goal is one of the motiva-
tions of the experiments of Chapter 3. Due to the low carrier density of semiconductors
and high resistances of tunnel barriers, conductance across semiconductor quantum
devices typically ranges from 0 to several conductance quanta e?/h, corresponding to a
few kQ. Assuming resonator losses on the order of €2/ or smaller, this range of device
conductances corresponds to a large signal. Simply minimizing the resonator’s internal
losses, one finds the resonator response goes from strongly overcoupled to strongly un-
dercoupled for 1/ Z = AY ranging between 0 and, say, several times e?/ h. For very small
changes in device resistance on the other hand, the optimal resonator response occurs
near critical coupling [13]. The problem of resonator optimization for resistive readout
is very simple for a series resonator then: Simply choose L to pick the desired measure-
ment frequency, choose C. = C to ensure the resonator frequency is determined mostly
by C, and minimize internal losses Y as much as possible. For both parallel and se-
ries resonators, we plot the signal change |AT'| for a change in device admittance from
AY =0and AY =10e?/hin Fig. 2.15, with AY taking the place of the device capacitance
in Figs. 2.13 and 2.14. When Y is small, it is possible to achieve responses around the
maximum possible |AT'| of 2 (recall the resonator response is at largest a unit circle in
the complex I" plane). As Y becomes comparable to the admittances to be measured,
the maximum achievable signal quickly diminishes. Additionally, we note that again the
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signal is comparable to its maximum for a series resonator so long as C. 2 C, while for
parallel resonators, C; must be designed to a Y-dependent range. In the resonator re-
sponses plotted in Figs. 2.15(c) and (f), we observe that the optimal signal occurs for
resonators between critical coupling and overcoupling. On the other hand, we see that
strongly overcoupled resonators have a suppressed signal again, because AY can not
introduce enough dissipation to take the resonator out of the Q. « Q; limit.

In summary, we found that off-chip resonators with the inductor bonded in parallel
with a quantum device offer greater tunability of Q. than when bonded in series (as was
done for the measurements of Chapter 5). This leads to substantially greater achievable
signals for the parallel case when the resonator measures a small capacitive response.
For readout of typical semiconductor device resistances a few times e?/h or smaller, ei-
ther resonator configuration can achieve a large signal provided internal losses are small
compared to the maximum device admittance. For both capacitive and resistive read-
out, a series-bonded inductor circuit has the advantage that the signal is fairly insensitive
to the precise value of C. provided C. = C. In all cases, the signal improves as one min-
imizes internal losses. Additionally, the optimal signal generally occurs when the device
is overcoupled or critically coupled, and undercoupled resonators have poor responses.
Finally, we note nanosecond-scale charge sensing experiments have been conducted us-
ing resonators inductively coupled to a feedline, in place of C; [160].
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On-chip superconducting resonators enable fast characterization and readout of meso-
scopic quantum devices. Finding ways to perform measurements of interest on such de-
vices using exclusively resonators is therefore of great practical relevance. We report the
experimental investigation of an InAs nanowire multi-quantum-dot device by probing
GHz-frequency resonators connected to the device. First, we demonstrate accurate ex-
traction of the DC conductance from measurements of the high-frequency admittance.
Because our technique does not rely on DC calibration, it can potentially obviate the
need for DC measurements in semiconductor qubit devices. Second, we demonstrate
multiplexed gate sensing and the detection of charge tunneling on microsecond time
scales. The microwave detection of dispersive resonator shifts allows rapid acquisition
of charge-stability diagrams, as well as resolving charge tunneling in the device with
a signal-to-noise ratio of up to 15 in one microsecond. Our measurements show that
GHz-frequency resonators may serve as a universal tool for fast tune-up and high-fidelity
readout of semiconductor qubits.

The work in this chapter has been published in Physical Review Applied 16, 014007 (2021). arXiv:2103.03659

41



42 3. RAPID MICROWAVE-ONLY CHARACTERIZATION AND MULTIPLEXED READOUT

3.1. INTRODUCTION

Microwave resonators in the few-gigahertz range are well known as a powerful means to
increase the speed with which properties of mesoscopic quantum devices can be read
out [12, 13]. In the field of quantum information, resonators in this so-called ‘Super
High Frequency’ (SHF) band have thus enabled the fast and high-fidelity nondemoli-
tion readout of quantum bits (qubits) [4, 161-163], as well as mediating interactions be-
tween qubits [146, 164-166]. SHF resonators are also an attractive tool for the fast char-
acterization of quantum devices, because the required tuneup routines are generally
time-consuming. Additionally, frequency multiplexing using many high-quality-factor
resonators has been established for hardware-efficient mass-characterization of devices
[167, 168].

Efficient characterization is particularly relevant for semiconductor quantum de-
vices where many gate electrodes result in a large parameter space. In recent years there
have been numerous efforts to utilize SHF resonators for this purpose [169-173] as well
as reading out qubit degrees of freedom [141, 169, 174-182]. Despite these successes,
however, experiments are still often supplemented with DC or low-frequency measure-
ments to quantitatively extract the DC conductance [183]. As larger-scale devices are
developed [184, 185], it is interesting to direct focus to readout and tuneup schemes
utilizing SHF resonators only, thus allowing a single framework for all measurements
performed on a device.

Here, we present experiments using multiplexed resonators in the range 3-7 GHz
coupled to a multiple quantum dot (multi-QD) system. Using the resonator response
only, we are able to infer quantitatively the DC conductance of the system, and de-
tect single-electron tunneling with high signal-to-noise ratio (SNR) on submicrosecond
timescales. The remainder of this paper is organized as follows. In Sec. 3.3 we deter-
mine the DC (i.e. zero-frequency) conductance from SHF measurements without any
DC calibration data and find agreement with conductance obtained from a DC trans-
port control measurement. In Sec. 3.4, we demonstrate fast multiplexed dispersive gate
sensing (DGS) at gigahertz frequencies in a double quantum dot (DQD). This local mea-
surement of charge transitions facilitates fast tuneup of multi-QD systems [185]. Finally,
in Sec. 3.5, we attain high SNRs in the detection of charge tunneling in the DQD. State-
dependent charge tunneling is a key mechanism for qubit readout in semiconductor
and topological qubits [10, 11, 186]. Our optimized resonator design [117], combined
with the use of a near-quantum-limited amplifier [153], results in a maximum SNR of 15
in an integration time of 1 ps.

3.2. EXPERIMENTAL SETUP

The device comprises an InAs nanowire with a few-gigahertz coplanar waveguide res-
onator [156] coupled to every QD to sense the electronic compressibility of each in-
dividual dot. An additional resonator that is galvanically connected to the source of
the nanowire is used to probe the admittance of the nanowire. Figures 3.1(a) and 3.1
(b) show images of the resonators and the multi-QD device, respectively. An approxi-
mate lumped-element schematic of the device is shown in Fig. 3.1(c). Each resonator is
coupled to a central feedline in a hanger geometry and is individually addressable us-
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Figure 3.1: Experimental setup and resonator response. (a) Schematic of the device layout and (b) False-
colored electron micrograph of the nanowire and the surrounding gates. (c) The RF equivalent circuit diagram
of the device. The five top gates are coupled to resonators as is the source electrode of the nanowire that can
be DC-biased by V3 with a bias-tee. The top gates are separated by six tunnel gates such that the nanowire can
be pinched off at various positions and quantum dots can be defined. The charge on the quantum dots can be
controlled by the side gates. (d) Transmission through the feedline without magnetic field and at 1 T applied
parallel to the plane of the resonators. The arrows L (left), R (right), and B (bias) mark the resonators used here.

ing frequency multiplexing (Fig. 3.1(d)). The complex transmission S»; of microwaves
through the feedline contains information about the reflection coefficient of each res-
onator [187]. The obtained SNR is set by the high resonator bandwidth, optimized res-
onator coupling quality factors, and a traveling-wave parametric amplifier (TWPA) [153]
at the base temperature stage of 20 mK of our dilution refrigerator. For further details,
see Appendix B.1.

3.3. HIGH-FREQUENCY CONDUCTANCE MEASUREMENTS

We begin by investigating the SHF response of the resonator coupled to the lead in re-
sponse to changing nanowire conductance [170, 171, 183, 188, 189]. For all RF measure-

ments, we denote the transmitted amplitude of resonator j € {L, R, B} by VP{F and the in-
put amplitude by Vp. By tuning the gate voltage T2 and keeping the other gates at 0 Vwe
alter the nanowire conductance. This modulates the resonator response, shown in Fig-
ures 3.2(a) and 3.2(b), through changes in its load admittance. The DC conductance can
be extracted from the load admittance either by building up a calibration map ofload ad-
mittance and DC conductance, or by quantitatively modeling the resonator circuit [183].
We take the latter approach to maintain independence from DC calibration measure-
ments. To quantify the modulation of the resonator response, we fit the response to a
hanger input-output model [158, 187, 190]. The relevant parameters for extracting load
admittance are the change in the resonance frequency Awy and the additional photon
decay rate Axq with respect to the pinched-off regime, which is reached by decreasing
the gate voltages until x4 saturates. Representative fits are plotted in Fig. 3.2(a) and the
extracted kg and Awg are shown in Fig. 3.2(c). The load admittance, Y, is derived in
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Figure 3.2: Pinchoff measurements. (a), (b) Response of the conductance resonator to the tunnel gate volt-
age T2 and linecuts at the indicated gate voltages in (b) offset for clarity. (c) Frequency shift Awg and internal
resonator decay x4 extracted from individual resonator line traces of (b). (d) Schematic of the nanowire for
the experiment in (b) with the corresponding lumped-element model used to convert between resonator ad-
mittance and conductance Grg. (e) Conductance Gpc, measured with standard voltage-biased current mea-
surements, together with the conductance Grg extracted from (c). The inset shows the conductance Ggg, as
a function of conductance Gpc, for the gate response of all tunnel gate voltages T1 through T6. The dashed
line indicates Gpc = Grg. The individual traces are included in Sec. 3.7.4. All measurements in this figure are
taken at Vg = 10mV while unused gates are held at 0V such that only the active tunnel gate can deplete the
nanowire.

Sec. 3.7.1 to be

y= Zoﬂwo (%Axd— iAwo), @3.1)
which holds for a transmission line resonator of characteristic impedance Z, coupled to
a high impedance load 1/]Y] > Z;. We estimate Zy = 116Q from the resonator design.
See Appendix C for more details of the resonator fitting procedure.

Importantly, the load admittance at finite frequency does not directly translate to
the DC conductance of the coupled device (i.e. the nanowire). The nanowire itself has
an inductive component and the gates surrounding the nanowire add additional shunt-
ing capacitive paths to ground, contributing to the load admittance especially for higher
frequencies. Our device design using high-capacitance gates necessitates compensat-
ing for these contributions explicitly, in contrast to the experiments in Refs. [170, 171,
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Figure 3.3: Coulomb blockade diamonds measured in a single quantum dot. (a) Single-frequency response
near the = 4.3GHz resonance of the resonator. (b) Gpc measurements obtained with standard lock-in mea-
surements at 37 Hz. (c) Frequency shift Aw( and resonator decay rate k4 extracted from frequency traces. (d)
Conductance Ggg extracted from the resonator data in (c).

183]. To account for these effects, we model the load admittance Y as in Fig. 3.2(d), de-
scribing an effective transmission line formed by the nanowire split by a tunnel junction.
We denote the series resistance, inductance and parallel capacitance per unit length of
this transmission line by Rnw, Lnw and Cpy and introduce Zny = ¢(Rpw + iwLpy) with ¢
the nanowire length. The DC conductance of the nanowire can be calculated from its
intrinsic impedance Zy,, and the impedance of the tunnel junction Zr.

The relation between Z1 and Y depends on the fractional position of the tunnel junc-
tion along the nanowire, which we parameterize by A € [0,1]. Explicitly, the relation is
given by

% %sinh(yé)—cosh(y[)
Zr= , (3.2)
T~ cosh((@ —A)Y€) sinh(Ayf)- Yf;w cosh(Ay?)

where y = v/ (Rpw + iw Lnw) iwCpy denotes the complex propagation constant.

The constants Z,,, and y¢ are determined from two SHF calibration measurements.
For the first calibration measurement, the load impedance Y, is measured when all gates
are open at 0V, corresponding to the limit that Zt = 0. For the second calibration mea-
surement, the load impedance Y}, as |Z7| — oo and A = 1 is measured by tuning the
rightmost gate voltage T6 into pinchoff. Solving the resulting two equations for y¢ and
Znw yields

4

VY

Yp
¢ = arctanh A and Zyy =

[o]

(3.3)
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Using Eq. (3.2) and Eq. (3.3), we then extract Zt from the admittance Y. We model the
junction as a resistor Ry and capacitor Cr in parallel such that Z' = 1/Ry + iwCy [191],
and then determine the DC-equivalent conductance as

Gge = Re(Znw) + 1/Re(Z; ). (3.4)

See Sections 3.7.2 and 3.7.3 for the derivation of eqs.3.2-3.4 and for details of measur-
ing Yy, respectively. To validate our method of inferring the conductance, we com-
pare it with the conductance obtained from a control experiment using conventional
DC-current detection. Fig. 3.2(e) shows the conductance extracted from DC measure-
ments Gpc and the DC conductance extracted from the resonator response Grp. Ex-
cellent agreement is observed between Ggr and Gpc for data from pinchoff traces of T1
through T6, changing A according to the position of the gate, shown in the inset of Fig. 3.2
(e).

Applications of RF conductance are not limited to measuring the impedance of tun-
nel gates [173, 192-194]. As an example, we probe a quantum dot by tuning T2 and T3
into a tunneling regime and modulating the gate voltage Vg, leaving the other gates at
0V. We show the amplitude response of the lead resonator on resonance in Fig. 3.3(a) as
a function of bias voltage V3 and gate voltage V5. Even though the amplitude response is
not translated into DC conductance here, it shows all the qualitative features present in
the control data measured by DC lock-in conductance (Fig. 3.3(b)), including the excited
states of the quantum dot. The amplitude response of Fig. 3.3(a) is part of a full frequency
trace, measured to also allow for a quantitative comparison between the DC results and
the resonator response. From these traces, the frequency shift Awy and photon decay
Axq are extracted and shown in Fig. 3.3(c). We use the model defined by Egs. (3.1 - 3.4)
to obtain Ggp, shown in Fig. 3.3(d). This is the same model used for the tunnel junction
scans of Fig. 3.2. Note that we neglect here the finite width occupied by the quantum dot
and its internal structure; nevertheless we observe reasonable agreement between Ggr
and Gpc.

3.4. RAPID MULTIPLEXED REFLECTOMETRY
We now move on to the capacitively coupled gate resonators and investigate DGS in the
DQD regime [95, 134, 135, 137-141, 159, 174, 195, 196]. To tune the system into a DQD,
the gate voltages T4, T5, and T6 are each decreased into a tunneling regime. Accordingly,
two quantum dots are formed under the rightmost two top gates in the nanowire [191].
A resonator is coupled to both dots to sense the electronic compressibility of the in-
dividual dots [123, 125]. In Fig. 3.4 we show a charge stability diagram (CSD) using V1,
and Vg to change the electron occupation of the DQD. We perform pulsed readout with
an integration time of 3 us per point, constituting a total data acquisition time of 30 ms
for the entire CSD [172, 197]. The data acquisition is frequency-multiplexed for both
resonators such that the data in Figures 3.4(a) and 3.4(b) are measured simultaneously
[154, 185]. Multiplexing not only reduces the measurement time, but also guarantees
that the measurements in Figures 3.4(a) and 3.4(b) correspond to the exact same physi-
cal regime, regardless of charge jumps and gate hysteresis. To emphasize the correspon-
dence between Figures. 3.4(a) and 3.4(b), the same guides to the eye outlining stable
charge configurations are drawn in both panels.
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Figure 3.4: Charge stability diagram measured using multiplexed gate-based readout in the double dot regime.
(a), (b) Amplitude response of the resonators coupled to the two rightmost quantum dots. Readout power in
the feedline is —105 dBm per multiplexed resonator with an integration time of 3us. The dimensions of this
dataset are 101 x 101 points yielding a total integration time of 30 ms excluding overhead from gate settling
time, set by low-pass filters on the gate wiring. The dashed lines are guides to the eye delineating the different
charge configurations of the double dot and are identical in (a) and (b).

Resonators are only sensitive to charge transitions involving the quantum dots to
which they are coupled. Therefore, both resonators detect the interdot transitions; how-
ever, transitions from the right dot to the right electrode are detected only by the res-
onator connected to the right dot. Here, the resonator connected to the left dot does not
respond to transitions between the left dot and the left electrode. We attribute this to a
mismatched left dot - left electrode tunnel coupling. Hence, multiplexing also enables
spatial correlation of electron tunneling by comparing the DGS signal from each gate’s
resonator, effectively ‘tracking’ the electron through the device.

3.5. SIGNAL TO NOISE

Finally, we investigate the attainable SNR for resolving charge tunneling with DGS by
changing detuning from charge degeneracy in the DQD. This procedure serves as a proxy
for different qubit states in schemes where readout is based on state-dependent tunnel-
ing [10, 11, 138, 141, 189, 198]. Because actual qubit systems have limitations on the
readout power [186], we investigate the SNR both at a fixed ‘low’ excitation voltage in the
resonator, V, = 51V, as well as at an optimized excitation voltage, V, = 0.16 mV. These
excitation voltages are calculated from the signal generator output power and line atten-
uation in addition to the resonator frequency and coupling capacitance to the feedline.
We fix the total charge in the system by pinching off gates on either side of the DQD.
The only remaining transitions are interdot transitions occurring through a tunnel cou-
pling denoted by fc. The resonator response as a function of the energy detuning 6 from
the interdot transition is shown in Fig. 3.5(a). We determine f¢ by fitting the resonator
response to an input-output model [175], see Sec. 3.7.5. Linecuts of the fit results and
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Figure 3.5: Readout SNR. (a) Amplitude response as a function of detuning 6 of the resonator coupled to the
right dot for the two different tunnel coupling regimes. (b) Linecuts for Coulomb blockade and on resonance
(6 = 0) together with fits to the theoretical model. (c) Histograms of the resonator responses in Coulomb
blockade and charge degeneracy, with pulse length of 1us. Responses are acquired with a probe frequency
tuned to resonance for the Coulomb blockade case, at approximately 3.826 GHz. (d) Attained SNR on the
right dot’s resonator, defined as A/(20), as a function of measurement pulse length, optimized with excitation
voltage as a free parameter (upward triangles) and optimized at fixed excitation voltage of 5uV (downward
triangles). The expected square-root dependence for longer tj,¢ is shown with dashed and solid lines.

measurement data are shown in Fig. 3.5(b).

We define SNR as the change in signal between charge degeneracy and Coulomb
blockade divided by the noise. To measure it, we perform a series of pulsed measure-
ments of complex-valued VllfF with a pulse time of tj,; at both Coulomb blockade and
charge degeneracy, and show the obtained histograms for an integration time of f#j,; =
1us in Fig. 3.5(c). These histograms are fit with a Gaussian to extract the separation be-
tween the Gaussian peaks A in the complex V}{‘F plane as well as their average standard
deviation o representing the width. The SNR is given by A/(20). More details are given
in Sec. 3.7.5.

In Fig. 3.5(d) we plot the dependence of SNR on fj,, which approaches a square-
root dependence (dashed and solid lines) for longer times. We attribute the discrepancy
between attained SNR and a square-root dependence for pulse times shorter than 1 s
to the finite bandwidth of the resonators. For these pulse lengths, the resonator cannot
reach a steady-state photon population within the integration time, limiting the signal
available for readout.

Next, we compare the observed SNR with expected theoretical limits. The change
in signal at the feedline level A; = A/ Ggys, with Ggys the gain of the amplification chain
in the system, can never exceed the total voltage swing in the feedline V;. The fit to
the data in Fig. 3.5(a), used to extract fc, also provides a direct measurement of the ra-
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tio A/ V¢ = 0.89, close to the absolute maximum. In other words, the resonator is cou-
pled near optimally for this tunnel coupling, such that its external coupling rate is nearly
equal to the dispersive shift. The achievable SNR is then set by A¢ together with noise
temperature, Ty, and readout time, fi,, as

_Arvline
2/ ZkgTn

where Z = 50Q is the impedance of the feedline [116], see Sec. 3.7.6. The SNR = 2.6 found
in Fig. 3.5(c) together with the readout time f,; = 1pus and the deduced approximate
voltage swing in the feedline, V¢t = 0.15uV corresponds to a noise temperature estimate
of Ty = 1K. Without the use of a TWPA, we expect that the noise temperature would
increase to Ty = 4K. To improve the SNR, one can increase either the readout time or
readout power in accordance with Eq. (3.5), as shown in Fig. 3.5(d). Practically, limits to
these two parameters will be determined by the specific qubit implementation. In this
case, by optimizing the excitation voltage and tunnel coupling together, a SNR of 15 is
achieved at V, = 0.16 mV.

SNR = (3.5)

3.6. CONCLUSIONS

We show the characterization of an InAs nanowire multi-QD system using gigahertz-
frequency sensing. Probing the finite frequency admittance of the nanowire allows us to
infer the low-frequency conductance with good accuracy, even without calibration from
DC measurements. Further, we show high-SNR dispersive sensing on timescales near
the bandwidth limit set by the quality factor of the resonators. Besides the use for qubit
devices, we envision that fast multiplexed readout of quantum devices may be used for
more complex sensing schemes. In particular, conducting multiple rapid local measure-
ments simultaneously could facilitate unique quantum transport experiments because
they provide spatial information about tunneling processes. For example, by probing
two quantum dots at either end of a central charge island, tunneling events into the outer
dots may be correlated [105, 199]. We conclude that multiplexed SHF resonators may
serve as a complete toolset for characterization and readout of semiconductor quan-
tum devices, and present intriguing opportunities for developing high-speed quantum
transport measurement schemes.

Raw data, analysis code, and scripts for plotting the figures in this chapter are avail-
able via the online data repository [200]. We thank D. Bouman and J.D. Mensingh for
nanowire deposition and A. Bargerbos for valuable comments on the manuscript. We
further thank N.P. Alberts, O.W.B. Benningshof, R.N. Schouten, M.].Tiggelman, and R.EL.
Vermeulen for valuable technical assistance. This work is supported by the Netherlands
Organization for Scientific Research (NWO) and Microsoft.

3.7. SUPPLEMENTAL MATERIAL

3.7.1. CORRESPONDENCE BETWEEN Y AND RESONATOR RESPONSE

Here we relate the nanowire load admittance to the quality factor and resonance fre-
quency of a resonator connected to its lead. Throughout the following derivations, we
assume that within the small window of frequencies used to fit our resonator’s resonance
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frequency and quality factor, the sample load admittance Yis constant. The resonator is
modeled as a transmission line capacitively coupled to a central feedline and terminated
by aload impedance Y ~! determined by the nanowire. Assuming the feedline coupler to
behave as a lumped element capacitance C, the input impedance Z;, of the terminated
resonator and coupler is [116]:

1 N 1+ ZpYtanh(y¢;)
iwC,  ° ZoY+tanh(y ¢;)

(3.6)

where Zj is the line’s characteristic impedance, y; = a; + i f; is the complex propagation
constant, and /; is the length of the resonator. Note that §; = w/v, where v, is the
phase velocity in the transmission line, while a; quantifies internal losses. To simplify
the above expression, we first note the trigonometric relation

sinh(a¢;) cos (B¢;) + i cosh(a, ;) sin(Br¢r)

cosh(a4;) cos(Br¢r) + i sinh(a ¢;) sin(B¢y)
arlrcos(Brfr) +isin(fBfr)

- cos(fBrly) +iarlrsin(Br4;)

tanh(a.l; + i 4;) =

(3.7

where we have assumed small internal losses in the resonator, a,¢; < 1. Since the load
admittance is assumed to be small, our resonator nearly has an open at one end. Con-
sequently, the effect of Y should be that of a perturbed 1/2 resonator. In this case, for
small detuning dw from the resonance frequency wg, fr¢; ~ 1+ néw/w( [116]. Since Y
is a small perturbation of the load admittance away from zero, it will shift the resonance
frequency only slightly, in which case it is still true that B¢, ~ m + x where x is a small
number. Applying this approximation to Eq. 3.7, we find tanh(y¢;) ~ a,¢; + itan(f,¢;).
Finally, we assume w is near resonance such that we may apply the limit tan(f,¢;) «< 1
by the above argument, which in combination with our assumption of small load admit-
tance Y < Z; ! and losses a,¢; <« 1 simplifies Eq. 3.6 to:

1 . Zy 1 . Zy
iwCe  ZoY+arly+itan(Brly)  iwCe  aely+i[tan(Brly) + ZoIm(Y)]

Zin (3.8)
to first order in these small parameters. Above, we defined the effective dissipation con-
stant defly = arly + ZgRe(Y).

Next, we determine the relation between Im(Y) and the resonance frequency wyp. At
resonance, the imaginary part of Zj,, disappears, so we solve this condition for wg:

1 tan(wof;/ vp) + ZoIm(Y)

0=1Im(Zy) = - - )
i) = e T el + Gan (ol ) + ZoIm(Y))2

(3.9)

With the foresight that internal quality factors of our resonators will be related to et
through aeg?; = n/(2Q;), from resonator fits we may estimate that aeif; < 0.002 even
when the nanowire is completely open. In our resonator chip, coupling capacitances are
on the order of 40fF, so that at few-GHz frequencies and when Zy = 116 Q, w,C.Zy =
0.03 to 0.1 is a small parameter, but still much larger than a.g¢;. Rearranging and ne-
glecting terms above first order in ¢/ (ZywCc), we obtain the implicit solution:

wOIr

e nn —arctan (ZoIm(Y) + wgC.Zp), n€”Z (3.10)
P
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The smallest substantial resonance frequency occurs for n = 1, constituting the GHz-
range resonances of interest. Taylor expanding in the small parameters ZyIm(Y) and
woC¢:Zp, we see then that the coupling capacitance serves only to impose a constant
perturbation to the bare resonance frequency, defined as w; = wolim(v)=0 = 7(¢r/vp +
CeZp)™h:

ZOIm(Y)) 3.11)

*
wy=wy |1-
0 0 ( p
At frequencies near resonance such that w = wg + 6w with 6w < wy, Eq. 3.8 is asymptotic
to:

1 Zy

+
iwCe  Qeptlr +imdwlwg’

Zin ~ dw < Wy, Aeffly < ZywoCe < 1, (3.12)
which is the input impedance of a capacitively coupled parallel LRC resonator circuit
near resonance of internal quality factor Q; = m/(2aes#;) [116]. The internal quality fac-
tor is related to the photon decay rate by x4 = wo/Q; = 2w @l /7. From the defini-
tions of ¢ and wy, we can thus relate the device admittance to resonator parameters
through:

Y= Zi(a’efffr - a’r!r) —1i Z”

1
(—AKd—iAa)), (3.13)
0 0Wo

fon-0i)= 755 .

Zowo
valid to first order in Aw/wy, where Aw = wy — wj and Axq = kg — 2wpa, ¢, /7. In other
words, load conductance is proportional to shifts in the resonator’s internal decay factor,
while its susceptance is proportional to shifts in the resonance frequency.

3.7.2. DERIVATION OF GRg
Since the nanowire device is covered at most points by a capacitively coupled gate layer
of uniform thickness (excluding the small gaps between gates), we model the nanowire
as a highly resistive transmission line, and aim to solve for its admittance Y. As per the
lumped element model of Fig. 3.2(d), we parameterize this with a resistance, inductance,
and capacitance per unit length of R, Lyw, and Cpy, respectively. At a fraction A along
the wire’s length ¢, we include a lumped element impedance Zr, modeling a cutter gate
or quantum dot.

As a transmission line, on either side of Zt the nanowire obeys the telegrapher equa-
tions [116]:

d‘éi’o - —Zoel/¢ and L2 — _ioco v, (3.14)

at every point x along the wire’s length, with x = 0 denoting the source lead. Above, we
have assumed phasor solutions of the voltage v with respect to ground and current i
through the wire so that v(x, t) = V(x)e®! and i(x, ) = I(x)e®’. On either side of the
impedance Zr, these coupled differential equations have the solution:

¢ - _
Vie Y* 4 V= er* L (Ve Y —Ver*) x< Al
Te Y+ Ve x<Al ,I(x):{ (Vs s e’¥) (3.15)

Zn
V;e_yx + Vd_eyx x> Al ZYT{ (V;e*Yx _ Vl;er) x> \f

Vix)= {

The nanowire’s input admittance is Y = 1(0)/V(0) and is fully determined by the bound-
ary condition of a grounded wire V (¢) = 0, current continuity just before and after Zr,
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and Ohm’s law across Zy. Combined, these three conditions allow us to solve for all con-
stants V", V', and V in terms of V. In particular:

) . [ ZZlntf (e—zyM 4 e—zw) _2e2v!
Vo=V — (3.16)
| 2 (e 20D 42
After substituting Eq. 3.15 into the definition of Y, we arrive at the expression
v 0 (Vs+ _ Vs_) oyl [ cosh(yf) + ZZTK sinh(yA¢) cosh(y(1-21)¢) 3.17)
Zaw \V§ + V5 ) Znw | sinh(y?) + ZZTH’V'VZ cosh(yA#) cosh(y(1-A)¥) .

Finally, this expression may be rearranged to yield Eq. 3.2. Together, Eq. 3.2 and Eq. 3.4
yield an explicit formula for Ggg. Substituting the Zt result into Eq. 3.4 we obtain:

_ |zplcos(arglzy] —arglz1])
Re(Znw)lzal cos(arg(zy] —arglzi]) + 1211

GRF (3.18)

Above, the parameters
z1 =sinh(yl)Y - (y€! Znw) cosh(y?), (3.19)

and
22 = (Y1 Znw) cosh(y(1 = D)) [(y€] Znw) sinh(yA€) — cosh(yA0) Y] (3.20)

represent singularities of Z !and Zr respectively.

3.7.3. DETERMINATION OF y¢ AND Zp,y FROM EXPERIMENTAL DATA

As described in Sec. 3.3, the determination of y¢ and Z,,, requires a measurement of
the admittance in both the conducting and pinched-off regime. Since there are many
measurements of the admittance in both regimes, we here describe the procedure to
fix Y, and Y,. To approach the open and pinched-off regimes as precisely as possible,
the approach is to take the admittances that are furthest removed from the pinched-
off and open regime respectively. In practice, before we determine the admittance in
the pinched-off regime of T6, Y,,, we first select any admittance data point where all
gates are open Y,. We then find Y}, as the point in the T6 pinchoff measurement that
is furthest removed from Y,. Subsequently, we determine Y, by finding the admittance
furthest removed from Y}, in the aggregated data for all tunnel gates. The aggregate data
is shown in Fig. 3.6(b), with the datasets from the T6 pinchoff measurement highlighted
in blue. The obtained points Yo, Y, and Y, are also identified in the figure. We obtain
Y¢ =0.6+0.3i and Z,,, = (16.7 + 3.6i) kQ.

3.7.4. COMPARISON OF Gpc AND Ggrg FOR ALL PINCHOFF CURVES

Here, we provide a more detailed overview of all admittance data obtained and used for
the inset in Fig. 3.2(e) and for Fig. 3.2(c). The calibration frequency trace used for the data
in Fig. 3.2 is shown in Fig. 3.6(a) together with a fit to Eq. (C.1). We find wo /27 = 4.3 GHz,
Kext/27 = (18.6 —3.4i) MHz and x4/27m = 0.9 MHz. The calibration measurement defines
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Figure 3.6: Supplemental data for pinch-off measurements. (a) Resonator response in the complex plane to-
gether with a fit with Eq. (C.1). The phase delay of the line corresponding to el Bo+010) i Eq. (C.1) is removed
from both the data and the fit. (b) Admittance data for all pinch-off measurements. The data obtained for T6 is
highlighted in blue. (c) to (h) Conductance measured with DC techniques together with the conductance Ggrg
extracted from the admittance in (b). To show the importance of correcting for the finite frequency effects in
the nanowire, the real part of the admittance is also shown.

the zero-point of Awy and Ak;. We also use the calibration to hold all parameters except
for wo and «; fixed when fitting the frequency traces for obtaining the pinch-off data,
such as in Fig. 3.2(b). The Root-mean-square error is used to identify points where the
fitting algorithm fails to identify the correct resonator line shape. Using this method, we
have identified and excluded 7 outliers from subsequent analysis and plotting compared
to the 15006 fits used for Fig. 3.2.

Similar to Fig. 3.2(e), we plot a comparison between Gpc and Ggg for all tunnel gates
in Fig. 3.6¢c-h. Additionally, we therein show the real part of the admittance, equivalent
by definition to the finite frequency conductance. All traces are taken at Vg = 10mV and
every gate that is not being swept is kept at 0V. This ensures the nanowire can only be




54 3. RAPID MICROWAVE-ONLY CHARACTERIZATION AND MULTIPLEXED READOUT

depleted close to the swept tunnel gate. The further the tunnel gate is from the source of
the nanowire, the more important the correction for finite frequency effects is to obtain
the correct Ggpr. This is expected since a larger portion of the shunting capacitance is
available as an alternative path to ground which becomes more dominant the closer the
nanowire is to pinch-off.

3.7.5. SNR MEASUREMENT
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Figure 3.7: Supplemental data for SNR measurements. Histograms of the resonator response in the complex
plane with a pulse length of f,; = 1us, corresponding to the two regimes in Fig. 3.5. Both histograms contain
measurements for Coulomb blockade (square marker) and on charge degeneracy (circle marker). (a) His-
togram for tc =4.5GHz and Ve = 5uV. (b) Histogram for tc = 13GHz and Ve =0.16 mV.

Herein we describe how SNR and tunnel coupling was extracted from the data of
Fig. 3.5. For fitting the dispersive shift as a function of detuning §, we add the con-
tribution of the DQD to Eq. (C.1). This contribution is accounted for by substituting
Kq — kKq —2igy in Eq. (C.1) caused by coupling to the susceptibility of the DQD [175]
with

242102
gy = Bl 3.21)
wo—Q+1iy/2

where g is the effective coupling strength and y the susceptibility of the DQD. Further-
more, gy is the Jaynes-Cummings coupling, Q =/ 4t(2: + 62 is the DQD energy splitting,
Ic is the tunnel coupling between the dots and y is the decoherence rate.

The SNR is measured by acquiring a histogram of resonator responses with pulse
length f,¢ in both Coulomb blockade and on charge degeneracy. The resulting his-
tograms in the complex plane are shown in Fig. 3.7. We denote the average response
in Coulomb blockade and charge degeneracy by uy, and p; respectively. To calculate the
SNR from the histogram, the data is rotated in the complex plane by an angle Arg (., — ).
After the rotation, there is no relevant information in the complex part of the data. There-
fore we project to data onto the real axis, the result of which is shown in Fig. 3.5(c). We
fit a Gaussian to the projected data for Coulomb blockade and charge degeneracy sep-
arately yielding the standard deviation o}, and o, respectively. Finally, the SNR is given
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by
SNR = M (3.22)
Op+ 0y

3.7.6. RELATION BETWEEN SNR AND AMPLIFIER NOISE TEMPERATURE
To calculate the relation between SNR and the equivalent noise temperature of the am-
plifier, we assume that the noise level of the input signal is negligible. The equivalent
noise temperature Ty is defined as
Nin
N = ¥sB’ (3.23)

where B denotes the measurement bandwidth and Nj, the equivalent noise input power
to the amplifier [116]. Since the integration time, tj,¢ is longer than any other timescale
in the system, the bandwidth is given by B = 1/ fj;.

The voltage fluctuations corresponding to this noise power are v = /Nj, Z, where
Z is the characteristic impedance of the feedline. Using Ggys to denote the gain of the
amplification in the system, the SNR is defined as the ratio between signal A = GsysA¢
and the noise 2Ggys v. As such, we find the following equation for the SNR

SNR = GoysAt = Aty finc ,
2GsysV 2/ ZkgTn

(3.24)

assuming the SNR is limited by the noise introduced by the finite noise temperature of
the amplifiers in the system.







CONTROLLABLE SINGLE COOPER PAIR
SPLITTING IN HYBRID QUANTUM DOT
SYSTEMS
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Cooper pair splitters hold utility as a platform for investigating the entanglement of elec-
trons in Cooper pairs, but probing splitters with voltage-biased Ohmic contacts pre-
vents the retention of electrons from split pairs since they can escape to the drain reser-
voirs. We report the ability to controllably split and retain single Cooper pairs in a multi-
quantum-dot device isolated from lead reservoirs, and separately demonstrate a tech-
nique for detecting the electrons emerging from a split pair. First, we identify a coherent
Cooper pair splitting charge transition using dispersive gate sensing at GHz frequencies.
Second, we utilize a double quantum dot as an electron parity sensor to detect parity
changes resulting from electrons emerging from a superconducting island.

4.1.INTRODUCTION

Cooper pairs—bound electron pairs of correlated spin and momentum—are founda-
tional to superconductivity. Interestingly, coherently splitting a Cooper pair produces
two entangled electrons forming a Bell state [201]. It is possible to force a pair to split
using Coulomb repulsion in a pair of quantum dots (QDs) [96]. Accordingly, Cooper pair
splitting (CPS) has been demonstrated in various material systems [97-99, 101-107, 109],
and the resulting electrons’ spin was probed through current correlation measurements
exploiting spin-polarized QDs [100, 101]. In order to confirm and utilize entanglement
of the electrons from a split pair however, it is important to retain them, for example by
removing drain contacts from the QDs. In this manner, retention of electrons from split

The work in this chapter has been published in Physical Review Letters 131, 157001 (2023). arXiv:2208.05154
fThese authors contributed equally.
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Cooper pairs was observed using charge sensing of metallic islands [202], though split-
ting occurred stochastically at sub-Hz rates. Dispersive gate sensing (DGS) provides dis-
tinct information from charge sensing, since it is sensitive to the hybridization between
charge states [134, 135, 137-141, 159, 160, 174, 195, 196, 203-205], including between
states with a split or recombined Cooper pair.

Probed with DGS, we present the coherent splitting of a single Cooper pair by vary-
ing voltages on a device’s gate electrodes. Separately, we demonstrate the detection of an
unpaired electron emerging from a superconducting island (SCI). This is accomplished
within a hybrid system comprising a SCI with normal QDs on either side, decoupled
from leads. Multiplexed DGS of resonators coupled to the device’s gate electrodes al-
lows us to distinguish charge transitions in the system, and thus label relative charge
states. Strikingly, one transition corresponds to two charges from the SCI being loaded
into neighboring QDs, imparting a 1 MHz frequency shift on the probed few-GHz fre-
quency resonator. This transition likely corresponds to CPS arising due to crossed An-
dreev reflection (CAR), supported by fitting the DGS signal across the transition to an
input-output theory model for an effective low-energy Hamiltonian. Next, we show how
DGS detects changes in the charge parity of a double quantum dot (DQD) system. Con-
sequently, DGS can replace charge sensing in our CPS scheme while retaining electrons
tunneling to the DQD, since no external charge reservoirs couple to the system. Com-
bined with spin manipulation and readout techniques [23, 206], these demonstrated ca-
pabilities could be used to perform a Bell test on electrons constituting Cooper pairs
[207-210].

4.2. EXPERIMENTAL DESIGN & SETUP

The devices measured (labeled A and B), shown in Figs. 4.1(a) and 4.1(b), consist of an
InAs nanowire with an epitaxial Al shell. For both devices, lithographically patterned
gates define five QDs in the wire, though the Al covers only the centermost QD (labeled
M) such that only this QD has a superconducting pairing interaction. The semiconduct-
ing QDs (labeled L, R, and P) have a length of 0.44 pm in both devices, while island M
has a length of 1.2 and 0.44 um in devices A and B, respectively. Every QD is capaci-
tively coupled via top gates to a coplanar waveguide resonator with a common feedline
for multiplexed DGS of each QD [154, 156, 185, 204], depicted in Fig. 4.1(c). Separate
gates control the QDs’ chemical potentials and tunnel barriers. For additional fabrica-
tion details, see Ref. [204]. We infer the charging energy of the semiconducting QDs from
Coulomb diamond measurements to be Eg =~ 250peV (Supplemental Sec. 4.7.2). From
the charge stability diagrams (CSDs) shown in Fig. 4.1(f), we extract the charging en-
ergy of the SCI for device A Eé ~ 100peV and its lowest-energy odd-parity state at zero
magnetic field Ey = 130peV. Similarly, for device B, we obtain E(s: =~ 350 and Ej = 50peV.
The differing values of Ej signify the presence of distinct subgap states, and are gener-
ally dependent on gate voltages. With devices A and B we thus compare the regimes of
E$ < Ep and E2 > E respectively, verified by a doubling of charge transitions in device A
as magnetic field is increased (Supplemental Fig. 4.9). The former case exhibits a transi-
tion corresponding to splitting a Cooper pair, while in the latter it is suppressed in favor
of single-electron tunneling.
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Figure 4.1: Experimental setup and CSDs in the floating TQD regime. (a),(b) False-colored SEM images of
devices nominally identical to those measured. Device A and B are highlighted in the floating triple and
quadruple QD regimes, respectively. Gates are shaded with the assigned colors of their coupled resonators.
(c) Schematic of the on-chip resonators. We measure transmission through a feedline capacitively coupled
to A/2 resonators connected to device gates. (d) Shell of the cubic color map for the resonator responses in
(e). For each pair of responding resonators, the corresponding tunneling process is depicted. (e) Simulated
resonator responses using energies given in the main text. (f) Measured CSDs of the floating TQD systems.
Individual resonator measurements are shown in Supplemental Fig. 4.5. States are labeled with the relative
number of electrons in dots L, M, and R, respectively, with 0 charge on island M corresponding to an even
charge.

Measurements are conducted in a dilution refrigerator at a base temperature of ap-
proximately 20 mK. Low-power signals are amplified by a traveling-wave parametric am-
plifier [153] and a high-electron-mobility transistor. See Appendix B.1 for more details of
the measurement circuit.

4.3. TRIPLE DOT CHARGE STABILITY DIAGRAM

We begin by investigating a floating triple quantum dot (TQD) configuration. By mea-
suring a CSD, we obtain the island parity and relative charge occupation for different
gate voltages, and thereby infer which charge states hybridize. Both devices are tuned
into a TQD by lowering barrier voltages T3 and T4 into weak tunneling regimes. Subse-
quently, barriers T2 and T5 are set to strongly negative voltages to prevent electrons from
tunneling to the leads. In this “floating” regime total charge is conserved, leaving only
two charge degrees of freedom. It is therefore sufficient to vary two gate voltages (e.g., V1,
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and VR) to reach any available charge state or transition.

To probe the system’s charge stability we employ DGS, measuring complex trans-
mission responses A; for i € {L,M, R} of each of the corresponding top gates’ resonators
simultaneously with frequency multiplexing. The responses are projected and normal-
ized to produce real-valued quantities A’l. (Supplemental Sec. 4.7.1), then superimposed
in a single CSD to emphasize correlations. The resulting three-dimensional color map
and CSDs are shown in Fig. 4.1(d) and Fig. 4.1(f). We observe white Coulomb-blockaded
regions separated by charge transitions where electrons hybridize between QDs. As DGS
reflects resonant tunneling, the resonators connected to all involved QDs show a re-
sponse. For the transition between island M and QDL for example, a response is ex-
pected in A}, and A, appearing blue in the CSD. Similarly, the transition between island
M and QDR appears red. These transitions are most prominent since they are first-order
tunneling processes. Meanwhile, an electron tunneling from QDL to QDR corresponds
to a cotunneling transition via island M [111, 211]. These transitions appear green, but
are much weaker than the first-order transitions in this configuration.

Comparing the CSDs of Fig. 4.1(f), there is a stark difference between device A and
B: the former exhibits rectangular regions of stable charge when the SCI has odd par-
ity, while the latter shows only hexagonal Coulomb-blockaded regions. To understand
this difference, we compare with charge-state simulations of the QD system combined
with an input-output theory calculation of a representative resonator response, shown
in Fig. 4.1(e) [119, 182, 204, 212]. For these, we use the inferred values of E}, EY, and
Ey, and resonator parameters from Ref. [204]. Extracting the lowest-energy states of the
system with a capacitance model allows for calculating a theoretical resonator response
[64, 182, 191] (Supplemental Sec. 4.7.3). States are labeled with the relative number of
electrons in dots L, M, and R, respectively, with 0 charge on island M corresponding
to an even charge. As expected, transitions separating two charge states show response
only from resonators coupled to the involved QDs. The different structure between the
two CSDs is controlled by the conditions E(s: < Ey (device A) or Eg > E (device B). Cru-
cially, in device A, a transition between (020) and (101) can be observed, corresponding
to a Cooper pair leaving the SCI while QDL and QDR each gain an electron. Conversely,
device B only exhibits transitions involving the exchange of single electrons.

4.4, GATE-INDUCED SINGLE COOPER PAIR SPLITTING

Next, we examine this (020)-(101) transition—only reachable if Eé < E; as for device
A—in more detail in Fig. 4.2. The frequency response of the island M resonator is mea-
sured at each gate voltage then fitted to a complex transmission model [158, 187, 190]. In
Fig. 4.2(a), the obtained resonance frequency shifts from the value in Coulomb blockade
Awy and photon decay rates x4 are shown. The resonator responds strongly for single-
electron transitions with Awgy > 27 x 2.5 MHz.

We isolate the (020)-(101) transition by measuring along the arrow labeled {, de-
fined as V1, + Vg up to an offset, in Fig. 4.2(a). This is approximately equivalent to chang-
ing island M’s gate voltage in the opposite direction. Figs. 4.2(b) and 4.2(d) show the
response across the transition, where a significant dispersive shift Awg > 27 x 1MHz is
observed. There, the underlying tunneling process is likely CPS dominated by coherent
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Figure 4.2: Middle resonator response in the floating TQD regime of device A. (a) The resonance frequency
shift Awg and (b) linewidth x4 of the middle resonator. (c),(d) Phase and amplitude response of resonator M
along the { axis defined in (b). (e),(f) Fits of the response to a low-energy CAR model.

CAR [64], since other processes are suppressed by large energy costs of breaking a Cooper
pair 2E or by Eg . Additionally, a lesser cost Ey — E(S: suppresses (020)-(101) transitions
involving intermediate (110) or (011) states with a quasiparticle on the SCI. Including
single-electron tunnel couplings however, these states may be weakly occupied as the
least energetically unfavorable states mediating a CPS process, namely CAR [96, 178].
CAR mediated by the Al shell is suppressed by the length of the SCI, L = 1.2um over the
superconducting coherence length, &, as exp(—L/n¢) [213], but can also be mediated by
extended bound states in the proximitized InAs [101, 113]. Given a ¢ of 260 nm reported
in similar nanowires [60], we conclude CAR-dominated CPS is likely.

To corroborate this conclusion, we use a low-energy Hamiltonian describing CAR
mediated by an arbitrary number of degenerate quasiparticle states and fit the resonator
response to its corresponding input-output model [111, 112, 119, 134, 182, 204, 214]
(Supplemental Sec. 4.7.4). From the fit, we extract the effective electron- and holelike
tunnel couplings et ¢/, leading to coupling between the (020) and (101) states [215].
Resonator parameters are fixed by fits from Fig. 4.2(a), while the { lever arm is estimated
from Coulomb diamond measurements. This leaves e ¢/1,, the total dephasing and de-
cayratey, and the resonator coupling to the (020)-(101) transition g, as free parameters.
The fit is plotted in Figs. 4.2(c) and 4.2(e), showing excellent agreement with the data for
coherent tunneling amplitudes of fefj, = fefre/1.1 = 2w x 24 GHz, y/27 of 1.1 GHz, and
gc/2m of 0.23 GHz. Notably, tefr s, is substantially smaller than the 2Ej or Eg costs of
non-CAR-related tunneling processes, and the dephasing rate is more than an order of
magnitude smaller than the single-electron tunneling amplitudes. This relation of pa-
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Figure 4.3: Parity measurement using a DQD in Device B. (a) Chemical potential schematic of the quadruple
dot. (b) Multiplexed CSDs in the floating quadruple dot regime at fixed § = 0mV on the top and 32mV on the
bottom, with the color map shown above. Charge plateaus are labeled to represent the relative occupancy of
the dots where the rightmost number represents the combined occupation of QDR and QDP. The individual
resonator responses are shown in Supplemental Fig. 4.6. (c) Linecuts of the resonator P response as a function
of §, measured at voltages indicated by the square and circle markers in (b). The solid and dashed curves show
fits to a periodic Lorentzian. At zero detuning between the dots, resonator P shows a response for one parity
value, but is blockaded for the other. The insets show cartoons of the sensor DQD levels in both cases.

rameters indicates that the (020)—(101) transition corresponds to the coherent splitting
of a Cooper pair by crossing a single resonant charge transition.

Future experiments may increase the size in gate space of the CPS transition by in-
creasing Ey/ Eé, or increase the CAR amplitude by reducing the SCI length relative to ¢.
Concurrently, the presence of this transition requires that ES < Ep, necessitating a large
total capacitance of the SCI. These conditions may be simultaneously met using meth-
ods presented in Ref. [216] to extend the SCI perpendicular to the nanowire, or to replace
it with a grounded superconductor as demonstrated in Ref. [101]. Conversely, a finite Eé
or ungrounded superconductor protects the SCI from quasiparticle poisoning [217], re-
ducing the probability of independent quasiparticles entering the QDs instead of a split
pair.

4.5. PARITY SENSING IN A QUADRUPLE QUANTUM DOT

Having observed a CPS transition in a floating system, we next demonstrate how a split
pair’s electrons may be detected without external charge sensors in this experimental
geometry. In particular, to detect a single charge tunneling into a QD it suffices to mea-
sure changes in the dot’s parity, which we show is achievable using a DQD probed with
DGS. For an isolated DQD where the total charge is fixed, interdot transitions are spaced
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in chemical potential by the sum of the dots’ charging energies [64]. An electron tunnel-
ing into the DQD flips the charge parity and shifts one QD’s chemical potential by EY,
offsetting these transitions by half their spacing and potentially shifting the system from
Coulomb blockade to charge degeneracy or vice versa. It has been shown that blockade
and charge degeneracy can be distinguished rapidly with DGS [134, 135, 137-141, 159,
160, 174, 195, 196, 203, 204], hence DGS is sensitive to parity changes in a coupled DQD.
Furthermore, the readout signal persists for most interdot detunings § = Vg — 1% if the
dots are strongly hybridized, illustrated by a sweep of § in Fig. 4.3(c). Notably, if the dot
orbitals are also spin polarized, Pauli spin blockade renders this sensing principle a spin
measurement via spin-to-charge conversion [131, 206].

We implement this method in a floating quadruple dot configuration in device B,
shown in Fig. 4.1(b), since the performance of device A deteriorated after multiple ther-
mal cycles. We stress, however, that the parity sensor signal is independent of the origin
of electrons flipping its parity and the properties of the coupled SCI. Hence, this tech-
nique is equally applicable to devices with a CPS transition or other Coulomb-blockaded
systems. In the quadruple dot regime, we aim to observe parity changes in the DQD
formed by QDR and QDP. To reach this configuration, T5 is tuned to a strong tunnel-
ing regime such that these dots form a DQD while effectively sharing a single charging
energy [191]. Additionally, T2 and T6 are pinched-off to prevent tunneling to the leads,
effectively removing one charge degree of freedom. We use as voltage coordinates V7,
together with the detuning between the rightmost two dots § and the voltages’ average
€ = (Vr + V1)/2, both defined up to an offset, see Fig. 4.3(a).

The data acquisition method for this measurement is identical to the procedure out-
lined for Fig. 4.1(f). Here, three-dimensional CSDs are measured: sweeping 9, €, and
W.. Slices are shown in Fig. 4.3(b) for ¢ values chosen such that the sensor DQD is on
charge degeneracy for even or odd parity. The yellow regions signify that an electron is
hybridizing between QDR and a QD whose resonator is unrepresented in the color map
(cf. Fig. 4.3(c)), which is QDP by exclusion. Notably, the charge plateaus for which res-
onator R responds are opposite between the two § values, and opposite whenever the
sensor changes parity.

Next, we show in Fig. 4.3(c) the response of resonator P as a function of § measured at
the circle and square markers in Fig. 4.3(b). We phenomenologically fit the Coulomb os-
cillations with a periodic Lorentzian and observe that Coulomb resonance for the solid
line occurs exactly when the dashed line shows Coulomb blockade. Fixing the peak spac-
ing, we repeat this fitting procedure for all voltages shown in the CSD. Importantly, the
detuning offset 0, of the pattern quantifies the position of charge degeneracy in the win-
dow —14mV < 6 <43mV, allowing inference of the DQD’s relative parity.

To demonstrate this correspondence, we plot §; in Fig. 4.4. Clear regions correspond-
ing to the two sensor DQD parities are visible, consistent with the histogram of §, values
shown on the right. The stark splitting of 6, values demonstrates that readout of parity
changes can be accomplished by fixing 6 to a value maximizing contrast, such as 6 =0in
this case. This may be extended to single-shot readout provided electrons reside on the
sensor DQD longer than the readout time. Placing one DQD sensor on either side of a
superconducting reservoir or island would then enable time-resolved detection of both
electrons from a split Cooper pair.
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Figure 4.4: Distinguishment of parity in the floating quadruple dot regime for Device B. The detuning for which
the sensor DQD is on resonance, —14mV < §; < 43mV, is shown. On the right, a histogram of 6, value occur-
rences defines the color map of the stability diagram.

4.6. CONCLUSIONS & OUTLOOK

We have realized a normal-superconducting-normal QD system in an InAs nanowire.
Multiplexed DGS shows different resonators responding depending on the spatial distri-
bution of tunneling electrons, enabling us to infer the QDs’ relative charge states [185,
204]. With DGS we observe a coherent CPS transition, repelling two electrons from the
SCI to the surrounding QDs. Crossing this transition splits a single Cooper pair con-
trollably and retains the resulting individual electrons on the outer dots. Importantly,
this transition cannot occur concurrently to interdot cotunneling except for the fine-
tuned parameters Eg = Ej in a floating TQD, constraining applications to quasiparticle-
poisoning-protected Kitaev chains [10, 11, 143]. Furthermore, we have shown that DGS
of a DQD is sensitive to its parity and can be used to detect electrons ejected from a
neighboring SCI. Lastly, we note the demonstrated sensing method becomes a spin mea-
surement of electrons entering the DQD when its levels are spin-polarized [131, 137,
139-141, 159]. Two such detectors on either side of a superconductor, combined with
spin manipulation techniques [218-222], would enable performing a Bell test verifying
the spin-singlet entanglement of electrons in Cooper pairs [206-210]. This is possible
through comparison with the Clauser-Horne-Shimony-Holt inequality for the two spin
qubits formed by the detectors, initialized to entangled states by pulsing gate voltages
across the CPS transition [110, 223].

Raw data, analysis code, and scripts for plotting the figures in this chapter are avail-
able from Zenodo [224]. We are thankful to P. Krogstrup, D. Bouman and J.D. Mensingh
for their contributions to device materials. We also acknowledge valuable technical as-
sistance from N.P. Alberts, O.W.B. Benningshof, R.N. Schouten, M.].Tiggelman, and R.EL.
Vermeulen, and helpful discussions with J.V. Koski. Lastly, we thank C.-X. Liu and B.M.
Varbanov for input regarding the CAR model. This work has been supported by the
Netherlands Organization for Scientific Research (NWO) and Microsoft.
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4.,7. SUPPLEMENTAL INFORMATION

4.7.1. PROJECTION AND NORMALIZATION OF RESONATOR DATA

Here we describe the process by which the resonator response is normalized in detail.
First, in Fig. 4.5 and Fig. 4.6, we show the raw data for the Charge Stability Diagrams
(CSDs) shown in Fig. 1 and Fig. 3 of the main text, respectively. The goal of normal-
izing the resonator response data is to reduce the dimensionality of the data while ac-
centuating the difference between Coulomb blockade and charge degeneracy. First, the
complex-valued response is projected onto aline. Then, the data is normalized such that
Coulomb blockade is mapped to 0 while charge degeneracy is mapped to 1. By following
the same procedure for all CSDs, similar charge transitions show up with the same colors
in the different figures.

As an example, we outline the procedure in Fig. 4.7 showing the response of res-
onator M corresponding to Fig. 4.5(b). To project the complex-valued data onto a line,
we first estimate the resonator response Ag in Coulomb blockade as the most occurring
response in the CSD after binning the dataset into a two-dimensional histogram. Sec-
ondly, we find the average response, A; to estimate the vector along which the resonator
responds on average. Both points are marked in Fig. 4.7 and show that the resonator re-
sponse indeed roughly falls along the vector A; — Ag. The data is subsequently projected
onto the line defined by Ay and A; and normalized to range from 0 to 1. This proce-
dure is repeated for every resonator individually before they are combined into the same
colormap.

4.7.2. DEVICE PROPERTIES

To extract charging energies and lowest lying subgap state energies in device A and B, we
first show a Coulomb diamond measurement from which the charging energy of quan-
tum dot (QD) P is inferred in Fig. 4.8. Assuming the other normal QDs have the same
charging energy since they have the same gate design and fabrication procedure, this
allows us to convert the voltage axes in Fig. 4.5 to energy, and thereby obtain values
for Eé and E;. Next, as an independent confirmation that device A is superconduct-
ing with Ey > E3, we show a transition from 2-electron periodic Coulomb resonances
to 1-electron periodic resonances in Fig. 4.9 for device A as the in-plane magnetic field
increases. We emphasize that the presence or absence of the Cooper pair splitting tran-
sition does not depend on the precise values of charging energies, provided that Ey > Eé
Finally, as noted in the main text, Ey may vary substantially as the chemical potential in
island M is varied. For the measurements of all figures in the main manuscript however,
the plunger gate of island M (unlabeled gate in between Vi, and V3 in Figs. 4.1(a) and 4.1
(b) is fixed to 0V for Device A and to —2.4V for Device B.

4.7.3. SIMULATION OF CHARGE STABILITY DIAGRAMS

In this section we describe the method by which CSDs, including their corresponding
resonator response, were simulated for Fig. 1e. We employ a general formalism for sim-
ulating charge stability in multi-quantum-dot and island systems which are floating, that
is, without any leads.
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Figure 4.5: The individual resonator responses corresponding the CSD of (a) device A and (b) device B shown in
Fig. 4.1(f). Here, |A;| and ¢p; = arg(A;) denote the amplitude and phase response of resonator i for i € {L, M, R}.
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Figure 4.6: The individual resonator responses for device B corresponding to the CSDs shown in Fig. 3b, in-
cluding slices of the data (a) at § = 0mV and (b) at § = 32mV. Here, | A;| and ¢; = arg(A;) denote the amplitude
and phase response of resonator i. Even though the response of resonator P is not included in the colormap
(see Fig. 4.3), it is added here for completeness.
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Figure 4.7: Histogram of the IQ response of the middle resonator, corresponding to the middle panel in Fig. 4.5
(b). The square marker denotes the most occurring IQ response Ag which we associate with Coulomb blockade
while the circle marker denotes the average IQ response A;. These markers define the dashed line which is
used to project the complex-valued data.

The system initially considered is a system of N quantum dots (QDs) with a corre-
sponding matrix of charging energies Ec defined by matrix elements {Ec};,; = €*/C; ;
where C;,; is the total capacitance of dot i, and C;,; for i # j is the capacitance between
dots i and j. Every dot has an energy cost E;, associated with containing an odd number
of electrons, where Ej = 0 for non-superconducting QDs. Operating in the charge basis
{ln)} where n denotes a vector of integers n; specifying the charge state of each QD, the
‘on-site’ Hamiltonian Hy of the system in the absence of any inter-dot tunneling is

1- (="

5 E} | In) (n] 4.1)

Hy=Y |m-ng) Ectn—ng)+)

[m) i
where ng is the vector of reduced gate voltages on each quantum dot, including cross-
capacitive couplings from all gate voltages [191]. Finally, allowing for quantum mechan-
ical single-electron tunneling amplitudes 7;; between dots, the full Hamiltonian of the
multi-dot system is

PI:HO+%ZZ(tij|n+ei)<n—ej|+h.c.) 4.2)

In) i

where e; is the elementary basis vector on dot site i. From this Hamiltonian, a suitable
range of charge states can be selected and the Hamiltonian can be numerically diago-
nalized for different ng values to obtain a full CSD. We denote the resulting eigenstates
by {lw)}k. In this manuscript’s simulations of devices A and B tuned into the floating
regime, we use charging energies and Ej values given in the main text, and for simplicity
we neglect cross capacitances between dots. On the other hand, cross-capacitances be-
tween gates and other dots are included and chosen to best match with the data. Tunnel
couplings are chosen such that every transition appears sharply in the CSD, including a
direct tunnel coupling between the outer quantum dots to make the cotunneling transi-
tion clearly visible.
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Figure 4.8: Coulomb diamonds measured in current from source to drain for QD P in device B. From the bias
axis, we infer Eg =250peV.
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Figure 4.9: Fitted resonance frequency of the superconducting island M’s gate resonator in device A as a func-
tion of in-plane magnetic field. With increasing field, the transitions split and alternate in separation with a
periodicity of two transitions, finally becoming 1-electron periodic at higher fields. The resonance frequency
for each magnetic field value is shifted by the median resonance frequency @ for that particular field such
that the shift is with respect to the resonance frequency in Coulomb blockade.

Next, we use an input output theory model to convert the eigenstates and eigenener-
gies of the charge stability simulations into a predicted resonator signal [119], following
the model of Ref. [182, 212] to calculate the electric susceptibility yi,; of each charge
transition |yk) — |y ;). Importantly, the electric susceptibilities depend on the matrix
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elements (Y| H, lw;) of the Hamiltonian H, coupling the charge system to the mea-
sured resonator. Assuming the resonator capacitively couples only to a single quan-
tum dot with lever arm a, say dot i with charge operator 7;, this Hamiltonian is sim-
ply A, = gof;(a" + 4) where a' is the photon creation operator of the resonator [182].
In calculating the matrix element, we take the average value of a' + @, proportional to
the voltage swing in the resonator. We use the same resonator coupling and dephasing
as in Ref. [204], since an identical resonator design and nearly identical device design is
used here. Finally, the frequency shift go > i ; (| H.ly)) Xk,1 can be substituted into a
complex transmission model for a hanger-type resonator circuit and normalized to find
simulated values of A{ [158, 204]. To obtain a representative indication of what a gate
sensor signal appears as without clouding the results by subtle resonator differences,
we use the same resonator parameters from Ref. [204] using a resonance frequency of
fo =5GHz and a probe frequency of 5.005 GHz for all three resonators.

4.7.4. MODEL AND FITS OF THE COOPER PAIR SPLITTING TRANSITION
MODEL AND LOW-ENERGY LIMIT

In order to estimate properties of the Cooper Pair Splitting (CPS) discussed in the main
text and Fig. 2, we derive an effective three-state model across this transition and fit it to

an input-output theory formula. Along the { axis defined in the main text and near the
(0,2,0) to (1,0,1) charge transition, we model the system with the relevant states:

iy =10) @ 1) ® [0y, Ei=EY (ng]2 +E(2- ng[)z +EN (ng)z
H=eloysl), Ep=EY (1) + B (n) + EX (1-n)
v =metio s, E=EY(1-nk) +ES 1- nlg“]2 +EY (nb) + B 7
wh =087 108, En=EY (nk) + B (1-n}!) + BX (1-nf) +

where the left and right kets denote the charge occupation on the outer dots and the
central ket denotes the number of Cooper pairs in the superconducting condensate of
the central superconducting island, all relative to some arbitrary offset. Additionally, ng

denotes the reduced gate voltage along dot i. The creation operator )7}' creates a Bogoli-

ubonin a quasiparticle state in the island with energy E; = Ey. We index the quasiparticle
states by j € {1,..., N} for some N representing all energetically relevant excitations.

For simplicity, we neglect spin effects, which at zero field are known to suppress
quantum capacitance for a given tunnel coupling due to the additional degeneracy [64,
131, 205]. These spin effects manifest at zero field as alternating patterns in the strength
of single-electron inter-dot transitions in Fig. 1 depending on the parity of dots involved
in the transition, an effect which was not obviously present. Along the { axis defined in
the main text, we have nlg* = ng = ng and choose without loss of generality ngl =1. Lastly,
we note that both for a hard superconducting gap (N > 1) or for a single discrete sub-
gap state (N = 1), coupling between |i) and | f) mediated by quasiparticle states will be

dominated by the lowest energy states. Hence, we set all E; = Eg. Shifting all energies by
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(E; + Er)/2, we may write the Hamiltonian along the { axis as:

X A A P ; ;
Heps = =5 1) (i1+ Z 1D (/] +n Y i) (val+ (ta,hw{.o (il + tg o |UD) (f] +h.c.) 4.4)

ja je

in the basis {I 1, v, UR)}, where we have included potentially asymmetric tunnel-
ing elements f,, with a € {L,R} and o € {e, h} denoting electron-like or hole-like tunnel-
ing. This implicitly assumes that all ; operators have the same electron- and hole-like
components. Since charging effects on the superconductor force it to distinguish be-
tween gaining a quasiparticle by gaining an electron, or gaining a quasiparticle by losing
an electron, the coupling matrix elements are also modulated by electron-like and hole-
like coherence factors of the 7; excitations [215]. Because we only wish to demonstrate
that these quasiparticle states coherently couple |i) and | f), we model the system with
symmetric tunnel barriers, setting all ¢, s = #, for some f, and ¢; to simplify calcula-
tions. Allowing asymmetric barriers, however, still leads to a Hamiltonian of the form in
Eq. 4.11 provided all ¢, » < i1 [111], but suppresses crossed Andreev reflection (CAR) to
be limited by whichever tunnel barrier is weaker. We have defined A = ZEE (1-2ng) as
the detuning from the E; = Ef degeneracy along { and n = Eg — Eg
Immediately, we identify that there are 2N — 1 degenerate eigenstates of the form

v 1o j
Ipa) = E(Ivﬁ —lvg), Ey=n 4.5)

for @ € {L,R} and any j € {1,..., N} unless @ = L in which case j > 1. Second, when 1 =0
we observe that the states

1 t;
Ipe) = ————=| S 1i) -1}, Ee=0
" 1+|te/rh|2('—‘h f) )
V2N n o1 o
1
= ; I R ) 2 2
42 =—= | F D+ welN)+10) |, Ex D+ 2/ +8NI6, 2+ 8Nt

are the remaining three eigenstates of the system, where we defined |o) = \/%Tv Yjal l)é),
and A; are appropriately chosen normalization factors. Importantly, these states are
spanned by the basis {|i),|f),|0)} and orthogonal to all |p/,) states. The remaining three
eigenstates of the full Hamiltonian when A # 0 are thus also spanned by this basis. Given

the 2N — 1 known eigenstates Ip{;), to fully diagonalize Flcps, we need only diagonalize
the 3 x 3 block

-5 0 feftn
353 = A =Hy+V 4.7)
ces=| O 5 leffe | =170 :
teggh  loge 11

written in the {|7),]f),|o0)} basis, where Hj is defined to contain the diagonal part of the
Hamiltonian and V contains the tunneling matrix elements, and we defined the effective
single-electron tunneling amplitudes feff o = feff - EQ. 4.7 is the Hamiltonian we fit to an
input-output theory model to extract tunnel couplings and the dephasing rate.
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From the results of our input-output theory fit to Eq. 4.7, we extract f, of the same
order of magnitude as 7, rendering any cotunneling approximation f, <« 7 invalid here.
Nonetheless, to demonstrate that this Hamiltonian results in CAR — the coherent cou-
pling of |i) and |f) via tunneling through quasiparticle states — we consider the limit
of t; < 1 and project the system onto its low-energy subspace following the approach
described in Sec. 2.1.5. To proceed, we apply a Schrieffer-Wolff transformation to per-
turbatively expand the system to second order in fef /1 [112]. Hence, we seek a trans-

formation e’ Hé;g ¢~$ which is diagonal to first order in Zef » /7. By choosing S such that

(S, Hy] = =V, it can be shown that eSHéf,g’ -5 = Hy + (S, V1/2 to second order in letf, o /7).

Near the transition, we further assume A « 7. In this limit it may be verified that

_ leffn
0 0 . 7
s=| o 0o - 4.8)
len  leffe 0
n n
satisfies this condition. This leads to the transformed Hamiltonian
*
A enl® Tetthlogge 0
2 n
3x3 L oo tst o Left, | toit ol
H e~ NHO Z[8,V] = _ Ceff,h ‘effe A Ileffe 0
|ttt + | Tofr ol
0 0 17 + #

4.9
valid to second order in t;/n and A/n. The transformed Hamiltonian is in the basis of
dressed states .

Let

1"y = €511y ~ i) + L | )

Ify= S 1)~ 1) + 22 effe (4.10)
S 1
|0’) = eS|0> ~ o) — T—’(teff_h |7) + teff,elf))

The eigenstates of the original Hamiltonian |p/,) and the eigenstate |0’y in the trans-
formed basis have energies of at least 7 while the {|i’),|f’)} Hamiltonian block only has
elements of order A/n and £2/7. Finally then, at low energies we can neglect all states
except |i') and | f’) and are left with the Hamiltonian

~ —%  [IcAR
2 Iy (4.11)
2

CAR

in this basis. We shifted the Hamiltonian by (| zef;, nl%+ |teffe| )/2n and defined ' = A +
(I tetr, nl? - |teffye| )/n and fcar = —fett teff,e/ 7. In the following fits we will find that #, is
comparable in magnitude to 7, violating the assumption ¢, < 7. As this is continuously
connected to the above #; <« 1 limit by strengthening #; and therefore the strength of
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Figure 4.10: The energy spectrum of Hcps (eq. 4.4) for three values of f, = 1.1 x t},. We plot the spectrum for
the uncoupled system where ¢ = 0 (gray), for the experimentally fit zeff j, /27 = 24 GHz (dark green), and for a
much smaller feff /27 = 6 GHz (the light green). From this last case, we see how coupling between even parity
states on island M (|i) and |f)) and odd parity states detuned in energy by ) opens an effective anticrossing
between |7) and | f), mediating CAR. Because for N degenerate quasiparticles y j there are 2N degenerate states
of energy 7, the spectrum appears the same independent of N, though the effective single-electron tunneling
amplitude is scaled by v'N. For this plot, we used the experimentally extracted parameters 1 = Eg —Eg =30peV

and A/h{ = —2THzV~!. In blue, we show the ground state energy shifted up by the resonator M frequency,
making it clear that for these Zeft o/, values, no crossings are expected between the dot states and the resonator
cavity states.

CAR, the above argument demonstrates that coherent CAR can occur at a high rate in
our floating island system. This model is compared with the more accurate spectrum of
Hcps in Fig. 4.10 by considering fit values of ¢, and ¢;, as well as smalller values.

INPUT-OUTPUT THEORY FITS
We focus on studying the signal measured by the island M resonator, since it exhibits
sensitivity to the CPS transition in experiment. This is unsurprising, since dispersive gate
sensing measures a coupling of system eigenstates via the charge on dot M [182]. The
middle island exchanges two electrons with the outer quantum dots, while the quantum
dots each only see a change of one electron in their average charge. Hence, we anticipate
that at maximum, a dispersive shift which is twice as large may be imparted on the island
M resonator compared to that imparted on the quantum dots’ resonators, provided all
resonator and coupling parameters are equal.

To study the CPS transition in experiment, we fit the frequency response of resonator
M along the { axis to the input-output model described in Sec. 4.7.3 with the effective
Hamiltonian of Eq. 4.7 to extract #; and t, as well as the dephasing rate. Note that we
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need not consider the eigenstates Ip{,) of the full Hcps Hamiltonian since they are or-
thogonal to any superposition of the {|i),|f),|0)} states spanning ﬁg;g’ and are raised in
energy from the system ground state by at least 7).

Specifically, we apply the following dispersive shift model for a realistic hanger-style
resonator [134, 182, 204]

_ 1 Kext
Ay=1+=- T (4.12)
2i(w-wo) — 25~ — igefiX

which we then multiply by phase and amplitude slopes and offsets to model a realistic
resonator [158, 187, 190]. The fitting model and procedure is identical to that in Ap-
pendix C but with the addition of the resonator’s dispersive shift gesy given by

gt =Y 821 (Wil A lygs) 12

; , (4.13)
T W+ 1Yrcs — (Ex — Egs)

where |ygs) and |y ) represent the system’s ground and excited states respectively, Egs
and E are their corresponding energies, Y, Gs = Ydeph + Yrel/2 is the sum of the system’s
dephasing and relaxation rates [182] for the |ygs) to |wg) transition, and g is the bare
resonator coupling to the system. The bare resonator parameters include the resonator’s
internal photon dissipation rate x4, its resonance frequency wy, and the photon coupling
rate between the resonator and the transmission line x¢x;. This rate is treated as complex
to account for asymmetry in the resonator lineshape [158, 187, 190]. The coupling ele-
ment (Y| fips |1o) with the charge 1) on island M quantifies the gate dependence of the
island-resonator coupling. Above, we assumed that thermal population of excited states
is negligible, since they are separated from the ground state by a gap of at least 7). Again,
because the states Ipé) are orthogonal to {|7),]f),|0)} and the ground state is a superpo-

sition of these three states, we know that (p{xl fips lwgs) = 0. Furthermore, we compared
fits including only the transition between the ground state to the first excited state to fits
including transitions to the second excited state as well and found negligible difference.
This is likely because of an additional energy difference of at least n separating it from
Ey. Hence, to fit the dispersive shift corresponding to the full Hcps Hamiltonian, it is suf-
ficient to consider only the two lowest energy eigenstates which may be extracted from
ﬁé;g Consequently, our fit model includes only a single dephasing parameter y.

Before conducting the dispersive fit, all resonator parameters including xex;, k4, and
wy are fixed to the same calibrated values used for the fits of Fig. 2a. To convert from our
{ voltage axis to A in units of frequency, we fix a conversion factor equal to —2 THzV~!.
We calculate this factor from Coulomb diamond measurements of QDL and QDR, from
which we estimated lever arms of a; = 0.7% and ag = 0.9%. Hence, up to a detuning
offset, we have

Al —A(+offset ~ —(2THzV ) + offset (4.14)
h 1/ap+1/agr
Our ( axis was chosen such that { = 0 corresponds to the center of the CPS transition, so
we fix this detuning offset in the conversion from ¢ to A to zero.

Finally, all parameters are fixed except for g, teff s, and y. We summarize tests of the

robustness of our fit in Fig. 4.11, where we see that g, v, and ¢,/ t;, are stable to changes
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in fefr , and the energy conversion multiplier |A'/{|. Effectively, we fit y and electron-
hole tunneling asymmetry t./t;, by hand, varying them between different fixed values
and observing that a clear minimum fit error occurs at y/2n = 1.1GHz and t./t;, = 1.1
(see Fig. 4.11(d)), where we extract fef ;, = 24 GHz and g./2m = 0.23 GHz. We also observe
from Fig. 4.11(e-h) that fixing fs ;, leads to very poor fits when teg /27 is smaller than
the resonator frequency. Also, allowing the { offset to vary led to a slightly larger opti-
mized f./t; and smaller absolute Zs j,, but did not reduce fit error substantially. Hence,
fixing this offset to zero is justified to avoid overfitting.




764. CONTROLLABLE SINGLE COOPER PAIR SPLITTING IN HYBRID QUANTUM DOT SYSTEMS

R.M.S. resid. (arb. units)  terr, n/21 (GHZ) gc/2m (MHz)
8.4 9.2 >10 0 20 40 <110200>290
10! . . ] 8.55
a ] ] ) d
] ] =]
| 1 T~
- ] ] é -Ié' 8.50
£ 100 9 . o D
< 1 3 iC g
| | 7 53451
! - =
a'e
107t + . . . 8.40 .
0 10 200 10 200 10 20 0 5 10
v/2n (GHz)
R.M.S. resid. (arb. units) y/2m (GHz) gcd/2m (MHz) thite
8.5 >9.5 0 1 >2 100 > 260 1 2 3
B _— — |

2.2 ==
e

|e/2nc|
5

1.8 -

T T T T T T T T T
10 20 30 40 10 20 30 40 10 20 30 40 10 20 30 40
test, n/21 (GHZ)

Figure 4.11: (a) The root mean square fit residual, (b) extracted hole-like tunneling amplitude feft j, assuming
symmetric tunnel barriers to the left and right QDs, and (c) extracted g¢ of the dispersive shift fit of the CPS
transition for different fixed electron-hole tunneling asymmetries t./t;, and dephasing rate of the two lowest
system states y. We fix |A'/27{| = —2THzV~! and all resonator parameters, but allow leff, > §c> and a { offset to
vary. A clear minima in the fit residual is seen at all values of t¢/ tj,, plotted in black in (a). (d) Root mean square
fit residual at the 7,/ f;, value which minimizes fit residual. A global minimum of fit error occurs at fe/fj = 1.1
and y = 1.1 GHz. Hence, we take these fixed values of f./t;, and y as their fit values in the main text. (e) The
root mean square fit residual, (f) extracted y, (g) extracted gc, and (h) extracted tunneling asymmetry ./,
of the dispersive shift fit of the CPS transition for different fixed f,ff ;, and {-axis energy conversion multipliers
|A/27¢|. We consider [A/2n{]| fixed within 10 % of its experimentally extracted value of 2THzV™!. A clear
minima in the fit residual is seen at all values of |1/27{], plotted in white in (e). This results in error-minimizing
Teff, /270 between 22.0 GHz and 25.7 GHz across the range of considered |1/27(]| values.



FLUX-TUNABLE HYBRIDIZATION IN A
DOUBLE QUANTUM DOT
INTERFEROMETER

C. G. Prosko, 1. Kulesh, M. Chan, L. Han, D. Xiao, C. Thomas, M. ]J. Manfra, S. Goswami,
E K. Malinowski

Quantum interference of electron tunneling occurs in any system where multiple tun-
neling paths connect states. This unavoidably arises in two-dimensional semiconduct-
ing qubit arrays, and must be controlled as a prerequisite for the manipulation and read-
out of hybrid topological and parity qubits. By studying a loop formed by two quantum
dots, we demonstrate a magnetic-flux-tunable hybridization between two electronic lev-
els, an irreducibly simple system where quantum interference is expected to occur. Us-
ing radio-frequency reflectometry of the dots’ gate electrodes we extract an interdot cou-
pling of the double quantum dot exhibiting oscillations with a periodicity of one flux
quantum. In different tunneling regimes we benchmark the oscillations’ contrast, and
find their amplitude varies with the charge state of the quantum dots. These results es-
tablish the feasibility and limitations of parity readout of qubits with tunnel couplings
tuned by flux.

5.1. INTRODUCTION

Magnetic fields impart a phase on electron wave functions, leading to constructive or
destructive interference between different electron trajectories. This manifests in com-
monly observed phenomena such as the Aharonov-Bohm (AB) effect and weak localiza-
tion [6]. Similarly, confined quantum systems where only a few states are coupled to
each other can exhibit interference [225-229], for example due to interference of phases

The work in this chapter is under review as an article in an academic journal. Preprint available at
arXiv:2303.04144.
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imparted by magnetic fields on the couplings [230]. To date however, the phase of tun-
nel couplings between discrete fermionic levels has never been directly measured. This
is particularly relevant for several kinds of semiconductor and hybrid semiconducting-
superconducting qubits formed with quantum dots (QDs). QDs are a fundamental com-
ponent of topological qubits based on Majorana bound states [10, 11, 87, 88, 231] as well
as spin qubits [232]. They are also naturally suited for quantum simulation [233]. Since
toplogical qubits are typically composed of multiple QDs connected in a loop, their hy-
bridization is sensitive to the magnetic flux through the loop because it modulates the
tunnel couplings’ phases, causing interference [230]. This flux-dependent tunneling is a
prerequisite for maximizing the readout sensitivity of topological qubits and for tests of
Majorana fusion rules [10, 11, 14, 198, 231]. Meanwhile, tunneling may depend on flux in
two-dimensional QD arrays for quantum processors [234, 235] or quantum simulation
[108, 228, 236], since coherent tunneling can occur across chains of QDs [111]. This high-
lights the importance of understanding and accounting for this effect. Additionally, it has
been proposed that new types of semiconducting qubits could exploit flux-tunable cou-
plings to implement gate operations and noise-protected readout schemes [237-239].
Currently, coupling between dots is typically controlled solely electrostatically with gate
voltages [23, 240], and an understanding of how magnetic flux affects tunneling ampli-
tudes is lacking.

Motivated by this, we probe quantum interference in the irreducibly simple case of
tunneling between two electronic levels in a loop formed by two QDs. Radio-frequency
(RF) gate reflectometry is sensitive to tunnel couplings between QDs [125, 130, 131, 135,
136, 138, 174, 204, 241, 242], and is a candidate for scalable readout of semiconductor
and topological qubits [10, 11, 13, 198, 231]. We therefore employ it to quantify the inter-
dot coupling as a function of magnetic flux, and demonstrate a flux-tuned hybridization
between electron levels. The specific charge and therefore quantum state of the QD sys-
tem strongly affects the tunnel coupling and the oscillation amplitude. Importantly for
gate reflectometry, the relation between tunnel couplings and measured signal is nonlin-
ear [138]. Therefore, contrary to expectation [198], we find that readout fidelity of qubits
with their state information encoded in a flux-tuned tunnel coupling may be optimal for
weak coupling between the involved QDs.

This manuscript is organized as follows: In Sec. 5.2, we describe the device fabri-
cation procedure as well as its configurability into an open loop, a quantum ring, or a
double quantum dot (DQD). Phase-coherence of electron transport through the device
is then established in Sec. 5.3 in two ways. First, we measure the AB effect manifesting in
both DC conductance and RF reflectometry of the open loop. Second, we tune the de-
vice into a large loop-shaped QD, and measure h/e-periodic oscillations of its addition
energy with flux [243, 244]. This QD exhibits a consistently finite excitation energy de-
spite having an approximate circumference of 1.4 ym. The main result of the manuscript
is then presented in Sec. 5.4, where we demonstrate a flux-tunable tunnel coupling be-
tween the levels of two quantum dots arranged in a loop and assess limitations of this
tunability in Sec. 5.5. Lastly, in Sec. 5.6 we consider implications of these results for fu-
ture applications to semiconducting and hybrid superconducting qubits.
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5.2. DEVICE OVERVIEW

To fabricate a device capable of forming a ring-shaped DQD, we use a InSbg gsAsg.14
ternary two-dimensional ternary electron gas (2DEG) [245]. The device (Fig. 5.1(a)) con-
sists of three Ti / Pd gate layers patterned on the 2DEG, each separated by 20 nm of de-
posited Al,O3 dielectric. Charge is confined to an annular ring geometry by applying
voltages to deplete carriers below the outer and inner depletion gates (red). The voltage
on the inner depletion gate V. also serves to tune the chemical potential of the entire
ring. Voltages Vgs, Vep, VBT, and Vg on the barrier gates (yellow) define a large curved
QD and a smaller QD (denoted QDL and QDR, respectively), while voltages V1, and Vg
on the plunger gates (blue) control their chemical potentials. Specifically, Vzs and Vgp
form tunnel barriers between the QDs and lead reservoirs, while Vgt and Vap tune the
individual interdot couplings between the QDs via each arm of the loop. Two additional
unlabeled accumulation gates (gray) control charge density in the exposed 2DEG be-
tween the QDs and Al contacts. Additional details of the fabrication may be found in
Appendix A.

By appropriately tuning gate voltages, the device can be continuously tuned betwen
an open loop, a loop-shaped QD, or into a DQD (Fig. 5.1(b)). Measurements on the for-
mer two configurations enable us to verify that electron transport is phase-coherent over
the ring circumference, and that the ring as a whole supports a single extended electron
state. The DQD configuration represents a minimal system in which interference of tun-
neling between two electron states can occur, as we will demonstrate.

Both plunger gates controlling QDL and QDR are bonded to resonators formed by
NbTiN spiral inductors with 420 nH and 730 nH inductance and their parasitic capac-
itances, leading to resonance frequencies of approximately 400 MHz and 315 MHz, re-
spectively [154]. We measure VI%F and VIE{F, the signal reflected from the resonator con-
nected to gate L or R upon applying a voltage excitation near their resonance frequen-
cies. This complex amplitude depends on the capacitance associated with resonant tun-
neling and losses from dissipative transport. The former results in a frequency shift of
the resonator A foL or A fOR, while the latter reduces its quality factor [13, 125, 131]. The
low-power signals reflected by the device are amplified by a high-electron-mobility tran-
sistor at 4 K and measured with a vector network analyzer or ultra-high-frequency lock-
in amplifier to produce VI%F and VIEF, see Fig. 5.1(a). Using frequency multiplexing [154],
both quantities can be measured simultaneously. Measurements are performed at the
approximately 20 mK base temperature of a dilution refrigerator. For more details of
the measurement circuit, see Appendix B.2. Additionally, there may be a large cross-
capacitance between gates coupled to resonators and the device depletion gates due to
their substantial overlap. To prevent this capacitance from lowering the resonator qual-
ity factors and frequencies, large resistors were patterned on the depletion gates serving
as low-pass filters. See Appendix A.1 for more details.

In each of the three measurement configurations displayed in Fig. 5.1(b), proper-
ties of the device are readily measured using RF reflectometry of resonators connected
to gates L or R. The reflectometry signal is sensitive to the RF admittance of the device
[13]. In the case of an open loop, the resonator on gate R probes the RF conductance
of the loop in series with its gate capacitance, depicted in Fig. 5.1(c). The device ad-
mittance is dominated by high frequency conductance of electrons traveling around the
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Figure 5.1: Experimental design and device configurations. (a) False-color electron micrograph of a nominally
equivalent device to the one measured, and a schematic of the resonator circuit. The device may be tuned by
depletion (red) and barrier (yellow, labeled) gate electrodes into an open AB loop, a ring-shaped QD, or a DQD
with QDL and QDR chemical potentials tuned by plunger gate voltages V;, and VR (blue, labeled), schematized
in (b). Outer and inner depletion gates have -2V and Vi = —3V applied respectively to form a conducting
loop unless otherwise specified, illustrated by a dashed line. (¢) Coupling of the resonator voltages to electron
tunneling and transport for the three configurations depicted in (b). The investigated transport mechanisms
which couple to the oscillating resonator voltage (blue) are described with orange text and arrows. For the
single and double QD configurations, we use a chemical potential illustration to show the oscillating resonator
voltage coupling to tunneling events (orange arrows). For the open loop, its RF conductance dominates the
resonator signal. For single and double QDs, incoherent tunneling with the leads has capacitive contributions
from tunneling capacitance and dissipative contributions from charge relaxation. In addition, interdot tun-
neling in a DQD quantifiably translates into a quantum capacitance loading the resonator.

loop and into the leads in this case (orange arrows), such that the resonator signal pri-
marily changes due to changes in the resonator’s internal quality factor. When tuned
into a single loop-shaped QD, both gates L and R tune its chemical potential. Hence,
their coupled resonators are sensitive to tunneling effects between the QD ring and the
leads. A chemical potential diagram of this coupling is shown in Fig. 5.1(c). Relaxation
events in the form of electrons tunneling between the QD and the leads out of phase with
the oscillating gate voltage loads the resonator reactively with tunneling capacitance and
dissipatively with Sisyphus resistance [13, 128, 129, 142]. Through these signal contri-
butions, Coulomb resonances of the QD are measurable since they lower both the res-
onator frequency and its quality factor. Finally, when tuned into a loop-shaped DQD, the
gate resonators’ signals are sensitive to interdot tunneling, depicted in Fig. 5.1(c). In par-
ticular, a substantial interdot tunnel coupling manifests in a purely reactive admittance
arising from quantum capacitance [13, 125, 130], which can be used to directly measure
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the tunnel coupling [138]. Hence, the measurement signal arises almost entirely from a
frequency shift of the resonator due to the additional quantum capacitance.

5.3. PHASE-COHERENT LOOP AND QUANTUM RING

We begin by verifying the electron phase coherence in our device manifested by the AB
effect. To form an open loop without QDs, we set all accumulation, plunger, and bar-
rier gates to positive voltages to remove potential barriers. Fig. 5.2(a) presents the four-
terminal conductance G and response of the right gate R resonator as a function of the
out-of-plane field B . Oscillations of conductance in flux with a periodicity of h/ne for
integer n are expected, depending on how many times an electron can travel around the
loop while maintaining a coherent phase [6]. The resonator is sensitive to dissipative
transport in the loop despite being capacitively coupled, manifesting as a reduction of
the resonator’s quality factor. Matching AB oscillations and higher harmonics are promi-
nent in both G and the depth of the minimum in the reflection coefficient of the gate R
resonator on resonance [246]. We observe a varying ¢y = h/e and h/2e flux periodic-
ity consistent with the expected bounds on area based on the lithographically defined
180 nm and 360 nm inner and outer radii of the loop. Here, h/ e is the single-electron flux
quantum. This suggests a phase coherence length on the order of a micron, based on
the inferred circumference of the loop.

To investigate if the entire ring can support an extended electronic state, we continue
by tuning the open loop into a large ring-shaped QD. The electron eigenstates of a suffi-
ciently thin ring are angular momentum states with energies quadratic in flux, centered
at integer multiples of h/e. By virtue of the Pauli exclusion principle, the highest unoc-
cupied electron state is expected to exhibit a zig-zag like pattern in energy with an h/e
flux periodicity, illustrated in Fig. 5.2(d). When the quantum ring forms a QD coupled
to leads, this results in analogous kinked oscillations of the dot’s addition energy—its
spacing between Coulomb resonances—as a function of chemical potential [243, 247].

To form such a quantum ring, we lower Vg and Vgp to form tunnel barriers (Fig. 5.1
(b,c), middle), and tune the QD’s chemical potential with V. Both gate L and gate R’s
resonators are sensitive to tunneling between the dot and surrounding leads, since V4,
and VR tune the ring’s chemical potential. To project each complex resonator signal into
a single real quantity, we calculate the absolute distance of it from the Coulomb blockade
signal, denoted VP{“F or Vé{F (see Supplemental Sec. 5.7.1). Since both resonators are mea-
sured simultaneously in this case, we normalize the resulting magnitudes and sum them
for measurements of this QD. In this regime, the large QD exhibits a finite level spacing
as demonstrated by the gapped excitation lines visible in Coulomb diamond measure-
ments shown in Fig. 5.2(b). Moreover, we observe h/e-periodic oscillations of the addi-
tion energy as the magnetic flux is swept with zero applied bias in Fig. 5.2(c), consistent
with expectations for a quantum ring [243, 244]. Though the oscillations are highly ir-
regular, the peak positions and signal strengths’ average Fourier transform shows a clear
peak at an h/e period of 27mT, shown in the inset. Deviations from a regular zig-zag
pattern in the addition energy may arise when the ring is not perfectly one-dimensional,
such that radial degrees of freedom contribute to its wave function. Potential irregulari-
ties along the ring’s perimeter and effects of spin-orbit coupling also can cause the more
complex oscillations in its addition energy [248].
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Figure 5.2: Phase-coherent transport and extended electron states. (a) AB oscillations in the open loop con-
figuration depicted in the inset. Measurements are at zero bias voltage, of 4-terminal lock-in conductance
(black) and of the absolute reflected signal (gray) from the resonator coupled to the Vi electrode. Here, |V§F| is
taken at the field-dependent resonance amplitude minimum (right). On the right, example frequency sweeps
from which the minimum signal is calculated are shown. h/e and h/2e-periodic oscillations are visible in both
the conductance and in the RF signal. (b) Single-particle energies for a thin ring o< (e¢/h + )2 for | € Z. The
tenth lowest energy state is highlighted, showing that energies for fixed electron number oscillate in a zig-zag
fashion. (c) Coulomb diamonds with the device configured into a ring-shaped QD depicted in the inset at
B =950mT. The sum of normalized signals from both gate resonators is plotted, centered about the signal
in Coulomb blockade. A consistently finite excitation energy is visible. (d) Zero-bias Coulomb resonances as a
function of B, ,with measurement frequencies adjusted to be near resonance at each B value. Inset: Normal-
ized absolute Fourier transform of the resonance V¢ position (black) and signal height (gray) averaged across
all Coulomb resonances. Both have clear peaks at an h/e periodicity of 27 mT.
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5.4. FLUX-TUNABLE INTERDOT COUPLING

Having established phase coherence of the 2DEG loop, we next consider the case of a
loop comprising two quantum dots threaded by a magnetic flux, illustrated in Fig. 5.3
(a). For this system, we expect magnetic flux to tune the effective interdot tunnel cou-
pling. This is in contrast to studies embedding QDs into semiconducting rings where
one trajectory involving tunneling through a QD could interfere with trajectories involv-
ing the other loop arm, potentially containing a second QD [249-258]. Assuming that at
each interdot charge transition both QDs are described by a single fermionic level, the
DQD can be represented as a two-level system with an effective coupling matrix element
teff = tr+13. Here, we define #1 and g as the interdot coupling due to the top and bottom
arms, respectively. Under the Peierls substitution, a magnetic flux ¢ (B, ) imparts a phase
on each coupling [230]. Using an appropriate choice of gauge, we then have

testl = /11212 + | 6512 + 21 1] cos (2 b/ po), 5.1)

assuming fr and tg had equal phases at zero field. Via quantum capacitance, fg(¢)
imparts a frequency shift on QDLs gate resonator with a maximal value in the ground
state o< 1/|tqfl. Consequently, we expect the frequency shift to oscillate periodically with
¢. In Figs. 5.3(b,c), we plot the expected dependence of the resulting frequency shift on
flux [125, 130].

Experimentally, we realize this system as a loop-shaped DQD with chemical poten-
tials tuned by voltages V4, and V. To focus on interdot transitions where the signal con-
tains information about the interdot tunnel coupling f.¢, we lower Vgs and Vgp until
tunneling rates to the leads are undetectably small. Meanwhile, we form the DQD by
lowering VT and Vgp into a regime of moderate tunneling, such that interdot transitions
exhibit a substantial quantum capacitance signal. The barriers are tuned to be approx-
imately equal based on DC current measurements (Supplemental Sec. 5.7.2).Coulomb
diamond measurements demonstrate a varying but finite level spacing above 70 ueV in
both QDs (Supplemental Sec. 5.7.3) [20], such that the DQD is well-described by two
coupled fermionic levels [33]'. Maintaining a finite excitation energy on both QDs de-
spite their large lithographic size is achievable due to the low effective mass of roughly
0.016m, in the 2DEG [245], which favors confinement.

Selecting a single interdot transition in this regime, we measure gate and frequency
dependent traces of the gate L resonator’s response VRLF as a function of B, aiming to
extract | ff|. At each point in the gate space, we fit the results to an asymmetric resonator
model to extract the resonance frequency shift A fOL (see Appendix C and Refs. [158, 187,
190]). As no resonator losses were measured over this interdot transition, the resonator
response may be described as a quantum capacitance Cq loading the bare capacitance C
and inductance L of the resonance frequency as fy = 1/27,/L(C + Cq). Accordingly, we
fit the V1, dependence of A fOL(Cq) to a thermal quantum capacitance model described by

Logtl? AE
[ Zerl tanh( ),

Cq =2(ear)? —
q = 2(eal) 3 2kp T

(5.2)

1As we will see in the subsequent section, the specific levels probed in Figs. 5.3 and 5.4 also exhibit signs of
spin degeneracy, indicating further that they are fermionic states rather than some other many-body charge
level.
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Figure 5.3: Tuning DQD hybridization with flux. (a) Diagram of a DQD ring threaded by a magnetic flux ¢(B ).
(b,c) Schematic mapping of | %l as a function of magnetic flux ¢ (c) into a final resonator frequency shift
A fo(¢p) at charge resonance (b), shown for t7 = 1.5t (solid) and 2t (dashed). For sizable || the frequency
shiftis oc 1/]zegl [125, 130]. (d) Fit |eg| values from the frequency response of the gate L resonator as a function
of B for a single interdot transition. The tunnel coupling oscillates periodically with varying contrast and
amplitude. The inset defines the charge stability diagram (CSD) color scale and plots the approximately o
1/|tefl correspondence between the fit | fo| and maximum observed A fOL for each B in (d). (e-g) Select CSDs
atthe B, values labeled in (d) showing the lineshape of A fg“ across the interdot transitions for different tunnel
couplings.

to extract | foff|, where

AE=\/a?(Vi + VP2 + 4] g2 (5.3)

is the energy splitting between the two dot levels involved in tunneling [125, 130]. The
lever arm ay, = 0.18 and electron temperature T = 71 mK are optimized simultaneously
for all field values to produce the minimal fit error (Supplemental Sec. 5.7.4). Subse-
quently they are fixed, with the only other free parameters being the center offset Vl?ff of
the transition and fj in the Coulomb blockade.

The resulting values of || are plotted in Fig. 5.3(d), where oscillations of | .| are
clearly visible. In Figs. 5.3(e-g), we show examples of frequency shifts of the gate L res-
onator for several values of B, , where we see that for smaller tunnel couplings the tran-
sition appears to be more narrow, but with a stronger frequency shift. In particular, the
tunnel coupling in general does not reach zero at its minima, suggesting that #r and 3
are not precisely equal, as exemplified in Fig. 5.3(c). The average value of |z.¢| between
oscillations also varies unpredictably, indicating that the wave functions of the involved
states change over the range of multiple flux periods. Nevertheless, with this measure-
ment we explicitly demonstrate control of the hybridization between two fermionic lev-
els with magnetic flux.
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Figure 5.4: Flux-tunable hybridization of the DQD across multiple dot levels. (a) CSD with no applied field
showing the window of 16 interdot transitions probed over a sweep of B, . Dashed lines show the approximate
boundaries of stable charge regions, because weak coupling of the QDs to the leads makes only interdot transi-
tions visible in the gate L resonator’s signal. Several charge regions are labeled with their relative charge states
up to an offset (g, NR) for a reference even charge Ny, and Ny on QDL and QDR, respectively. (b) Peak signal
deviation from Coulomb blockade VI%F of the four numeral-labeled transitions as a function of B, offset by
0.18 arb. units. (c) Peak positions of interdot transitions in Vg coordinates relative to the lowest peak, averaged
across all four columns of transitions shown in (a), and offset by 2.32mV. The offset voltages vary linearly
with the addition energies of QDR, so that anticrossings in the positions correspond to anticrossings between
electron states of QDR. The black arrows show example points where a correlation can be observed between
the oscillation amplitude of VRLF and anticrossings of QDR states. (d) Schematic describing the kinks in (c) and
sudden changes in the | f4¢f| oscillations of (b). If a state |y,) overtakes another state |y ,) as the ground state
of QDR, and the former has a different tunnel coupling to the ground state of QDL, then a sudden change in
|teffl and its oscillation amplitude may occur at this crossing.

5.5. LIMITS OF FLUX-TUNED TUNNEL COUPLING READOUT

For applications to topological qubits using QDs potentially containing many electrons,
one must choose a particular dot level to optimize tunnel coupling readout. Therefore,
in the same DQD regime as in Sec. 5.4, we proceed to study the variance of the oscillation
amplitude in a broader field range and for multiple transitions, focusing on the 16 tran-
sitions shown in Fig. 5.4(a). There, similar to measurements of the ring-shaped QD, we
plot the absolute deviation of the complex reflection signal of QDLs resonator from its
average value in Coulomb blockade: VI%F. The complex signal is a one-to-one function
of the frequency shift of QDL resonator and is inversely proportional to |Z| for sub-
stantial | zef| [259]. An even-odd alternation in the transition spacing both along the 11,
and Vy axes suggests that both QDs have spin degenerate levels with a finite level spac-
ing in this window. We sweep B, , measuring new CSDs of the 16 transitions at a single
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measurement frequency adjusted to remain close to resonance. From these CSDs, we
extract the maximum VRLF signal and the approximate peak position in the gate space for
all transitions.

We plotin Fig. 5.4(b) the peak signal height—proportional to 1/|z.g| except when | Ze
is very small—for the column of transitions enumerated in Fig. 5.4(a). For all four transi-
tions, h/e-periodic oscillations of the peak height are clearly seen in some ranges of B} .
There, we identify four distinct features. First, some regions in Fig. 5.4(b) present visible
oscillations in an otherwise small signal. One such region is appears at B; = 400mT for
Transition iii. As schematically depicted in Fig. 5.3(b,c), this corresponds to large aver-
age | foffl and asymmetric barriers. Large tunnel couplings lead to a small frequency shift
while asymmetry reduces the amplitude of the oscillations. Second, for smaller mean
values of | eg| the signal variation with flux is much greater since |dA fOL/ d|tegl| is larger,
as seen for transition iv in the range 280 mT to 400 mT. Third, Transition iv at low fields
exhibits a substantial peak height, indicating a small tunnel coupling, but a very weak
oscillation contrast. This suggests that the tunnel barriers are tuned by B, to be sub-
stantially asymmetric in this field range. Finally, a sudden drop of the peak height to
near zero appears near the oscillation maximum for some transitions. We expect this
to be a result of |fe| being small enough near the maximum peak height that thermal
excitations and Landau-Zener transitions populate the excited DQD state, suppressing
quantum capacitance (see Sec. 2.2.3 for a more detailed argument) [150, 151]. Impor-
tantly, this also suggests that #g = fr in those cases.

Differences between these scenarios are known to have consequences when sensing
tunnel coupling to manipulate or measure qubits [138, 141, 175]. Probing the tunnel
coupling with gate sensing in the regime of very weak tunneling gives a sharp change in
the resonator signal for small changes in |z, allowing one to couple QDs weakly to the
qubit of interest. Conversely, the signal is also sensitive to small changes in flux in this
case. Certain topological qubit proposals also rely on a substantial tunneling magnitude
for their operation [37].

To better understand Fig. 5.4(b), we now consider the influence of the specific elec-
tronic levels involved on the amplitude of the tunnel coupling oscillations. To this end,
we plot the relative position Vi of interdot transitions averaged across all four columns
in Fig. 5.4(c) and offset by their charging energy. This position is proportional to the
excitation energies of the different QDR levels [22, 32], and we observe that they are
nearly spin-degenerate at zero field. Kinks can be seen in the peak positions, indicating
(anti)crossings between levels of QDR, depicted schematically in Fig. 5.4(d). At several
fields, with examples highlighted by black arrows in Fig. 5.4(b,c), sudden changes in the
average peak height and oscillation contrast of a transition appear correlated with anti-
crossings of QDR levels. We hypothesize that variation in wavefunction overlap of differ-
ent levels with field, as well as the particular levels involved, can have a drastic effect on
f1/B. As the cartoon in Fig. 5.4(d) illustrates, it may be the case that two different states
of QDR have different wave-function overlaps with the ground state of QDL, and vice-
versa. In particular, transitions between states of opposing spin have f.¢ determined by
spin-orbit coupling strength [23, 205, 260], while transitions between states of the same
spin do not. Given the large out-of-plane g-factor of these 2DEGs [245], it was difficult to
independently study spin and flux effects. Additionally, some changes in the mean peak
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Figure 5.5: Contrast of DQD Tunnel Coupling Variation in Different Regimes. (a-c) Bars showing maximal
peak helght variation on a single interdot transition spanning the distance between the smallest and largest
observed V e peak height, binned within one h/e period of 23.5 mT and plotted for three different regimes of
tunnel barrier tuning. Of the 16 interdot transitions tracked in each dataset, only the bar for the transition with
the largest signal variation for each period is shown. (a) summarizes a B| sweep in a regime of weak interdot
tunneling with more negative barrier voltages, while (c) shows data for strong tunneling and less negative
barrier voltages. (b) corresponds to the intermediate tunnel barrier data from Fig. 5.4. The largest contrast in
the signal generally occurs within the weak coupling regime. (d) Absolute Fourier transforms in each regime
averaged across all 16 transitions. Orange represents a sweep of the in-plane field for the same transitions and
tuning as the intermediate regime. A vertical line shows the peak at 23.5mT.

height and oscillation contrast have no obvious correlation with QDR excitation ener-
gies, but we note that changes in the ground state of QDL as a function of field also affect
test. Hence, for any application requiring hybridization readout between QD levels, the
specific levels used must be optimized for a given magnetic field range.

Lastly, we compare the differences in tunnel coupling readout contrast for regimes
of different Vp;g and thus average tr/g values. From Eq. 5.1 we expect that for nearly
equal tg and fr, large tunnel couplings should produce the best oscillation contrast,
since the tunnel coupling ranges from |#7| + |#g| to nearly zero. We therefore conduct
measurements analogous to those in the intermediate coupling regime of Fig. 5.4 for
other coupling regimes, with results summarized in Fig. 5.5 and shown in more detail in
Supplemental Sec. 5.7.5. Namely, we first bin the peak heights for a given regime into
windows equal to the h/e periodicity extracted from their average Fourier transform
(Fig. 5.5(d)). Next, we plot bars spanning the minimum VRLF peak height to the maxi-
mum for whichever of the 16 transitions maximizes this difference in a given field bin.
In addition to the dataset from Fig. 5.4, datasets for more negative (closed) and less neg-
ative (open) barrier gate voltages are shown in blue and green, respectively. As a control,
in orange we show the data for an in-plane field sweep over the same transitions con-
sidered in Fig. 5.4, where no oscillations are seen. Compared to the red ‘intermediate’
coupling regime, the more closed-off regime shows on average a larger variation in peak
height across a single h/e period, due to the increased slope of A foL with flux as described
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above. The open regime shows very weak oscillation contrast despite the tunnel barriers
exhibiting similar resistances (Supplemental Sec. 5.7.2), suggesting that larger coupling
regimes are more sensitive to slight asymmetries between tr and . If the percent differ-
ence betweeen |#r| and |fg| is non-negligible, then the maximum flux-tuned difference
in quantum capacitance signals (proportional to 1/(|tr| — |#g]) — 1/(¢7| + |3])) becomes
smaller for larger average tunnel couplings. Consequently, for flux-tuned qubit readout
and manipulation schemes where the state is encoded in the sum or difference of two
tunnel couplings [10, 11, 231], the optimal readout fidelity may occur for weak overall
couplings.

5.6. CONCLUSIONS & OUTLOOK

Herein we measured a tunable hybridization between two electronic levels threaded by
a magnetic flux for the first time. Using gate-based RF reflectometry implemented in
a phase-coherent InSbg gsAsg.14 2DEG, we measured h/e-periodic oscillations of tunnel
coupling between the levels of two QDs arranged in a loop. Even for nearly symmetri-
cally tuned interdot tunnel barriers, the coupling was not generically suppressed at its
minima, exhibiting a high degree of variability in magnitude and contrast of the tunnel
coupling oscillations. We inferred that this variability is in part dependent on the specific
QD levels involved. Finally, we found that, given the inherent difficulty of symmetrically
tuning two tunnel barriers in parallel, the best signal contrast across an oscillation pe-
riod occurs for relatively weak average interdot tunnel couplings [138]. On the other
hand, tuning a tunnel barrier strength as a function of flux while probing the gate re-
flectometry signal at an interdot charge resonance serves in itself as a method for tuning
|tr| and |fg| to be equal. In this approach, one would target the barrier strength where
Landau-Zener transitions suddenly suppress the signal near its maximum as a function
of flux, as described in Sec. 2.2.3. This work establishes a prerequisite for the readout of
qubits formed in topological nanowires and Kitaev chains [10, 11, 14, 231, 261]. It also
demonstrates a new mechanism by which the effective coupling between localized elec-
tronic states can be tuned and illustrates its limitations, applicable to semiconducting
spin and charge qubits [237-239]. Even when undesirable, flux-tuned tunnel couplings
may arise in two-dimensional QD arrays [228], as direct tunneling or cotunneling be-
tween QDs can occur via more than one trajectory in this case.

Raw data, analysis code, and scripts for plotting the figures in this publication are
available from Zenodo [262].
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5.7. SUPPLEMENTAL INFORMATION
5.7.1. CALCULATING RF SIGNAL DEVIATION FROM COULOMB BLOCKADE
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Figure 5.6: Histogram of the measured complex V}I{“F values from the dataset of Fig. 5.4. The extracted value of
VI{“S for this dataset is plotted in red, and is roughly centered over the clustering of points corresponding to the
Coulomb blockade signal. VRLF is calculated as the absolute deviation of the signal from this point.

The scattering parameters VRLF and VRRF measured in the reflectometry circuit are
complex and at Coulomb resonance the signal information is stored in both their real
and imaginary components. To illustrate this, we plot the histogram of measured VRLF
values using the dataset of Fig. 5.4(a) in Fig. 5.6. A large concentration of points is cen-
tered around the Coulomb blockade signal (denoted Vii¥) away from Vi, = 0, while
an elongated distribution of points corresponds to the signal around a Coulomb reso-
nance. The vector between these two groupings of measured values, illustrated with an
arrow for an arbitrary VRLF on Coulomb resonance, contains most of the signal informa-
tion. Hence, to plot a real quantity representing the RF signal while excluding the min-
imum possible amount of information, we plot the magnitude of this vector, denoted
Vi = [Va — Va2l We note that a second elongated distribution of points appears in
Fig. 5.6 oriented horizontally. This arises from a stray charge resonance unrelated to the
QDs but sensed by resonator L [148], appearing as a vertical resonance along the right
side of Fig. 5.4(a).

To estimate VI]&? , we use two different methods. For data shown in Fig. 5.2, we take
the mean V}%F over a rectangular window observed to correspond to Coulomb block-
ade from an initial inspection of IVRLFI as VRLQ. This technique is robust provided that
charge jumps do not move Coulomb resonances into the window. For the data shown
in Figs 5.4, 5.5 and 5.10, however, we use a modified median of the data since it can be
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automatically calculated without specifying a window corresponding to Coulomb block-
ade. Namely, we first extract the lowest 50 % of V4, rows in the dataset in terms of their
VRLF standard deviation. This is because rows with high standard deviation are expected
to contain Coulomb resonances since the signal varies more from its Coulomb block-
ade value. From this subset of points, we take the median as VI%IQ . To illustrate this, we
plot the VRL}? value extracted with this method in Fig. 5.6 in red. We see that it is roughly
centered over the clustering of points corresponding to Coulomb blockade. Note that
the same steps are used for V1§F data as used in Figs. 5.2(b) and (c). A different Coulomb
blockade value is taken at each magnetic field value in the case of a field sweep, since the
field affects the resonator’s lineshape and resonance frequency.

5.7.2. TUNING SYMMETRIC PARALLEL TUNNEL BARRIERS

To tune the bare tunneling strengths #r and g to be approximately equal, we select volt-
ages on their corresponding barrier gates such that each admits the same instantaneous
conductance when the other barrier is completely closed off. This procedure is summa-
rized in Fig. 5.7. For this method to be valid, we must assume that the barrier gates have a
negligible capacitive cross coupling, as evidenced by the approximate rectangular shape
of their two-dimensional pinch-off map shown in Fig. 5.7(a).
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Figure 5.7: Pinch-off scans for approximately symmetric barrier tuning. (a) Current through the device at 3 mV
applied bias voltage as a function of Vg1 and Vg, tuned into an otherwise open loop. The roughly rectangular
shape of the zero-current region implies a weak cross-coupling between gates BT and BB. Linecuts where BT or
BB are closed (white lines) can thus be used to select barrier voltages for roughly equal resistance. (b) Linecuts
from the current map of (a). To tune for the intermediate coupling regime of Fig. 5.4 (red), or the more closed
off (blue) and open (green) regimes described in Fig. 5.5, Vgt and Vg voltages are chosen such that when the
opposite barrier is pinched off, they both admit roughly the same current. The relatively large bias reduces the
influence of QD states under the barriers on the measurement.

5.7.3. COULOMB DIAMONDS
Coulomb diamonds of QDL and QDR are shown in Fig. 5.8, from which we observe that
both exhibit a consistently finite excitation energy between electronic levels.
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Figure 5.8: Coulomb diamonds of QDL (a) and QDR (b). The single QDs are tuned such that both the relevant
lead barrier as well as Vgt and Vg are in a weak tunneling regime. Magnitude of the reflectometry signal
near the resonance frequency of their respective plunger gates’ resonators is plotted. A varying but finite level
energy spacing is visible for both QDs larger than the linewidth.

5.7.4. FITTING PROCEDURE FOR TUNNEL COUPLING EXTRACTION
Herein we detail the procedure used to extract the effective tunnel coupling magnitude
ofaDQD (|fefl in the main text), given a CSD spanning an interdot charge transition with
a frequency-dependent response measured at each point for a resonator coupled to one
of the QD’s gates. The parametric capacitance for a gate at voltage V, primarily coupled
to a single charge island or QD (indexed by i) out of multiple potentially coupled islands
is
d(n;)
dvg ’

Cp=ailel (5.4)
where (7;) is the expectation value of charge on QD i and &; is a lever arm of the gate’s
coupling to the quantum modified by mutual capacitances of this QD to other charge
islands in the system, see Appendix D for further details. In essence, the large interdot
capacitance of the system when tuned into the DQD regime (as can be inferred from
the interdot transition width in gate space relative to the spacing between transitions in
Fig. 5.4(a) [22]) lowers the effective lever arm of the gate to the sensed QD. Consequently,
we must fit for &; independently, since it is not expected to agree with the lever arms
extractable from the Coulomb diamond measurements of Fig. 5.8. This parametric ca-
pacitance can be calculated from the fitted resonator frequency fo as C, =1/ 47°L fo2 -C
where L and C are the resonator’s bare inductance and capacitance, respectively. In prac-
tice, we approximate L at zero magnetic field as its simulated value for the resonator’s in-
ductor coil. We calculate C from the resonance frequency in Coulomb blockade, where
Cp is assumed zero. At each value of the out-of-plane magnetic field B, , we assume that
in Coulomb blockade the only shift in the resonator frequency is due to changes in L,
such that from frequency fits at each field we can extract L(B ) assuming C(B, ) is fixed.
Thus, the parameters L and C are fixed by measurements and not varied in the subse-
quent fits described below.

As an explicit model for parametric capacitance, we consider the model of Refs. [125,
130] for a DQD coupled to a phonon bath. Near an interdot transition, this model con-
siders two charge states with an excess electron residing either on a discrete fermionic
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Figure 5.9: Optimization of tunnel coupling fits. (a) The mean absolute residual difference between the fit Cp
lineshape of the interdot charge transition as a function of , and the Cp, values extracted from fit frequency
shifts of QDL resonator. The black line shows the fixed a1, value minimizing the residual error for each fixed
T. (b) The mean residual error with ay, fixed at its optimal value shown in (a) for each fixed value of T'. A clear
minimum is found at T = 71mK and ap, = 0.18. (c) The extracted |zl for zero tunneling capacitance (y = 0)
and maximal tunneling capacitance, which saturates as y — co. The presence of tunneling capacitance has a
negligible effect on |fef| except at very small |Zogsl. (d) Fit | fo| with ay, fixed to the value minimizing fit error
for each value of fixed temperature.

mode of the sensed QD, or a mode of a second QD. These two modes are coupled by
tunnel coupling fef, and the detuning between their energies is given by € = &; (Vg — Vg"ff)
where the offset VgOff determines the transition position in gate space. In this model, the
parametric capacitance is found to be

_ o el ( AE )
C,=2 2L tanh
p = 2(ed) N GER CY
=Cq4(e) (5.5)
7;)? 2yt AE
+_(eal) (i) _r cosh_z( ),
4kgT \AE w2+)/2 2kgT

where AE = /€2 + 4| te]? is the energy splitting of the charge qubit and w is the angular
resonator measurement frequency. The first term above corresponds to quantum capac-
itance while the second corresponds to so-called tunneling capacitance. The parameter
Y quantifies incoherent tunneling due to phonon absorption and emission, and in prin-
ciple is another parameter we must include in our fit of C;, to extract | Zegl.

A resistive contribution to the effective impedance of the sample known as Sisyphus
conductance arises, however, whenever there is substantial tunneling capacitance [125,
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130], which would lower the resonator internal quality factor near the transition. In our
fits of the frequency-dependent CSDs, the change in resonator quality factor was not
discernible at the interdot transition, indicating that Sisyphus resistance and likely tun-
neling capacitance can be neglected in our fits. This also indicates that all information
about interdot tunneling is contained in the frequency shift A f, such that we may solely
fit A fo (V) to extract | fefl, rather than simultaneously fitting the frequency shift and qual-
ity factor. Regardless, in Fig. 5.9(c) we show that maximizing the contribution of tunnel-
ing capacitance leads to a negligible change to the extracted || except for very small
tunnel couplings. Hence, we neglect tunneling capacitance for the fits of Fig. 5.3(d).

Under these constraints, we extract a fitted Cp, (V) from fitted A foL and our knowledge
of L and C described above, and fit the result to

Cp = CqlaL(Vg— VM) + Cote (5.6)

with Cq as defined above and where we denoted &; — a as the effective QDL lever arm.
In fact, we select five rows of the gate voltage near the center of the transition and fit
them simultaneously with the same |, a1, and T, but allow for a different Cyg and
VgOff for each row. In other words, we fit multiple traces for values of the other QD’s gate
voltage near the center of the charge transition in the charge stability diagram. The off-
set Coff accounts for errors in converting from Afy to Cy. These parameters are fitted
independently for each row.

Since T and ay, should be roughly the same at all fields, we sweep different fixed val-
ues of these parameters iteratively and choose the values which lead to a minimum total
residual across all magnetic field values. We found a global optimum of T = 71 mK and
ar, = 0.18 which minimized the mean absolute fit residual error, see Fig. 5.9(a,b). This
temperature is larger than the roughly 20 mK temperature of the dilution refrigerator
used, which is not unexpected since electron temperature may be raised by connection
to higher temperature cables and electronics [20]. Lastly, in Fig. 5.9(d), we observe that
the oscillation amplitude of | .| does vary with increasing temperature used in the fits
(with ay, fixed at the optimum shown in Fig. 5.9(a)), but the oscillations of | #| are con-
sistently present with a period of one flux quantum.

5.7.5. FIELD-DEPENDENCE OF PEAK HEIGHTS IN DIFFERENT COUPLING
REGIMES

In this section the full datasets from which Fig. 5.5 was constructed are shown in Fig. 5.10,
including the dataset used in Fig. 5.4. The four datasets are measured in three different
regimes of interdot barrier gate voltage strengths, denoted the ‘closed’, ‘intermediate’,
and ‘open’ regimes ordered from the strongest to the weakest barrier gate voltages sepa-
rating QDL and QDR. Though not shown in the figure, in the closed regime at fixed field
values, some transitions occasionally exhibited a jitter from row to row in Vi -space. This
may be due to very weak coupling from the DQD to the leads resulting in electrons tun-
neling on to the DQD stochastically as the gate is swept, and may result in unphysical
additional suppression of the peak height for some fields. Nonetheless, the prominent
peak of the Fourier transform of this data at a periodicity of one flux quantum (shown in
Fig. 5.5) indicates that the sharp dips in the data truly correspond to a suppression of the
signal periodically as a function of flux.
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Figure 5.10: Field-dependence of interdot charge transitions in different regimes of tunnel coupling. (a) Mea-
surement frequency used at each out-of-plane field value B for the three regimes of tunneling strength in-
vestigated and for an in-plane field B sweep for the same transitions of the intermediate regime. (b-d) Field-
dependence data for the closed (b), intermediate (c), and open (d) tunnel coupling regimes. These correspond
to voltages (Vgr, Vgg) = (-2.1,-1.65)V, (-1.9,-1.49)V, and (-1.82,-1.34)V respectively. Vs and Vgp were
tuned to a very weak tunneling regime of Vgg = —2.05V and Vgp = —2.75V, except in the closed regime where
VBs = —2.5V. Left: CSDs measured at zero magnetic field, plotting V}%F' Right: Field-dependence of the peak
deviation from Coulomb blockade for the interdot transitions shown in the CSDs, offset by 0.3 (b), 0.17 (c), and
0.09 arb. units (d). Peak heights in (c) for the By sweep are plotted in orange. In (d), a stray resonance appeared
which occluded some interdot transitions in a wide window. This resonance interfered with extraction of the
peak signal height, and so appears as a gap. Red markers denote points at which charge jumps appeared in the
search window used to extract the peak signal height.



FLUX-TUNABLE JOSEPHSON EFFECT IN A
FOUR-TERMINAL JUNCTION

C. G. Prosko, W. D. Huisman, 1. Kulesh, D. Xiao, C. Thomas, M. ]. Manfra, S. Goswami

We study a phase-tunable four-terminal Josephson junction formed in an InSbAs two-
dimensional electron gas proximitized by aluminum. By embedding the two pairs of
junction terminals in asymmetric DC SQUIDs we can control the superconducting phase
difference across each pair, thereby gaining information about their current-phase rela-
tion. Using a current-bias line to locally control the magnetic flux through one SQUID,
we measure a nonlocal Josephson effect, whereby the current-phase relation across two
terminals in the junction is strongly dependent on the superconducting phase differ-
ence across two completely different terminals. In particular, each pair behaves as a
¢o-junction with a phase offset tuned by the phase difference across the other junction
terminals. Lastly, we demonstrate that the behavior of an array of two-terminal junc-
tions replicates most features of the current-phase relation of different multiterminal
junctions. This highlights that these signatures alone are not sufficient evidence of true
multiterminal Josephson effects arising from hybridization of Andreev bound states in
the junction.

6.1. INTRODUCTION

Multiterminal Josephson junctions (JJs) with more than two terminals have current-
phase relations (CPRs) determined by the superconducting phases of all terminals [263].
The Andreev bound state (ABS) spectrum of multiterminal junctions can manifest topo-
logical phases containing Majorana bound states [264] or protected Weyl nodes in their
band structure [15, 265-268], with the superconducting phases of the terminals behav-
ing as momentum degrees of freedom [15]. To form Weyl nodes in the absence of a flux
through the junction [269] at least four terminals are required, because an n-terminal

The work in this chapter is under review as an article in an academic journal. Preprint available at
arXiv:2311.17158.
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junction manifests topology in n — 1 dimensions. Additionally, four-terminal JJs (4TJJs)
are expected to exhibit non-trivial CPRs of the supercurrent through the junction [270-
274], and can form a superconducting phase qubit bypassing some constraints of con-
ventional flux qubits [275]. In particular, the phase difference across two terminals is
expected to induce a phase difference and supercurrent across the other two terminals,
giving them applicability as switching elements for superconducting electronics [274].

Previous work on multiterminal JJs observed multiterminal DC and AC Josephson ef-
fects [276-284], signatures of supercurrent mediated by Cooper quartets [285-288], and
strong diode behavior [284, 289, 290]. Many signatures of quartet supercurrents can also
be explained solely with two-terminal junction physics however [291], though tunneling
spectroscopy measurements of the multiterminal JJ may reveal spectra of the prerequi-
site extended ABS [292]. For three-terminal JJs, signatures of Andreev molecules [293,
294] and more complicated subgap state spectra affected by spin-orbit coupling have
been observed [295]. Meanwhile, despite numerous experiments on 4TJJs [277-279, 287,
288], the CPR of any four-terminal junction has yet to be probed with control over two
or more phase degrees of freedom.

We thus consider a four-terminal JJ (4TJJ) embedded in two asymmetric DC SQUIDs
penetrated by independently controllable magnetic fluxes. This allows us to control two
phase differences across pairs of terminals in the junction. Accordingly, we can mea-
sure SQUID oscillations containing information about the CPR across their correspond-
ing 4T]J terminals in the form of a current-flux relation (CFR). Furthermore, with four
instead of three terminals we are able to measure a Josephson effect which is fully ‘non-
local’ in that the CPR between two superconducting terminals is modified by a phase
difference across a completely independent pair of terminals [272, 273]. Correspond-
ingly, two terminals of the 4TJJ form a tunable ¢g-junction with a phase offset tunable in
a range larger than 0.29 where @, = h/2e is the superconducting flux quantum [296].
For this experiment and others in three-terminal JJs [297, 298], we model the junction
as an array of two-terminal junctions and find that this ¢g-junction effect can exist even
in the absence of a hybridized ABS spectrum in the junction, necessitating other experi-
mental signatures for ABS hybridization.

6.2. DEVICE DESIGN & CHARACTERIZATION

The devices (denoted A and B) are formed in an InSbg ggAsg 14 two-dimensional elec-
tron gas (2DEG) proximitized by epitaxial aluminum. Selective etching of the Al defines
the multiterminal DC SQUID [245], see Figs. 6.1(a-c). A schematic depiction of the cir-
cuit is given in Fig. 6.1(d). The SQUIDs are designed such that two pairs of terminals in
the 4TJJ each form one junction of a DC SQUID (labeled L or R). For each SQUID, the
other roughly 3 pm-wide reference junction (labeled JJL or JJR) is much larger and there-
fore has a much higher critical current Ire or Iref In this DC SQUID configuration with
asymmetric critical currents, the CPR of each palr of the 4T]J terminals can be directly
measured if the SQUID loop inductance is negligible [299, 300].

Two Ti/Pd layers of gate electrodes were then patterned, separated by a 20 nm thick
AlOx dielectric from the 2DEG and from each other. These include top gates over the
reference junctions JJL and JJR of each SQUID applying voltages Vi, ref and VR ref respec-
tively. These allow us to pinch off conductance through these junctions and remove the



6.2. DEVICE DESIGN & CHARACTERIZATION 97

H squibr

Figure 6.1: Experimental Setup. (a) False-color optical image of measured Device A, highlighting the 4TJJ’s
depletion gate and reference junction gates (red), the flux-bias line (blue), exposed portions of the 2DEG mesa
(green), and the Al forming the SQUID circuits (yellow). (b) False-color scanning electron micrograph of Device
A near its central 4TJJ. Unused misaligned gates in the second layer and unused normal-metal tunnel probe
leads are shown in gray, while the designed pattern of the Al 4T]]J is superimposed in black on the image. (c)
As in (b) but before any gates were deposited. Overetching of the Al caused the 4TJJ junction dimensions to
be slightly larger than the design shown in (b). Residues are visible surrounding the designed pattern, arising
during an Al etching step. (d) Schematic of the device consisting of SQUIDs labeled L and R penetrated by
fluxes @1 g. (e) Schematic of the 4T]] itself, with the superconducting terminals numbered, and their wave
function phases and phase differences labeled.

corresponding SQUID’s flux-dependent behavior. Second, a large depletion gate in the
first layer surrounding the 4TJJ (red in Fig. 6.1(b)) allows us to apply a voltage Vp de-
pleting carriers surrounding it and eventually within the junction itself. This gate is kept
grounded for all measurements except those in Supplemental Sec. 6.6.1 where we inves-
tigate its behavior. All other gates (gray in Figs. 6.1(a,b)) are kept grounded unless other-
wise specified, since an unintentional misalignment with respect to the superconduct-
ing terminals limited their functionality '. Metallic Ti/Pd probe contacts near the 4TJJ
are kept electrically floating or grounded to not interfere with measurements °. Lastly,
a NbTiN flux bias line (blue in Figs. 6.1(a,d)) was sputtered around SQUID R to locally
bias the magnetic flux ®g penetrating it without significantly tuning the flux ®;, through
SQUID L. This line is biased by a current I+ which generates a magnetic field penetrating
SQUID R, and has a critical current of 1.05mA. Combined with a global magnetic field

1The unused gates consisted of three barrier gates alternated with two wider gates. The former, in conjunction
with the depletion gate, were intended to confine carriers underneath two two-terminal Josephson junctions
formed between terminal pairs (1,2) and (3,4), while the latter could tune the carrier density within each
junction. This in principle would enable forming Josephson junctions with transport mediated by a single
ABS in each, while the middle barrier voltage could tune the wave-function overlap of the ABSs, thus tuning
the four-terminal Josephson effects. The outer barriers would also have enabled using the normal metal
leads to perform tunneling spectroscopy separately on each junction. Due to their misalignment, they are
kept grounded to simplify interpretation of the experimental results.

2The probes are floating for all measurements except those of Figs. 6.2(d), 6.3(c), and 6.5, where one is
grounded. As switching current measurements, these measurements are unaffected by the grounded probes,
since current favors traveling through the superconducting circuit until the current bias is large enough that
the circuit switches into a resistive state.
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with an almost fully out-of-plane component B, (calibrated in Supplemental Sec. 6.6.2),
this allows for independent control of the magnetic flux through both SQUIDs. For ad-
ditional fabrication details see Appendix A, and for details of the measurement setup
supporting high currents on the flux bias line see Appendix B.4. Measurements are con-
ducted at the 20-70 mK base temperature of a dilution refrigerator.

Before proceeding to measurements, we remark that the supercurrent across any two
terminals i, j € {1,2,3,4} (labeled in Fig. 6.1(e)) of the 4T]J is a ®y-periodic function of all
phase differences ¢ j» = ¢y — ¢y of their superconducting wave functions [263]. Because
only the relative phase differences determine the junction’s behavior, there are only n—1
phase degrees of freedom for any n-terminal JJ. As we embed the 4T]J in two DC SQUIDs,
we have control of only ¢;» and ¢34, meaning that a third independent phase difference
(e.g. ¢13) is not directly controlled by experimentally tunable parameters.

To probe any uniquely multiterminal Josephson effects in this 4TJJ, we deduce phase
shifts in its CPR through SQUID oscillation measurements, that is, measurements of the
CFR. For two-terminal JJs, an established technique for measuring their CPR is to embed
the JJ in a DC SQUID containing another ‘reference’ JJ and measure the SQUID’s critical
current as a function of flux. When the reference JJ’s critical current is much higher than
that of the probed junction the CFR of the SQUID becomes equivalent to the CPR of the
probed junction [299-301]. It is important to note however that in the presence of a small
but finite loop inductance, this is not strictly true. Nonetheless, we show that the CFR
possesses key properties of the true CPR: its periodicity in flux, and shifts in its phase
offset (see Supplemental Sec. 6.6.3).

We begin by characterizing each SQUID individually, with results summarized in
Fig. 6.2. For these measurements, one SQUID is probed while the other’s leads are kept
floating, see Fig. 6.2(a). To exclude effects from the opposing SQUID, we set Vi ref = =1V
or Vg ref = —1.2V to eliminate conductance through the opposite SQUID’s reference junc-
tion. This prevents applied fields from tuning the phase across the opposite SQUID’s 4TJJ
terminals. The junctions in these devices have large enough self-capacitances that they
are underdamped, potentially from capacitances to the nearby floating 4TJ]J terminals.
This is signified by their switching currents Isy 1 and s, r varying stochastically between
values less than or equal to their critical currents I ,r [19, 302]. Here, we define the
switching current as the applied current at which the voltage across the SQUID circuit
jumps from zero to a finite value. Voltages V4, or Vi across the contacts of SQUID L or
R are measured in a current sweep upwards from I, or Iz = 0A to ensure the switching
current and not retrapping current is measured, where Iy is the current applied across
the SQUID with the other SQUID’s contacts floating. An example CFR measurement is
in Fig. 6.2(b), where we show switching current oscillations of SQUID L measured with
a single current trace upwards from I, = 0 for each B, value. At several B; values Iy 1,
appears much lower than the overall nearly-sinusoidal trend. We observe that SQUID L
exhibits a @ periodicity of 8.4 uT as a function of B, , expected to be roughly the same for
SQUID R as they have identical lithographically-defined loop areas. Since Iy 1/r < IcL/R
and Iy /g varies randomly between each trace, we focus on the maximum observed
Isw /R across repeated sweeps.

The resulting CFR measurements of SQUIDs L and R as a function of I are plotted in
Figs. 6.2(c) and 6.2(d). SQUID R has a periodicity of roughly one flux quantum per 85pA
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Figure 6.2: Characterization of individual SQUIDs. (a) Measurement circuit configurations for CFR measure-
ments of the individual SQUIDs L (b,c),and R (d), taken with the opposite SQUID’s reference junction pinched-
off by setting V1 /g ref to a strongly negative voltage, and with current applied across one SQUID’s leads with the
other’s floating. (b) A SQUID oscillation measurement with a single current trace per B value for SQUID L.
Current is swept positively from 0 A. () Maximum switching current max|[ /g, ] (black) extracted as the largest
Iy, measured across multiple current traces of SQUID R as a function of the flux line current. Variation of the
switching current across the repeated traces is shown in gray. (d) Analogous measurements of SQUID L as a
function of flux line current, where we observe a very weak cross-coupling of the flux line to this SQUID. All B}
scans are offset by BY = —7.5mT determined as the B value at which JJL and JJR showed a maximum critical

current in Fraunhofer measurements. The field is fixed to B} = BS’_ when not being varied. Switching current
offsets between (b) and (d) result from shifts in the effective zero-field point over time due to hysteresis in the
system.

change in Ir while SQUID L has a periodicity of 1.3 mA, indicating that the flux-bias line
almost exclusively tunes ®g.

6.3. FLUX-TUNABLE NONLOCAL JOSEPHSON EFFECT

We proceed by conducting measurements involving both SQUIDs, aiming to probe non-
local effects of the phase difference across two terminals of the 4TJJ on the CPR through
the other two. To do so, we float the leads of SQUID R but keep JJR conducting unless
otherwise specified, measuring the voltage 11, across SQUID L as a function of B; and
Ir. Recall that B roughly equally tunes @1, and @y while Ir almost exclusively tunes g
(see Figs. 6.2(c,d)). This means we can fully navigate the space of phase differences ¢
and ¢34 by sweeping these two parameters. Our results are summarized in Fig. 6.3.

In Figs. 6.3(a,b) we fix I}, = 1.1pA to a value near the SQUID L critical current and
measure V7. The SQUID voltage in its resistive state is a function of its critical current,
and so must have the same periodicity and phase offset [19]. Hence, from the positions
of extrema in V, we can extract the relative value of the ¢ offset A¢;2 across terminals 1
and 2. When JJR is closed as in Fig. 6.3(a) so that ¢34 is not tuned by B, or I, only local
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Figure 6.3: Flux-Tunable Josephson effect in Device A SQUID L. (a,b) Voltage measured with the junction in a
resistive state after applying a I}, = 1.1pA current across SQUID L with SQUID R leads floating (inset) and (a)
JJR pinched-off or (b) with it at 0V. Extracted 1§, maxima are plotted in faint white, and show a zig-zag like
variation with a periodicity equal to SQUID R’s i/2e-periodicity in flux line current. (c) Extracted maximum
switching current (black) along the green line in (b), calculated from 10 current traces swept upwards from zero
current. Variation across the repeated current traces is shown in gray. Maxima in Igy,1, correspond to maxima
in the measured voltage of (b). Cross coupling of the flux-line field to SQUID L is negligible in this flux-current
range, so the observed oscillations in the CPR are purely due to the nonlocal superconducting phase difference
across terminals 3 and 4. (d) Phase offsets of SQUID L local CPR (gray) for the four flux periods visible in (b),
and their mean (black), calculated from (b) up to a constant offset. We observe a ¢ tunability in a range
greater than 0.2 flux quanta.

SQUID oscillations as a function of B, are visible, tilted upwards due to the small cross
coupling of Ir into ®;,. Remarkably however, when Vj 1t = 0V as in Fig. 6.3(b), lobes of
SQUID oscillation maxima appear in a zig-zag pattern. The lines of maximum V4, (high-
lighted in gray) are oriented diagonally along the B, and Ir axes in a different direction
than the maxima lines in Fig. 6.3(a). This feature thus arises due to a variation in ®g
changing ¢34. In other words, the supercurrent through terminals 1 and 2 of the 4TJJ
is tuned by the phase difference across two completely different terminals of the junc-
tion, manifesting a a flux-tunable ¢pp-junction. Three-terminal circuits of two JJs sharing
a common lead have enabled observations of similar nonlocal Josephson effects [297,
298, 303] as well as one controlled by excess spins in the junction [304]. In these experi-
ments, nonlocal coupling between junctions was claimed to arise due to the direct wave
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function overlap of ABSs in either junction. While these experiments have no obvious
analog in four-terminal circuits, the effect observed here may be described as the limit
of ABS wave functions in two JJs completely merging together [293]. We compare these
experiments with theory further in Sec. 6.4.

To make this observation concrete, in Fig. 6.3(c) we measure repeated current traces
of SQUID L along the green line highlighted in Fig. 6.3(b). The maximum observed
switching current across all traces is shown as a black line while the variation of Iy, 1,
is shown in gray. Large >0.1 pA oscillations in the switching currents are visible as a
function of Ir with the periodicity of SQUID oscillations in SQUID R. Since a change of
over 1 mA in Iy is required to tune @y, by one flux quantum due to direct cross coupling,
these SQUID oscillations are purely due to coupling of ¢34 to the CPR between terminals
1 and 2. Additionally, we quantify the degree to which the ¢ offset between terminals
1 and 2 can be tuned in Fig. 6.3(d). From the positions of successive SQUID oscillation
maxima plotted in Fig. 6.3(b) in white, we extract the relative change A¢;» of each peak
as a function of Ir. Since we can only extract the relative apparent ¢, offset of the junc-
tion, we arbitrarily define A¢;» = 0 as the maximum position at Ir = 0. A linear offset is
also subtracted from each maximum to remove the effect of cross coupling between I
and @, and the result is converted into units of flux quanta from the B, -periodicity of
SQUID L oscillations. The average A¢;» across all maxima is plotted in black, while indi-
vidual peak oscillations are in gray. We see that the ¢¢-junction formed across terminals
1 and 2 can have its phase offset tuned continuously in a range of over 0.2®,. Behav-
ior consistent with this is observed for analogous measurements of SQUID R, shown in
Supplemental Sec. 6.6.4, and similar effects are also seen in measurements of device B
which has an identical design in Supplemental Sec. 6.6.5.

Importantly, the ®y-periodic circulating current in SQUID R could couple trivially
to the flux through SQUID L via the loops’ mutual inductance in the absence of any
four-terminal junction effects. Due to the device design maximizing the spatial sepa-
ration between SQUID loops however (Fig. 6.1(a)), such a coupling could not cause the
observed strength of oscillations in A¢;,: the magnetic field produced by such loops car-
rying currents of less than 2 pA produces less than 1 % of a flux quantum in the opposing
loop.

6.4. MULTITERMINAL JUNCTIONS AS TWO-TERMINAL JUNC-
TION ARRAYS

In multiterminal JJs and Andreev molecule devices, tunable ¢o-junctions are often con-
sidered a signature of behavior distinct to hybridized ABSs [305, 306] or of an ABS spec-
trum distinctly associated with multiterminal JJs [272]. In this section, we demonstrate
that modeling these systems with networks of two-terminal JJs produces a tunable ¢g-
junction behavior which may be difficult to distinguish from the case where bound states
in these junctions are truly hybridized into a multiterminal JJ or an Andreev molecule.
Namely, while several superconducting terminals connected to a semiconducting re-
gion smaller than the superconducting coherence length ¢ is naturally described by a
hybridized ABS spectrum [263], similar nontrivial behavior in the CPR is also expected
for a network of two-terminal JJs connecting each terminal. Notably, when a network of
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Figure 6.4: Simulations of multiterminal JJs as networks of two-terminal JJs. (a-c) Two-terminal JJ models
of the 4TJ] in this article (a), and of the Andreev molecule device geometries of Ref. [297] (b) and Ref. [298]
(c). We model the 4T]J] (green) as four two-terminal JJs between each neighboring terminal. For the Andreev
molecule devices we model two nearby JJs (labeled A and B with phase differences ¢ and ¢p) as well as an
incidental JJ (gray, with phase difference ¢n1) shunting the two JJs through the same semiconducting region
(green). Large crosses indicate reference JJs with critical currents much larger than those of the JJs in the green
regions. (d) Close-up schematic of the layout of leads (gray) in the green regions of (c) and (d) patterned
over a semiconducting 2DEG (green). (e) Simulated critical current I of SQUID L with SQUID R floating as a
function of B, and I in units of flux quanta, modeling the 4TJ]-SQUID circuit with the circuit model in (a). We
use I¢ 12 = Ic;34 = 100nA and I¢,13 = I¢,24 = 80nA. Critical current maxima qualitatively reproduce the zig-zag
pattern observed in Fig. 6.3(b). (f,g) Simulated critical current of the circuits in (b) and (c) as a function of the
fluxes ®; and ®; threading the loops. We use I o/ = 450nA (f) and I; o/g = 200nA (g) as in Refs. [297] and
[298], respectively. Additionally, we choose I N1, = 180nA (e) and I N1, = 70nA. In all plots, I is offset by the
reference junction’s critical current.

JJs contains multiple loops sharing branches with Josephson junctions, the phase differ-
ences across the junctions become interdependent [307]. As a minimal model, we con-
sider circuits of JJs neglecting linear inductances and capacitive effects, and approximate
each junction as possessing a sinusoidal CPR. As examples, we consider a two-terminal
JJ network designed to emulate the results measured in Fig. 6.3(b) and others to repro-
duce results of recent experiments observing CPRs consistent with Andreev molecule
effects [297, 298].

Beginning with the 4T]JJ] embedded in two asymmetric DC SQUIDs as in this exper-
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iment, we model the 4TJ] as four two-terminal JJs of critical current I ;; coupling each
neighboring superconducting terminal i, j € {1,2,3,4}, see Fig. 6.4(a). From switching
current measurements of SQUID L with its reference junction pinched off, we estimate
the equivalent critical current between terminals 1 and 2 as I¢ 12 = I,34 = 100nA, approx-
imating the same between terminals 3 and 4 by symmetry in the device design. Since the
distance between terminals 1 and 3 or 2 and 4 is larger, we select I 13 = I 24 = 80nA to
approximate the qualitative behavior of the CFR maxima seen in Fig. 6.3(b). By applying
Kirchhoff’s current law and flux quantization while assuming the flux threading the 4TJJ
(green in Fig. 6.4(a)) is negligible, we can calculate the critical current across SQUID L
[307]. Results are shown in Fig. 6.4(e). While the functional dependence of V1 measured
at fixed current in the resistive state is not expected to precisely match the CPR, it is
expected to have the same periodicity and phase offset [19]. The simulated critical cur-
rent exhibits a similar zig-zag pattern in the positions of maximum critical current. This
indicates that a tunable ¢p-junction alone is not unique to multiterminal JJ behavior.
Namely, this demonstrates that while the lithographic design of the devices measured
here contain a 417], the ¢g-junction could appear even if the ABSs formed between each
pair of terminals were not hybridized with any other ABSs.

As further examples, we model devices expected to host ABSs hybridized into An-
dreev molecules [305, 306]. These devices consist of two two-terminal JJs of critical
current I /g and phase difference ¢a,p sharing a common superconducting lead and
separated by a distance on the order of ¢, depicted in Fig. 6.4(d). Due to wave function
overlap between the ABS in each junction, an Andreev molecular state is expected to
form. A stark signature of this state is a phase offset in one junction tunable by the phase
difference across the other junction [305, 306]. In practice however, measured CPRs of
Andreev molecule devices have formed the two JJs from a common region of semicon-
ducting material [297, 298]. Since their separation is less than ¢, supercurrent could pass
between the outer terminals in the absence of any hybridization of the ABSs in the in-
tended junctions.

We thus model the device geometries of Refs. [297] and [298] with the circuits shown
in Figs. 6.4(b) and 6.4(c) respectively. Nonlocal effects are modeled by a JJ directly cou-
pling the outer leads with phase difference ¢y, and critical current I N1, < Ic,a/B. Since
each pair of leads is expected to support supercurrent in the absence of the remain-
ing lead, this is roughly equivalent to considering the three-terminal junction with hy-
bridization of the ABSs formed in each junction neglected. Specific values of I. o/ are
extracted directly from Refs. [297, 298], while I N1, values are chosen to best match their
measurements. The resulting simulations are shown in Figs. 6.4(f) and 6.4(g). They
bear remarkable similarity with the measurements, in particular producing similar ¢g-
junction tunability to these experiments in the absence of any ABS hybridization. For
more details of these calculations, see Supplemental Sec. 6.6.6.

As these junctions are defined in a region smaller than ¢, hybridization between the
ABSs within is expected to contribute to the measured CPRs [308]. The above model-
ing shows, however, that the level of ABS hybridization in existing experiments does not
yield CPRs easily distinguishable from the case of a non-interacting three-terminal junc-
tion. To exclude this trivial coupling between leads in Andreev molecule devices, mea-
suring similar devices designed with no direct path through the semiconductor between
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the outer superconducting leads rules out this shunting effect. For example, each junc-
tion could be formed from different semiconducting nanowires [303, 309]. Importantly,
tunneling spectroscopy measurements of the semiconducting region could also reveal
an ABS spectrum exhibiting anticrossings indicative of hybridization between the ABSs
[293, 295, 305].

6.5. CONCLUSIONS & OUTLOOK

We have studied a 4T]J by embedding it in two asymmetric DC SQUIDs, observing non-
trivial properties of the CPR of a 4TJJ. Namely, we were able to measure SQUID oscilla-
tions of two pairs of terminals forming the junction and independently tune two of the
three independent phase differences controlling it. From these measurements, we ob-
served a nonlocal Josephson effect: two terminals of the 4T]J] behaved as a ¢¢-junction
with a phase offset tunable by the nonlocal flux biasing the phase difference across two
independent junction terminals. This tunability had a range exceeding 0.2d,, and al-
lows the 4TJ]J to serve as a superconducting current switch [274]. Modeling multitermi-
nal junctions as two-terminal JJ arrays, we also found that ¢-junction effects alone are
not sufficient evidence of hybridization between extended ABSs in the junction.

Future devices with a barrier gate separating the lead pairs could demonstrate for the
first time tunable direct wave function overlap between phase-tunable ABSs. Coupling
between relatively distant ABSs mediated by supercurrents or photons in a macroscopic
circuit has been observed [310, 311], but demonstrating a tunable ocal coupling would
enable the formation of Andreev molecule-based quasiparticle charge qubits [305, 312],
or densely-spaced conventional Andreev qubits. Andreev molecule devices where ABSs
are coupled with a superconducting lead in between have exhibited hybridization effects
[293, 294], but their coupling is fixed by the superconducting lead dimensions [305, 308].
A tunable wave function overlap with directly tunnel-coupled ABSs in JJs provides an
alternate mechanism for realizing qubits based on ABSs or Kitaev chains [88], allowing
for readout via inductive coupling of resonators to the phase-biased loops containing
eachJJ [313, 314]. Last and most notably, with control over one more phase difference in
the 4TJ], Weyl singularities in this system’s subgap state spectrum could be probed [15,
268, 315].

Raw data and scripts for plotting the figures in this publication are available from
Zenodo [316].
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Figure 6.5: Depletion Gate Dependence of nonlocal SQUID L oscillations in Device A. As the depletion gate Vp
is swept, five current traces at each Iy are measured and used to extract max[Iy 1 ]. Traces are offset from each
other by 50 nA for clarity.

6.6. SUPPLEMENTAL INFORMATION

6.6.1. GATE PERFORMANCE

In Fig. 6.5 we plot a characterization of SQUID L oscillations as a function of the non-
local flux @y tuned by Ir in Device A as the central device depletion gate voltage (red
in Fig. 6.1(b)) Vp is swept down from 0V. Repeating multiple current traces at each Ir
value, we plot the maximum observed switching current as it is closest to the SQUID
critical current. As the gate depletes carriers in the 4TJJ, the amplitude of oscillations
decreases until none are observed by Vp = —0.75V. When Vp = 0, the SQUID oscilla-
tions are slightly skewed to the left, and this skewness also appears to reduce, leaving
the oscillations more sinusoidal at intermediate Vp values. A detailed investigation of
the influence of patterned gates on the 4TJJ characteristics was made impossible by the
misalignment of gates in the second layer (gray in Fig. 6.1). These gates were designed
to tune the chemical potential selectively between pairs of terminals, enable tunneling
spectroscopy with the normal metal probes, and tunably isolate SQUID L from SQUID
R.

6.6.2. FIELD DIRECTION CALIBRATION

For all measurements in the main text of this manuscript, the external magnetic field
used By (as opposed to the field generated by the flux current Iz) was along a three-axis
magnet’s X direction, mostly out-of-plane of the chip, see Fig. 6.6(a). To calculate the
out-of-plane component B, as labeled in both figures, we calibrate the field direction
with measurements on Device B, summarized in Fig. 6.6. Measuring SQUID oscillations
of SQUID L in its resistive state, akin to the measurements of Figs. 6.3(a) and 6.3(b), we
extract the periodicity of oscillations along each of the magnets three axes. From these
measurements, we infer that the angles 8, for j € {x,y,z} of field B; with respect to the
out-of-plane vector are ¢ = 8.3°, 8y = 82°, and 6, = 86°. This implies that the h/2e pe-
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Figure 6.6: Field direction calibration in Device B. (a) Diagram schematically depicting how the applied field
in the By direction translates to an out-of-plane component B as well as small components By and By, in the
y- and z-directions respectively. The angle 6x is exaggerated for clarity. (b) Measurement configuration for
field orientation calibration. (c),(d) SQUID L oscillations as a function of By and By (0) and By (d) with a fixed
current Iy, = Iz = 1.45pA applied by independent sources across both SQUIDs, though these measurements
are only used to infer the oscillation periodicity of SQUID L in each field direction. For these measurements,
Vp = —0.15V while each second-layer gate except the rightmost one (gray gates in Fig. 6.1 (b)) has 0.8 V applied.
From these scans, we infer a mean peak spacing of oscillations along each axis of approximately ABx = 8.5uT,
ABy =64uT, and AB; = 0.14mT. Measurements are with respect to an approximate zero-field point along the
By direction of B?_ = —7.15mT calculated from Fraunhofer pattern measurements of the reference junctions.

riodicity of SQUID L with respect to B, is approximately 8.4 uT in Device B, consistent
with the devices’ loop areas (see Fig. 6.1(a)).

As Device A may have been loaded in a different direction with respect to the magnet
compared to Device B, these angles are not the same for Device A. Despite this, because
Device A has the same lithographical design as Device B, its SQUIDs’ oscillation period-
icities are expected to be the same. Hence, from the By periodicity of SQUID L extracted
from the data of Fig. 6.3(a) before converting the By axis to B, , we infer x = 14° for De-
vice A. This enables us to calculate B, from the applied field.

6.6.3. CURRENT-PHASE RELATIONS OF FOUR-TERMINAL JUNCTIONS EM-

BEDDED IN ASYMMETRIC SQUIDS

On its own, it is impossible to measure the CPR of the 4TJJ because the phase differences
¢;j across its terminals {1,2,3,4} cannot be controlled. Embedding each pair of termi-
nals (namely {1,2} and {3,4}) from the 4TJJ into a DC SQUID penetrated by magnetic
fluxes @1, and ®p allows control of ¢ and ¢34, respectively, through tuning of these
fluxes. Reference junctions JJL and JJR must also be embedded in each SQUID loop to
prevent the SQUID’s critical current from being too large to practically measure. In that
case, the supercurrent across SQUID L when the other SQUID’s leads are floating is

I= Ié?LffL(d’L) + Icmfi2(P12, P34, P13) 6.1)

where ¢ R is the phase difference across reference junction L/R with critical current
Igelf /r IeM is the critical current of the 4TJJ, and f;, and f;, are some ®g-periodic func-
tions such that | fi|,|fi2] =1 [317]. In other words, Icm fij is the current phase relation of

the 4T]J between leads i and j, which depends on all phase differences across it.
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We assume the other SQUID’s leads are floating so that current into the 4TJJ is con-
served. By flux quantization, we have that

$r2—¢L= PO o (2m) (6.2)
20

where Lz and Ji/r are the self-inductance and the circulating current around SQUID
L/R. Note that J;,g must itself be @ periodic in flux. Because we have that Iéef > LM,
the phase difference ¢, will adjust itself to whichever value ¢"** maximizes the current
flowing through JJL, since this in turn maximizes the SQUID’s critical current. As the 4TJJ
by comparison has a negligible effect on the SQUID supercurrent, the phase difference
¢12 adjusts to the value allowing the flux quantization condition to be satisfied: ¢2 =
27 (L + LLJL)/ @g + ™. Meanwhile, the opposite SQUID has no current bias applied
directly across it, and before the circuit critical current is reached, cannot have more
than I\ circulating through it. Because I.r > I, this means ¢ must be at a value
corresponding to a near zero fraction of its critical current, namely ¢r = 0. The critical
current of the entire SQUID is then:

2 (Pr + L J1)
)

Ien=I" + Iomfiz + I —2”(®Rq)+ LeJe) o). 6.3)
0

When the loop inductances Ly g are negligible, note that ¢, and ¢34 are linear in the

applied flux, so we can directly control the phase difference across each pair of the 4TJJ’s

leads by tuning ®1,r. Hence, the critical current of the SQUID is equal to the CPR of

the 4TJJ across two terminals shifted by the critical current of the reference junction and

skewed by non-zero loop inductances Ly, and L.

Summarily, we have that ¢y2/34 = 271(®r/r + L/ JL/R) / Po plus a constant offset. Con-
servatively estimating that the individual SQUIDs have inductances of L1 ,g < 100pH and
circulating currents bounded by Ji /g < (If]f T Iem)/2=0.7pA, circulating currents per-
turb ¢12/34 by less than 0.09 radians. Without knowing L; /g precisely, the CFR still pos-
sesses key properties of the true CPR due to the periodicity of Ji/g: its periodicity in flux,

and shifts in its phase offset.

6.6.4. NONLOCAL FLUX DEPENDENCE IN SQUID R

For comparison with Fig. 6.3, we measure the nonlocal coupling of @, into the SQUID R
oscillations containing the junction formed across terminals 3 and 4, with results sum-
marized in Fig. 6.7. The manifestation or strength of nonlocal effects is distorted in this
case because the parameter tuning the nonlocal flux @y is B , which nearly equally tunes
®g. Conversely, in this case the parameter I tuning the local flux @y has a negligible ef-
fect on the nonlocal flux. As in Fig. 6.3(b), we first fix the current Iy across SQUID R near
I r and measure voltage Vi in Fig. 6.7(a).

Despite B, tuning both @, and @, nonlocal features are still visible in Fig. 6.7(a).
Namely, in addition to the expected diagonal V; oscillations associated with local SQUID
R oscillations, the intensity of the voltage oscillations changes periodically with SQUID
Ls B periodicity. To emphasize this, we plot the positions of SQUID L oscillation max-
ima extracted from Fig. 6.3(b) in white, where it aligns with the local maxima in V along
the diagonal. Additionally, a minor zig-zag perturbation of the SQUID R oscillations from




108 6. FLUX-TUNABLE JOSEPHSON EFFECT IN A FOUR-TERMINAL JUNCTION

57 58 59 60 10 60 10 60
45 - VR (V) Ve (V) Ve (V)
d
40 - . . .
~ 351 1 - 1
2
o— 30 - . - .
Q
L 25 - - . -
@
20 T VL,Y@( /F T N T
= %X () )
159 X2 v, .=ov v, .=1v ’
0 50 100 150 200 250 300 1.2 1.3 1.2 1.3 7072
Ir (UA) Ir (HA) VR (V)

Figure 6.7: Nonlocal Josephson Effect SQUID R on Device A. (a) Voltage Vg measurements at a fixed current
Iy = 1.25pA across SQUID R with SQUID L leads floating (inset). Because B tunes both the nonlocal flux @,
and local flux ®g, SQUID L oscillations appear perpendicular to the diagonal. Nonlocal effects from SQUID
L perturb the path of local SQUID oscillations in a zig-zag fashion, and cause oscillations along the diagonal
of the voltage measured. In white, positions of SQUID L oscillation maxima from Fig. 6.3(b) are plotted to
emphasize these correlations. (b) Current-voltage traces of SQUID R oscillations at Iz = 0 with the SQUID L
reference junction open, where strongly non-sinusoidal effects are observable, in addition to apparent minima
lobes in I; R spaced by half the flux periodicity. Each full B) and current sweep is repeated 25 times and
averaged. (c) As in (b), but with the SQUID L reference junction closed off V} yef = —1V and averaged 15 times.
SQUID oscillations are still highly non-sinusoidal, but distinctly lack the additional lobes present in (b). (d)
Averaged linecuts at fixed current taken along the vertical lines in (b) and (c). The positions of maxima and
minima in these linecuts align with extrema in the full current sweep measurements, but the resistive voltage
lacks the additional (®(/2)-periodic oscillation component and appears sinusoidal. As in the main text, B‘JJ_ =
—7.5mT for Device A.

a simple diagonal path is visible, but because of the strong dependence of ®r on both
B, and I, it is difficult to quantify the degree to which @, tunes this junction into a
¢$o-junction.

To investigate the degree to which four-terminal Josephson effects are present across
terminals 3 and 4, we plot full current traces with JJL open (Fig. 6.7(b)) and closed off
(Fig. 6.7(c)). Each plot is averaged over many Iy and B; measurements to alleviate ef-
fects from instability of the SQUIDs as a function of B . Remarkably, when JJL has a finite
critical current, lobes in the SQUID oscillations are visible spaced by half the SQUID L B}
periodicity. Conversely, when JJL is closed, these higher harmonic lobes vanish, though
the oscillations remain significantly non-sinusoidal. In Fig. 6.7(a) only ®¢-periodic os-
cillations are visible along both axes, however. Based on existing theories of 4TJ]Js [272,
273], this behavior is actually expected, and can be thought of as two flux quanta being
threaded into the SQUIDs per ®, period of B, . For such junctions, there are regions of
(12, ¥34)-space where phase slips of the JJ occur due to the appearance of vortex states
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Figure 6.8: Fixed-Current SQUID Oscillations in Device B. (a),(b) SQUID oscillation measurement circuit for
(c) and (d), respectively. (c),(d) Fixed-current CPR Measurements in the resistive state of SQUID L (c) with I}, =
1.45pA and SQUID R (d) with Iy = 1.45pA, with the opposite SQUID’s leads floating. The magnetic field was
swept near an approximate zero-field point B?_ =7.15mT determined from Fraunhofer pattern measurements
of the reference Josephson junctions.

inside the junction, producing additional local extrema in the CPR along lines of equal
(,[)12 and ¢34.

Interestingly, these additional extrema in the critical current are not reflected in the
voltage measured in the resistive state, emphasized by linecuts in Fig. 6.7(d). A nearly
sinusoidal resistive-state voltage is observed even when Vp rf = 0, indicating that cer-
tain features of the CPR are not noticeably reflected in V. From the perspective of a
resistively and capacitively shunted junction (RCSJ) model [19], for example, this is pos-
sible for an underdamped junction possessing a substantial self-capacitance. Due to
the stochastically varying switching current observed in current traces (see the averaged
traces of Fig. 6.2 for example), it is clear that the 4T]J is underdamped. Nonetheless,
we emphasize that the periodicity and phase offset of the fixed-current measurements
accurately reflect that of the CPR.

6.6.5. SUPPORTING DATA ON A SECOND DEVICE

Here we present a second set of nonlocal SQUID oscillation measurements akin to those
in Fig. 6.3(b) and Fig. 6.7(a) on another device (Device B), with results shown in Fig. 6.8.
This device has an identical design to Device A and was fabricated on the same chip.
Measurements for both SQUID L and SQUID R are presented in Figs. 6.8(c) and 6.8(d),
respectively. The corresponding measurement circuits are shown in Figs. 6.8(a,b). In
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these measurements, with the opposite SQUID’s leads floating, we observe ®g-periodic
oscillations in W, primarily as a function of B; and in Vg both as a function of B, and I,
consistent with the flux-bias line almost exclusively affecting ®r by design. In addition
to the small direct cross coupling of Iy to @, giving the SQUID L oscillations a slight tilt in
Fig. 6.8(c), periodic oscillations in the peak height are observed as a function of Ir. The
oscillations also exhibit a slight zig-zag pattern comparable to those of Device A seen in
Fig. 6.3, but due to the significant jitter visible in the measurements, extracting a ¢y shift
of the junction is difficult. The measurements of SQUID R are also qualitatively similar
to those of Device A.

6.6.6. TWO-TERMINAL ARRAY MODELS OF MULTITERMINAL JUNCTIONS
Herein we derive expressions for the critical current of the four- and three-terminal JJ
circuits shown in Fig. 6.4(a-c) by maximizing the supercurrent carried through the ter-
minal labeled with an input current I. In both cases, we assume that the flux threading
the multi-terminal JJ is negligible. We also assume that the reference junction critical
currents are much larger than the critical currents of all two-terminal JJs describing the
multiterminal JJ. For simplicity we neglect capacitances and linear inductances, and as-
sume all junctions have CPRs of the form I sin (¢p) where ¢ is the phase difference across
the junction.

We begin with the Andreev molecule device of Fig. 6.4(b), which is designed to con-
tain two JJs sharing a common superconducting terminal and separated by a distance on
the order of the superconducting coherence length ¢, see Fig. 6.4(d). To separately con-
trol the phase differences ¢ ;5 across each junction, the two junctions are embedded in
loops threaded by fluxes ®; and @, (in units of 271/ ®y). Lastly, in one of the loops a refer-
ence junction of large critical current Igelf is embedded to measure one of the JJ’s CPRs. As
these devices in previous experiments have been formed by connecting three supercon-
ducting contacts to a continuous region of conducting semiconducting material smaller
than the coherence length [297, 298], it is feasible that supercurrent can directly travel
between the two outermost terminals even in the absence of a central terminal. Con-
sequently, we model the nonlocal coupling between the two JJs as a third JJ connecting
the two outer terminals while bypassing the central one (gray in Fig. 6.4(d). Notably, this
model does not include wave function overlap between ABSs from different individual
junctions.

Given the phase differences across the junctions as defined in Fig. 6.4(b), by flux
quantization we have that ¢ = ®, modulo 27 (we consider the modulus as implied for
all further mentioned flux quantization conditions) [307]. Next, since the critical current
of the reference junction is very large compared to all others, its phase difference will ad-
just to whichever value maximizes the supercurrent through it, in this case 7/2. Finally,
by flux quantization we then have that 7/2 — ¢n1. = ®; and ¢n1. — P — pa = 0. The signs
of the phase differences are determined by an arbitrary but consistent definition of the
current direction through each circuit branch [307], with fluxes defined as being associ-
ated with a clockwise current through a given loop. Accordingly, the critical current of
the circuit is

Ie = I’ + I 5 08 (@1 + @3) + I N1, €OS (@1). (6.4)

Notably, the decision to approximate the flux ®; producing a phase difference across
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the shunting junction as opposed to directly tuning ¢p5,g was somewhat arbitrary. Mod-
eling the circuit as the shunting junction existing out-of-plane such that ®; tunes ¢/
produces the same result as in eq. 6.4 except shifted by 7 along the ®; axis.

Proceeding to the circuit of Fig. 6.4 (c) representing the device geometry of Ref. [298],
we conduct similar calculations using flux quantization rules. In this case, there are ref-
erence junctions of critical currents Iéelf and Igezf in the ®,- and ®,-threaded loops, re-
spectively. With current I being passed into the top left port and the others grounded,
maximizing the supercurrent requires maximizing the current through reference junc-
tion 1, since we assume the reference junctions have arbitrarily large critical current.
Hence, its phase will tend to 7/2. For the other reference junction, it is connected to
grounded terminals on both sides and so is not a bottleneck for the device’s critical cur-
rent. We can thus take the limit of infinite critical current such that no phase drop oc-
curs across this junction, and we have ¢p = ®,. This is evident from the fact that a large
wire containing no Josephson junction, where no phase drop is expected to occur, can
equally-well be considered as a Josephson junction with an arbitrarily large critical cur-
rent.

Other flux quantization loops yield ®p = 7/2 - ®; and ¢NL = Ppp — P =7/2 - D} — D,
Hence, by calculating the current through each circuit branch connecting to the I input,
we find the device critical current to be

Io = I' + I 5 €08 (@1) + I N1, 08 (@) + D). (6.5)

Lastly, we consider the 4T]]J circuit of Fig. 6.4(a). Again, there are reference junctions
of large critical currents IéeLf and I(‘:Yeff{ in the loops threaded by @ and ®g. The current I
flows through the branches containing reference junction L, the junction between ter-
minals 1 and 2, and the junction between terminals 1 and 3. Since If:e]f is assumed very
large, its phase infinitesimally below the critical current by the same reasoning as before
isroughly 7/2. Again, as in the previous case we can take I geé — oo since it is not a bottle-
neck for the critical current. More precisely, given that all supercurrent passing between
the JJs with phase difference ¢13 and ¢4, can either pass through this reference junction
or the JJ with phase difference ¢34, the latter two junctions’ phases are only constrained
by flux quantization of their loop threaded by ®r. In the absence of other constraints,
the system will tend to a state which minimizes its energy, here given by the Joseph-
son energy of both junctions. This energy is proportional to —Ié‘ffcos (pr) — I¢34 cOS (¢h34)
[19], where ¢ is the phase difference across reference junction R. Since Ié%f > I 34, this
energy is minimized when ¢r = 0. Whatever current must pass through these paral-
lel arms can pass through the reference junction with only a negligible correction to
its phase difference due to its large critical current, while ¢34 can adjust to satisfy flux
quantization without substantially increasing the total energy. From flux quantization,
we then obtain ¢y = Oy + 7/2, ¢34 = —Dp, and @13 + P34 + Pap — P12 = 0. To obtain
enough equations to solve for all phases, we note that by Kirchhoff’s current law we
have I 13sin(¢13) = I 425in (¢pa2). Solving the last flux quantization condition for ¢4
and substituting the result into the current conservation equation, we obtain

Ic135in (¢13) = I 42 cos (P, + Pr — P13). (6.6)

This is a transcendental equation and has multiple solutions between ¢35 € [0,27). The
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critical current of the circuit is by definition the maximum possible supercurrent it can
sustain, so for every (¥, ®r) value we choose the (&1, Pgr)-dependent solution (pllgax to
eq. 6.6 which maximizes I. The critical current of the circuit is then the sum of the cur-

rent through the three paths branching from the input current I, given as
Ie = I' + I, 12008 (@) + I 13 sin (¢75). (6.7)

For the calculated results in Fig. 6.4(e), we plot them as a function of the flux generated
by Ir and B, , considering cross coupling of Ir into SQUID L determined from the os-
cillation periodicities of Fig. 6.2. The Ir axis is converted into units of ®( by defining
1 x @ as a single flux quantum threading SQUID R due to Iy as well as the resulting cross
coupling to SQUID L. For By, 1 x ® is defined as a single flux quantum threading both
SQUIDs.
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"A picnic. Picture a forest, a country road, a meadow. A car drives off the country road
into the meadow, a group of young people get out of the car carrying bottles, baskets of
food, transistor radios, and cameras. They light fires, pitch tents, turn on the music. In

the morning they leave. The animals, birds, and insects that watched in horror through
the long night creep out from their hiding places. And what do they see? Gas and oil
spilled on the grass. Old spark plugs and old filters strewn around. Rags, burnt-out bulbs,
and a monkey wrench left behind. Oil slicks on the pond. And of course, the usual mess —
apple cores, candy wrappers, charred remains of the campfire, cans, bottles, somebody’s
handkerchief, somebody'’s penknife, torn newspapers, coins, faded flowers picked in
another meadow."

"I see. A roadside picnic."

Arkady & Boris Strugatsky, in Roadside Picnic

This thesis explored two largely overlapping themes: localized states in hybrid semi-
conducting and superconducting systems, and exploiting microwave measurements in
such systems over conventional DC measurements. Both topics are motivated by the
potential to explore topological systems in condensed matter, or to leverage hybrid sys-
tems to form new types of protected qubits. Despite this, no qubits were characterized,
and the described experiments didn’t seek topological phases. This chapter therefore
aims to discuss how these experiments can be built upon to probe bulk properties of
hybrid devices with RF measurements (Sec. 7.2), characterize limitations on future hy-
brid qubits (Sec. 7.3), and to form Kitaev chains and qubits with more complete isolation
from the environment (Sec. 7.4). We begin, however, by summarizing the key results of
our experiments.

7.1. CONCLUSIONS
In Chapter 3 we showed semiconducting quantum devices can be completely character-
ized using microwave reflectometry without supporting DC measurements, which are
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generally much slower. This enables more efficient and complete exploration of param-
eter space in hybrid devices [189, 318] and allows measurement setups to be optimized
with more stringent filtering for microwave-focused measurements. Microwave reflec-
tometry also offers the opportunity to probe device characteristics not easily discernible
from DC measurements, which require a finite conductance across the device. For ex-
ample, in Chapter 3 we utilized the fact that dispersive gate sensing (DGS) is sensitive
to the hybridization between charge states in systems of quantum dots (QDs) to resolve
electron tunneling with an SNR of 15 in a 1 us measurement. Measurement based topo-
logical qubits require such tunneling measurements for the readout and manipulation
of their parity states [10, 11, 231]. Meanwhile, in Chapter 5, this sensitivity of DGS to tun-
neling was exploited to measure a flux-dependent hybridization between two fermionic
states for the first time. This flux dependence was granted by forming a loop out of two
QDs threaded by magnetic flux, and is required for guaranteeing readout sensitivity in
parity and topological qubits.

Another unique application of DGS is as a local probe of tunneling. Though not
unique to this dissertation [185], we demonstrated in Chapter 4 that DGS serves as such.
Probing each QD in a floating triple or quadruple QD coupled to a superconducting is-
land with their own gate resonator, we uniquely distinguished which pairs of dots were
involved in any measured tunneling process. Notably, this allowed us to identify a charge
transition corresponding to the coherent resonant splitting and recombination of a sin-
gle Cooper pair, and characterize the corresponding crossed Andreev reflection (CAR)
hybridization strength.

Finally, in Chapter 6 we attempted to measure tunneling between nearby Andreev
bound states (ABS): a superconducting analog of QDs [313]. We attempted this by plac-
ing the Josephson junctions (JJs) of two DC SQUIDs within the superconducting coher-
ence length of each other. This could be exploited to hybridize superconducting spin
qubits [305] or study the evolution from conventional to multiterminal Josephson ef-
fects. Unfortunately this original goal was made impossible due to gate electrodes not
functioning as designed in the measured devices. Nonetheless, we had the opportu-
nity to explore current-flux relations of a four-terminal junction, with control over two
of the three independent superconducting phase differences determining the junction’s
behavior. Accordingly, we showed that one pair of leads in the junction behaves as a
@po-junction, with a superconducting phase offset tuned by the phase difference across
the other completely independent pair of leads. On the other hand, we also showed that
this and other multiterminal junctions can reproduce this behavior if they behave as an
array of two-terminal junctions—that is, without any hybridization of the subgap states
in the junctions.

7.2. NONLOCAL RF MEASUREMENTS OF HYBRID DEVICES

As previously described, RF measurements serve as a fast probe of two-terminal con-
ductance and as local probes of charge tunneling. Nonlocal conductance, however, has
become a frequently used tool in experiments on hybrid systems since it encodes in-
formation about the bulk state of a hybrid region [320, 321], and not only information
about the local density of states near tunnel barriers or gates. It involves applying volt-
ages at one lead in a multiterminal system and measuring current through another lead.
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Figure 7.1: Nonlocal RF measurements of a three-terminal hybrid device. (a) Schematic of a nonlocal measure-
ment setup. Bottom: A three-terminal device consisting of a semiconducting nanowire (green) proximitized by
a grounded aluminum shell (blue) is connected to leads on either side, as well as some gates for tuning tunnel
barriers and chemical potentials in the wire (gray). Drive lines for nonlocal RF transmission measurements are
coupled to their respective leads with capacitances Cq 1 /g as well as trivially to ground via unintended para-
sitic capacitances Cp 1 /r- Top: Areadout resonator chip consisting of two inductors forming angular resonance
frequencies wy, and wg in combination with their parasitic capacitances to ground Cy ,/g. The resonators are
coupled to a common reflectometry readout line via coupling capacitors, as well as resistive bias tees for ap-
plying DC voltages to the leads they are bonded to. (b) Two-port circuit model of nonlocal measurements
from lead L to resonator R, assuming that the resonator coupled to the lead being driven completely filters the
drive tone, so that it can only travel across the device via parasitic capacitance Cp or nonlocal conductance
G to the opposite resonator. (c-e) Nonlocal transmission response of a resonator using the circuit model of
(b). The resonator circuit parameters Ly = 420nH and C; = 0.38pF are extracted from a resonator measured
in Chapter 5, giving it a resonance at wg/2m = 400 MHz. For the drive line capacitance and parasitic coupling
across the device, we use Cq = 10pF and Cp = 1pF. We show the frequency response for G = 0 (dashed) and
G =0.003 x Gy (solid) in (c) based on typical values measured in previous experimental work [319]. In (d), we
plot the response for different nonlocal conductances on resonance, and in (e) we plot the signal difference
between a small and large conductance on resonance for different parasitic capacitances.

A schematic of a typical three-terminal hybrid device used to probe proximitized super-
conducting nanowires is shown in Fig. 7.1(a) [318, 319, 322-324], consisting of a semi-
conducting nanowire (green) with a grounded superconducting shell (blue), in addition
to metallic contacts and gates (gray).

As the name suggests, the reflectometry technique used in this dissertation measures
the ratio of reflected to incident radiation on some device impedance, an inherently lo-
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cal probe. This is typically accomplished by sending the input radio waves through the
used resonator chip and measuring the returning demodulated voltage. It is also pos-
sible, however, to send the RF drive in via a separate line and measure whatever comes
out of the resonator circuit in a transmission measurement [13]. Unfortunately, while
DC voltage sources and multimeters can be reconfigured outside a dilution refrigerator
at room temperature, the resonators used for RF measurements are bonded directly to
the device under test or are on the same chip and cannot be rewired to different leads
of the device in situ. The other obstacle to implementing nonlocal RF measurements
is thus that resonators will serve as a filter excluding frequencies away from their reso-
nance frequency. If we could selectively drive one lead of the device with a tone at the
frequency of the opposite side’s resonator, the output voltage of this resonator would
contain information about the device’s nonlocal conductance.

In order to overcome these obstacles, we propose employing RF drive lines weakly
coupled to the device leads with capacitances Cq1/r, with an example setup shown in
Fig. 7.1(a). In that example, one can apply a drive tone V1, at the frequency of the right
lead’s resonator wg to the left drive line, and read the voltage output from the resonator
chip. Because the left resonator filters radio frequencies far from its resonance wg, the
drive tone is routed into the device. Much of the signal will then leak through parasitic
capacitances Cp 1/r across the device or to the grounded superconductor, but this merely
imposes a constant change to the background of the signal. The remainder of the signal
will pass through the nanowire itself and through the right resonator to the reflectome-
try circuit’s output, containing information about the device’s nonlocal conductance. Of
course, the reverse principle can be used to probe nonlocal conductance from the right
to the left. Meanwhile, applying probe tones to the resonator chip allows ordinary lo-
cal reflectometry of either lead. The reason this can in principle work is as follows: the
drive line is only weakly capacitively coupled to the leads, so local reflectometry signals
do not substantially leak through it to ground. On the other hand, when one seeks to do
nonlocal transmission measurements, one can apply such a powerful drive tone to the
drive line that it overcomes this weak capacitance and enters the lead. A constraint on
this setup is that the capacitances of the resonators C, 1 /g together with the other capac-
itances satisfy the constraints:

CoLir < CqL/r < Gy LR (7.1)

If the leftmost constraint isn't satisfied, the drive line will not selectively couple to its
lead, but will broadcast the probe tone across the entire device. If the right-hand con-
straint isn’t satisfied, the drive line will drastically lower the resonator frequency and its
internal quality factor. Since for off-chip resonators one typically has C; /g = 0.1 — 1pF
[13], it may be difficult to satisfy the right constraint without violating the other.

To demonstrate this measurement principle’s functionality we present in Figs. 7.1 (c-
e) transmission simulations (say, from lead L to resonator R) of a lumped circuit model
shown in Fig. 7.1(b). We assume that resonator L is well-separated in frequency from
resonator R such that the left drive line probe tone is perfectly filtered by resonator L.
As is particularly visible in Fig. 7.1(c), a very small nonlocal conductance may produce
a measurable shift in the transmission measurement, provided a large enough power
can be used for the drive without heating or otherwise perturbing the device. For these
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simulations, a small drive line capacitance of Cq = 10pF was used, which for a square
parallel plate capacitor separated by 20 nm of Al,O3 dielectric would correspond to a
side length of roughly 160 nm. Clearly, capacitances in this range or smaller are exper-
imentally achievable, by simply not having the drive line overlap directly with the lead
for example. Meanwhile, the parasitic capacitance across the device can be minimized
by coupling the drive line to its lead at a position far away from the device’s nanowire or
superconducting shell. Nonetheless, whether or not this technique can be feasibly im-
plemented in such a way that it still enables measurements faster than conventional DC
techniques remains to be seen.

7.3. QUASIPARTICLE POISONING OF PARITY QUBITS

Quasiparticle poisoning broadly refers to any instance where quasiparticle tunneling,
excitation, or relaxation alters or destroys a coherent quantum state involving a super-
conductor. Within the realm of superconducting qubits, quasiparticles are known to
cause relaxation, dephasing, and excitation to leakage states, depending on the specific
type of qubit. Many other mechanisms significantly affect coherence of superconduct-
ing qubits, however [2]. For topological and hybrid parity qubits on the other hand, poi-
soning is one of few mechanisms expected to determine their coherence [85, 231, 325,
326]. As these qubits are formed in hybrid semiconducting-superconducting systems,
this has motivated numerous studies of quasiparticle poisoning in hybrid material plat-
forms that are candidates for such qubits [59, 61, 72, 217, 327-329] and in non-hybrid
superconducting islands [95, 330].

Given that quasiparticles injected from lead reservoirs may be the dominant source
of quasiparticle poisoning for ABSs in open systems and superconducting islands [85],
it is worth considering if qubits could be optimized by removing the leads entirely. We
explore this possibility further in Sec. 7.4. This principle motivated designs for Majorana-
based qubits involving embedding the entire qubit in a Coulomb blockaded island [10,
11], but even in Coulomb blockade quasiparticles may still enter an island from the
leads. Moreover, there has yet to be any measurement of poisoning rates in QDs coupled
to subgap states, namely Majorana bound states in quantum-dot-based Kitaev chains
[231].

To emphasize that quasiparticle poisoning rates are not yet well understood for hy-
brid systems, we consider measurements of a hybrid triple QD (Device A in Chapter 4).
A schematic of the device is shown in Fig. 7.2(a). In the first cooldown of this device, the
microwave measurement circuit had not yet been optimized and contained no filtering.
It consisted only of an input line with attenuation at each stage of the dilution refrigera-
tor, and an output line with no added attenuation and a high-electron-mobility transis-
tor (HEMT) amplifier at the 4 K stage. Notably, no circulators were present in the circuit,
meaning for example that reflections and noise from the 4 K amplifier could reach the
device with little attenuation.

Despite this setup being far from optimized to reduce quasiparticle poisoning in the
sample, signs of superconductivity were observed in Coulomb diamond measurements
of the superconducting island. These measurements are shown in Fig. 7.2(d), where the
Coulomb resonances are seen to be spaced by twice the distance in gate voltage V3 at
low bias voltages as they are for higher bias. This is indicative of the island charging




118 7. CONCLUSION & OUTLOOK

a G VL VM VR _08 b
2 1 _1 1 —1.01
X+ 0 -0.94
[ [ 1o
-0.5 0 0.5 , <
B G (e“/h) 1.0 —1.4
< 04 >
£ -1.11 —1.67
2 0.0 e
2 —-1.8-
@ -0.4 T T -1.2- T T
50 75 -1.2 -1.0 -0.8 -15 -1.0
Vum (mV) VL (V)

Figure 7.2: Effect of filtering on a floating superconducting island. (a) Diagram of the measured device (Device
A from Chapter 4), consisting of a superconducting QD (blue) surrounded by two semiconducting QDs (green),
and leads (gray). Each QD can have its chemical potential tuned by plunger gate voltages V1, Vj and V. (b)
A charge stability diagram (CSD) of the device tuned into a floating triple QD with the leads completely cut
off such that its total charge is conserved. Measurements are the normalized reflected amplitude IV}%\ near
the resonance frequency of the gate resonator coupled to the superconducting island. These measurements
were taken before filtering was added to the microwave measurement setup in the dilution refrigerator. Stable
charge regions are all the same hexagonal shape even though the superconductor alternates between even par-
ity and odd parity, and boundaries between regions are highly broadened. (c) As in (b), but in a later cooldown
of the same device after filtering was added to the microwave measurement circuit. As described in Chapter
4, stable charge regions alternate in size between large and small depending on the superconductor’s parity,
since an odd parity superconductor has an additional free energy cost of Ey. (d) Coulomb diamonds of the
superconducting island before filtering was added to the measurement setup with the semiconducting QDs
not tuned up. Conductance is calculated using a Savitzky-Golay filter from measurements of current. Spacing
between Coulomb peaks halves for biases larger than Ey, indicating Ej is larger than the island’s charging en-

ergy.

energy being smaller than its lowest quasiparticle excitation energy, such that each reso-
nance corresponds to the transfer of two electrons into the island. Moreover, the absence
of even faint additional Coulomb resonances at low bias spaced by half this distance in-
dicates that the island is on average not in a poisoned state, defined here as quasiparticle
states being occupied [61]. Curiously, when we tune the system into a floating triple QD
with the island surrounded by two semiconducting QDs and the leads completely cut off
(as in the measurements of Fig. 4.1(f) and Fig.4.2), all signs of superconductivity vanish.
These measurements are shown in Fig. 7.2(b), where we measure the absolute reflected
signal IVé\gl near resonance of a resonator coupled to the island gate as a function of the
two QDs’ gate voltages. In contrast to the measurements of Chapter 4, no alternation in
the size of stable charge regions is observable, even though the parity of the supercon-
ducting island must be changing as V1, and Vg increase. We may therefore infer that the
superconducting island has a finite density of quasiparticles on average, such that the
system does not distinguish between the island containing an odd number of charges
(where there must be a quasiparticle) and an even number (where no quasiparticles ex-
ist in the ground state). The refrigerator was then opened to improve the measurement
circuit: we added circulators before and after the sample, infrared and low-pass filters,
and a parametric amplifier to the circuit. See Appendix B for details. Measuring a floating
triple QD in the same device upon cooling it back down to millikelvin temperatures in
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Fig. 7.2(c), we then observed signs of superconductivity. There were small stable charge
regions where the superconductor has an odd parity and larger regions where it has even
parity, indicating that the island on average does not contain quasiparticles when its par-
ity is even.

Several things can be concluded from these measurements. First, the density of
quasiparticles in a superconducting island may be completely different when it is cou-
pled to leads compared to when it is floating. Before adding filtering to the setup, this de-
vice showed negligible population of quasiparticle states when tuned into an island cou-
pled to leads, but was on average poisoned in the floating triple QD configuration. This
is consistent with previous work which observed that normal metal reservoirs and gap-
less semiconductors serve as quasiparticle traps, lowering the quasiparticle density of
coupled superconductors [327, 331, 332]. Second, in the floating regime we hypothesize
that coupling of radiation and noise in the microwave measurement lines to the island
created a steady-state population of quasiparticles which could not escape to lead reser-
voirs. These quasiparticles could only be removed through recombination into Cooper
pairs. Lastly, measurements using the improved microwave measurement setup indi-
cate that sufficient filtering could take the floating system from having a finite steady-
state population of quasiparticles to containing quasiparticles an immeasurably small
fraction of the time.

Despite an attempt at indirectly quantifying quasiparticle poisoning in floating is-
lands [95], it remains to be seen how fast Cooper pair breaking and recombination rates
are in hybrid floating systems. If quasiparticles were present a substantial fraction of the
time in a system like that measured in Fig. 7.2, one would expect a faint signal not only at
the ground state positions of Coulomb resonances as in Fig. 7.2(c), but also at the reso-
nances in the poisoned state like those seen in Fig. 7.2(b) [61]. No such resonances were
observed in this and similar devices however [333], indicating a negligible average occu-
pation of quasiparticle states. This measurement says little about Cooper pair breaking
and recombination rates, however. Recombination rates may be much higher than pair
breaking rates [85], in which case poisoning may still be very important despite a low
average population of quasiparticle states.

Crucially, neither these experiments nor those referenced above measure the poison-
ing rate of a specific subgap state in a superconductor. Instead, they probed the overall
density of quasiparticles in hybrid superconducting systems, measured the parity life-
time of an entire superconducting island, or indirectly measured bounds for the parity
lifetime of a finite energy quasiparticle state [59]. More relevantly, poisoning rates of
bound states in Andreev spin and charge qubits have been probed [314, 329, 334], but
these states had non-zero energy and were not protected from poisoning by a charging
energy. The poisoning rate which limits the lifetime of Majorana-based qubits is the rate
at which the joint parity of two Majorana states flips. For example, a quasiparticle tun-
neling into a Majorana box qubit will not effect the qubit state if it does not relax into a
Majorana bound state. Hence, only a direct measurement of the bound state’s poisoning
rate will give information about the coherence time of a qubit based on an ABS’ par-
ity. Additionally, it is expected that the presence of a Majorana bound state in a hybrid
system itself alters the density of quasiparticles in the material [85]. In other words, the
most pertinent measure of quasiparticle poisoning relevant to Majorana- and ABS-based
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qubits is to actually form the qubit and measure its parity.

7.4. FLOATING KITAEV CHAINS & HYBRID QUBITS

The competition between superconducting pairing and Coulomb repulsion in hybrid
systems offers unique opportunities for quantum computation, from Majorana-based
qubits [10, 11, 231] and variations on Andreev spin qubits [335] to fermionic quantum
computation [336]. All qubits exploiting partially superconducting systems can have
their quantum coherence destroyed by quasiparticle poisoning, however, and there are
not yet any proposals for implementing Majorana bound states in Kitaev chains pro-
tected by charging energies from quasiparticle poisoning. Scaling up to longer Kitaev
chains or systems consisting of multiple topological qubits, it also becomes increasingly
difficult to fit Ohmic contacts for each qubit or QD in the system. Hence, we employ
a minimal theoretical model to argue that a Kitaev chain can be formed in a charge-
conserving system provided it can be coupled to another floating system which can co-
herently change its parity (such as another floating Kitaev chain). We then briefly sum-
marize proposals for a category of qubits exploiting the competition between charging
energies and superconducting pairing: qubits based on Yu-Shiba-Rusinov (YSR) states.

KITAEV CHAINS IN COULOMB BLOCKADE

Since forming a Kitaev chain in Coulomb blockade requires being able to form one in a
system with conserved total charge, for simplicity we consider a floating system without
leads here. Accordingly, we demonstrate in this section that a floating QD system can be
tuned to have a Hamiltonian equivalent to that of a two-site Kitaev chain [87]. We thus
consider a system of two QDs separated by a central hybrid superconducting island iso-
lated from all leads such that the total charge is fixed. ‘Poor man’s Majorana’ sweet spots
were found in Ref. [337] in a related system formed in a triple QD, but calculations were
done in a formalism not conserving total particle number and requiring coupling to a su-
perconducting lead, making it incompatible with placing the entire system in Coulomb
blockade.

To begin, we define the system under consideration. We consider two semiconduct-
ing QDs denoted L and R with charging energies E(L: and Eg coupled to a central hybrid
superconducting island ‘M’ of charging energy Egl and with lowest subgap state excita-
tion energy Ey and having electron- and hole-like coherence factors u and v, depicted in
Fig. 7.3(a). The energies Eé/ R are assumed the largest energy scales of the system. Since
the existence of CAR transitions in this system is a prerequisite for the formation of a
minimal Kitaev chain [337], we know from the results of Chapter 4 we must restrict our-
selves to the regime Egl < Ey. We consider each QD as having a single spinful fermionic
mode and an arbitrary manifold of quasiparticle states on island M with excitation en-
ergies = Ey. Each QD has a Zeeman splitting Eé for j € {L,R} favoring a spin-down state,
but we neglect Zeeman splitting in island M as in Ref. [231]. Given a total charge of N
in the system, the QDs have a charging energy of E (7 — ngj)? where 1] is the electron
number operator on QD j € {L,R} and ng; is the reduced gate voltage on the dot [22].
By charge conservation, the charging energy of island M is Eg (N -y, — fig— ngM)2 and
any state with odd charge on the island has a free energy cost of Ey at minimum since a
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quasiparticle state must be occupied [64].
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Figure 7.3: Simulations of a two-site Kitaev chain in a floating triple quantum dot. (a) Diagram of a triple QD
system of two semiconducting dots (green) separated by an island (green) proximitized by a superconducting
shell (blue). With normal reservoirs and a ground connection on the superconductor, this becomes a standard
QD-based two-site Kitaev chain device [143, 144]. Otherwise, it is a floating triple QD. (b) Superimposed CSDs
of the floating triple QD neglecting tunneling showing the ground charge state for total fixed charge N = 2 (blue
lines and labels) and N =1 (red). Charge states are labeled as ({7}, {7im), (7ir)) up to an arbitrary even offset
on the superconducting island. Energy scales determining the sizes of different transitions in parameter space
are also labeled. A black dot indicates the position in parameter space described by eq. 7.2. (c),(d) Thermally
averaged quantum capacitance CqM as would be probed by a resonator connected to the gate of island M for

total charge N =2 (c¢) and N =1 (d). Parameters used in the simulations were Eé = Eg = 5E), Eg[ = 0.4Ep,

E]i = EE =1.5E, EZM =0, t, = tg = 0.5E, t]sf’ = tfs{O =0.21;, temperature T = Eg/40, u=1/v2,and v = i//2,
except in (b) where tunnel couplings were neglected. A phase of 7/2 was added to v to prevent accidental
cancellations of the effective CAR amplitude. Seven outlier points due to discontinuities at fine-tuned points

in the data were excluded from the simulations for clarity.
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Finally, with the system defined, we argue that near the parameter regime ngL R=
1- Eé/R/Eé/R)/Z and ngy = 1, the system may form a two-site Kitaev chain across the
Hilbert spaces of total charge N = 1 and N = 2. Near this operating point, the poten-
tial ground states are those where the QDs contain zero charge |0) or a spin-up electron
I1), and the states {|-1;),]0),]1;),]2)} on island M containing up to a single quasiparticle
of energy = E;. The CSD without tunnel couplings for N = 2 and N = 1 are superim-
posed in Fig. 7.3(b). There, we see that the center of the CAR transition coupling |0, 2, 0)
to |1,0,1) exactly coincides with the odd-parity sector’s transition between |1,0,0) and
10,0, 1). For the island states, the integer denotes the island’s charge up to some even
offset, and the subscript j denotes the quantum number of the occupied quasiparti-
cle state. In particular, it may be verified that for N = 2, either 10,2,0) or |1,0,1) are
the ground state while |1,1;,0) and |0,1;,1) are the closest excited states. Meanwhile,
for N =1 the ground state is either |{,0,0) or |0,0, 1) and the nearest excited states are
10,1,0)and|f,-1;,1). Inthe N =2and N = 1 cases, the two ground states are effectively
coupled by second-order tunneling through the closest excited states by an effective CAR
amplitude 7car and elastic cotunneling (ECT) amplitude tgcr, respectively, as argued in
Sec. 2.1.5. Experimental evidence of nonzero fcar and fgct can also be seen in the sta-
bility diagrams of Fig. 4.1, indicated by a dispersive shift of the gate resonators probed
across cotunneling and Cooper pair splitting transitions. Near the operating point, such
that ng/r = ngL g +0ngL/R for some 6ng1, 6 ngr < 1, the low energy Hamiltonian can be
calculated to be:

0 0 0 ICAR
N 0 1] 0
= iL ECT (7.2)
*0 tECT ER 0
IR 0 0 €1, +€ER

up to a constant, in the basis {|0,2,0),/1,0,0),]0,0,1),|1,0, 1)} dressed by perturbative oc-
cupation of states containing a quasiparticle'. This small odd occupation is exactly what
makes fcar and fgct nonzero (see Sec. 2.1.5). Above, we defined e1/r = —2E¢ R 6 ng /. Ig-
noring the state of the superconductor, which has a constant state up to a change in the
number of Cooper pairs in the superconducting condensate, this is precisely the Hamil-
tonian of a two-site Kitaev chain, and forms Majorana bound states when fcar = fgcr
[871.

While 10,2,0) and |1,0, 1) are degenerate in the absence of tunneling at this operat-
ing point, we should note that charge noise in ngv away from 1 breaks this degeneracy.
As a floating system, however, decreasing ngy is equivalent to increasing ngr, = ngr by
a proportional amount, except that ngyv noise is local to the superconducting island.
This susceptibility to local noise may be detrimental to the coherence of qubits based
on Kitaev chains where the central superconductor has a charging energy. It could be
diminished by lowering EM, which would not increase quasiparticle poisoning rates if it
is a truly floating system.

Next, we consider how the state of a floating two-site Kitaev chain might be mea-
sured. Either the left or right QD is both sensitive to ECT and CAR and the gate sensor en-
ables measurement of the CSD, though a resonator must couple to both QDs to be sensi-

I The same is true for dot-based Kitaev chains in open systems: the charge states coupled by CAR and ECT are
dressed by some occupation of the ‘virtual’ states mediating these couplings.
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tive to the Majorana bound state parity [14]. In a grounded Kitaev chain, parity readout
could also be accomplished with a resonator coupled to the superconducting lead, since
the lead resonantly loses and gains charge in the even parity subspace where CAR occurs.
On the other hand, it is relatively insensitive to ECT in the odd-parity subspace because
electron wave functions only weakly occupy the superconductor for resonant ECT. The
same readout principle applies for a floating Kitaev chain, so we plot quantum capaci-
tance Cg[ of the superconducting island in Figs. 7.3(c) and 7.3(d), respectively. Quantum
capacitances are calculated with thermal averaging according to eq. 2.24, from results of
a full fermionic simulation of the system described in Appendix F. Simulation parame-
ters are chosen to be similar to Ref. [337] and are given in the Fig. 7.3 caption, but with a
finite charging energy on the island to emphasize how this alters the CSD. As expected,
we find that C};’I is substantial at charge transitions coupled via CAR, but relatively small
at ECT transitions. Additionally, the shape and strength of the CAR and ECT transitions
differs between the N = 2 and N =1 cases. This is because CAR can occur without any
spin-flipping processes in the odd-parity case.

Hence, we have found that a two-site Kitaev chain can be implemented in a floating
system. Furthermore, we found that a resonator coupled to the floating superconductor
can distinguish between the even and odd parity subspaces. This is only one schema by
which a floating Kitaev chain could be implemented, however—forming them by cou-
pling superconducting islands directly may be possible [338], rather than coupling QDs
via a superconductor.

QUBITS BASED ON YU-SHIBA-RUSINOV STATES

Outside of topologically protected qubits and qubits formed from Josephson junction
ABSs, other hybrid qubit schemes have favorable characteristics such as protection from
noise. YSR states can form as subgap states in superconductors coupled with semicon-
ducting QDs, screening the spin and charge of a spinful QD in an effective singlet state.
For example, one may tune the TQD system discussed above to a sweet spot where the
superconducting island equally favorably wants to screen an unpaired spin on either of
the outer dots [79]. At this operating point, any superposition of the two lowest-energy
states have equal expected charge on each of the three QDs and are insensitive almost
to third-order in charge fluctuations. This suppression of charge dispersion is caused by
the superconductor screening any electron-hole asymmetry in the QDs, and makes this
system interesting to study as a qubit. Turning the system inside out—it has also been
proposed to form a qubit based on YSR states in a TQD system of two superconducting
islands separated by a semiconducting QD [25]. In this case, states where a YSR singlet is
formed between the left or right superconducting island can hybridize, forming a YSR-
analog to a DQD charge qubit [41, 42] with some charge noise protection. Qubits based
on a similar principle could also be constructed from a pair of impurities or a DQD cou-
pled to a superconducting reservoir [339, 340].







FABRICATION DETAILS

A.1. RF-COMPATIBLE DEVICES IN TWO-DIMENSIONAL ELEC-

TRON GASES

The sensitivity of a resonator to a small capacitance (such as the quantum capacitance
of a multi-quantum-dot system) increases as this capacitance becomes a larger fraction
of the total resonator capacitance [13]. Such a resonator, be it an off-chip inductor or
on-chip resonator, must eventually connect to the device through a gate electrode ex-
tending onto the active device region. For a device formed in a two-dimensional elec-
tron gas (2DEG) material platform, this means the gate lead must extend over the 2DEG
mesa (see Sec. A.2), possibly separated by one or more other layers of gates or dielectric.
The InSbAs platform used for Chapters 5 and 6 has a conducting surface 2DEG when no
voltage is applied to any coupled gates, so we must pattern depletion gates in order to
define a conducting region with the desired shape of the device. Due to limitations in
our fabrication recipe the 2DEG mesa can only be coarsely patterned, meaning that this
overlap region of the resonator gate lead with gates in other layers and the 2DEG is nec-
essarily substantial. Evidently, this proximity of the lead to other conducting materials
contributes a capacitance which must be minimized to optimize the resonator’s sensi-
tivity to the capacitance of interest. Moreover, unintended capacitances to a resistive
2DEG or filtered DC lines of the measurement setup introduce losses to the resonator,
lowering its internal quality factor. Typical low-pass filter resistances of several kQ can
drastically lower the resonator quality factor depending on capacitances to these lines.
Ultimately, this can result in a quality factor and resonator frequency too low to be usable
for sub-GHz reflectometry measurements.

Two clear options for alleviating this issue are to reduce the capacitance between res-
onator leads and DC gate leads, or to apply filtering around the resonator’s frequency on
the latter. The latter works because any unintended capacitance is the same as no capac-
itance at all if it is in series with a high impedance such as that of a filter. Note that other
lines coupled to RF resonators are not as much of a concern provided their resonators
have narrow enough linewidth: in this case the resonator itself serves as a band-pass fil-
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ter which excludes the frequency of the resonator we are discussing here. We can reduce
the unintended capacitances by applying thicker dielectric material between gate layers
or between gate layers and the 2DEG, but this would proportionately decrease the capac-
itor of the resonator lead to the device region of interest. Hence, it is not a viable solution.
Some additional reduction of this capacitance can also be attained by simply designing
the device such that other gates in the same layer as the resonator gate are separated
from it by as large of a distance as possible. For example, it is a good practice to have
gate leads 'fan out’ from the central device region rather than running close together in
parallel. Unfortunately, this does not affect the expected dominant contribution to the
stray capacitance: that to the 2DEG or underlying depletion gate layers.

Thus, the remaining option is adding additional filtering to DC lines. This filtering
should be on the device chip, such that it is 'seen’ by the capacitively-coupled resonator
line before the resonator sees the standard DC line filtering. Inductors serve as natural
filters, given that they have an impedance increasing linearly with frequency [341]. For
a sub-GHz resonator frequency, achieving a filtering impedance much larger than the
few-kQ DC line resistance would require an inductance on the order of tens or hundreds
of uH! This requires an infeasibly large footprint for an on-chip geometric or kinetic
inductor [154, 342]. Instead, our solution is to use a high-resistance material to pattern
resistors on the depletion gate lines of well over 100 kQ2. Though resistors are lossy, a large
enough resistor actually serves to decrease loss in the resonator, as it approaches the
limit of this DC line appearing as an open circuit to the resonator. Further details on the
fabrication of these resistors are given below, but they are made from Ti/Pd nanowires
thin enough and narrow enough to have a very large resistance. These materials were
chosen primarily due to their availability in the deposition machines available at the
time of device fabrication. Other materials with much larger resistances per square exist,
but if the length of the resistor is too short, then there will be a significant capacitance
between the two resistor leads allowing RF signals to bypass it.

A.2. FABRICATION PROCEDURE

Here, we list the fabrication recipes used for fabricating the samples based in InSbAs
ternary two-dimensional electron gas heterostructures in Chapters 5 and 6 in Table A.1.
Please note that the multi-gate-layer fabrication recipe was developed primarily by Ivan
Kulesh as preliminary test devices for Chapter 5 were fabricated, and the final four-
terminal junction devices measured in Chapter 6 were fabricated by Wietze D. Huisman.
The measured device of Chapter 5 was fabricated by the author. Samples measured in
chapters 3 and 4 were fabricated by Damaz de Jong, so details of the corresponding fab-
rication procedure may be found in Ref. [37].

First, we describe more broadly the design considerations in fabricating the mea-
sured device of Chapter 5. For a precise list of the fabrication steps employed, please see
Table A.1. below. For the devices measured in Chapter 6, the same fabrication procedure
was used but with two instead of three gate layers, and with additional aluminum etch-
ing steps to produce the fine Josephson junction structures. A device equivalent in de-
sign to the one measured in Chapter 5 from the same chip is shown in Fig. A.1(a). Initially,
the chip is covered with a <10 nm epitaxial layer of Al which was selectively etched away
everywhere except in a region to the left and right of the pictured device to form leads,
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Figure A.1: Device design and layer stack. (a) False-color scanning electron micrograph for a device nominally
equivalent to the one measured in Chapter 5 from the same chip. The colors are encoded by gate layer, of which
there are three, instead of by the gates’ purpose as was done in Fig. 1a of the main text. (b) Cross-sections ap-
proximately depicting the layer stack of the device along the solid and dashed lines shown in (a). Thicknesses
of the dielectric and Ti/Pd gate layers are relatively to scale, but the widths are not, and the topography is only
schematically depicted.

exposing the InSby ggAsg.14 2DEG heterostructure [245]. Next, the 2DEG was etched away
except in a region close to the active device and along a roughly 140 um path connect-
ing it to the Al leads, forming a mesa. We then alternated between using atomic layer
deposition to deposit roughly 20 nm Al, O3 dielectric layers then evaporating Ti/Pd gate
layers to form three electrically isolated gate layers. Each layer also contains coarse gate
leads (not shown), required to facilitate climbing the mesa. The 2DEG mesa on which
the device was fabricated conducts, so forming a loop required application of negative
voltages both along the outer perimeter of the loop, as well as in the hole in the center.
Fabricating a double quantum dot (DQD) in this loop further necessitated plunger gates
to tune the chemical potential of the quantum dots (QDs) and gates to form barriers
between them and to the contacts. One option to satisfy these requirements is to pat-
tern depletion gates in a layer above the plunger gates needed to tune the QDs, however
in this case the leads of the lower layer gates were found in previous devices to screen
the depletion gate voltage and prevent forming a stable loop. Hence, it was topologi-
cally required to fabricate three gate layers in order to both have an outer depletion gate
underneath the plunger and barrier gates, as well as a central depletion gate which can
cross over the plunger gates to deplete the center of the loop. The corresponding layer
stack is schematized in Fig. A.1(b). A third gate layer had the added advantage that tun-
nel barriers could be made effectively more narrow, since barrier gates in the third layer
may overlap with plunger gates in the second layer.




Details
DQD Ring Devices (Ch. 5) | 4TJ] Devices (Ch. 6)
Chip Cleaning Strip protective resist layer in room temp. acetone overnight, then rinse in acetone & IPA
Coarse Al & Mesa Spin-coat AR300.80 resist adhesion promoter at 4000 rpm. Bake in room temperature vacuum
Etch oven at least 1 h.
Spin-coat PMMA A4 950 resist at 4000 rpm. Bake in room temperature vacuum oven for at least
2h.
Electron-beam patterning: Expose pattern in shape of desired 2DEG mesa, using no proximity ef-
fect correction for coarse features with dose of 790uCcm™2. For finer features (close to where
device mesa will be) use proximity effect correction and a dose of 900 uCcm™2.
Develop resist 50 s in MIBK:IPA mixed in a 1:3 ratio, then 10 s in IPA.
Bake resist again for at least 40 min, and clean with oxygen plasma again before or afterwards.
Etch in Transene-D at 48.2°C'.

Step Description

Strip resist in AR600.71 resist stripper, optionally

sonicate, then rinse in acetone followed by IPA.
Etch 2DEG mesa for 70s using remaining coarse aluminum pattern as a mask, in a solution of
560 mL water, 4 mL phosphoric acid, 5 mL hydrogen peroxide, and 9.6 g citric acid using a stirring
bar.

Strip resist in AR600.71 resist stripper, optionally | Rinse again in IPA.

sonicate, then rinse in acetone followed by IPA.

Fine Alignment Spin-coat PMMA A4 950 resist at 4000 rpm. Bake in room temperature vacuum oven for at least

Marker Deposition 2h.

Electron-beam patterning: Expose fine marker pattern using proximity error correction and a dose

0f 900 uCcm™2.

Develop resist 50 s in MIBK:IPA mixed in a 1:3 ratio, then 10 s in IPA.

LFor Al etching with Transene-D, the etching was followed immediately by a brief dip in a water beaker at the same temperature as the Transene-D, another brief dip
in a room temperature water beaker, followed by a longer rinse in another room temperature water beaker. The reason for this is to remove the Transene-D as quickly
as possible to prevent overetching. The etch time for Transene-D varies from wafer to wafer, and must be precisely calibrated based on the thickness of the aluminum
layer. Typical etch times are less than 10s.
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Deposition: Evaporate 5 nm titanium followed by 60 nm gold.

Also deposit 5nm palladium. \

Liftoff in AR600.71 resist stripper, sonicate, then rinse in acetone followed by IPA.

Fine Al Etch #1 Spin-coat AR300.80 resist adhesion promoter at 4000rpm. Bake in room temperature vacuum
oven at least 1 h.
Spin-coat PMMA A4 950 resist at 4000 rpm. Bake in room temperature vacuum oven for at least
2h.
(Al contacts) (Josephson junction outlines)
Electron-beam patterning: Expose pattern using proximity error correction and a dose of:
950 uCcm™2 970uCcm™2
Develop resist 50 s in MIBK:IPA mixed in a 1:3 ratio, then 10 s in IPA.
| Bake again in vacuum oven overnight.
Etch Al in Transene-D at 38.2°C.
Strip resist in AR600.71 resist stripper, optionally sonicate, then rinse in acetone followed by IPA.
Fine Al Etch #2 Procedure is the same for this aluminum etching
step as for Fine Al Etch #1, where the thin ‘slits*
dividing Josephson junction terminals are
patterned, except that a dose of 900 uCcm ™2 is
used during electron beam exposure.
Bondpad Deposition Spin resist at 4000 rpm, then bake in room temperature vacuum oven at least 2 h, using resist:

PMMA 950 A4 PMMA 950 A6
Electron-beam patterning: Expose bondpad pattern with a dose of:
1400 uCcm™2 1200 uCcm™2

Develop resist 50 s in MIBK:IPA mixed in a 1:3 ratio, then 10 s in IPA.

Etching & Deposition: Briefly etch with argon | Deposition: Evaporate 50 nm titanium, followed

plasma, then in-situ sputter a thick layer of MoRe | by 50 nm chromium, and finally 5 nm palladium.

as a bondpad ‘foundation’
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Liftoff in AR600.71 resist stripper, sonicate, then rinse in acetone followed by IPA.

Metal Contacts
(unused in Ch. 6)

Spin-coat PMMA A4 950 resist at 4000 rpm. Bake
in room temperature vacuum oven for at least
2h.

Electron-beam patterning: Expose metal contact
pattern using proximity error correction with a
dose of 950 uCcm 2.

Develop resist 50 s in MIBK:IPA mixed in a 1:3
ratio, then 10 s in IPA.

Etching & Deposition: Mill with argon plasma for
205, then in-situ evaporate 3 nm titanium
followed by 10 nm palladium.

Liftoff in AR600.71 resist stripper, sonicate, then
rinse in acetone followed by IPA.

Dielectric Layer #1 Deposition: Deposit 20 nm Al, O3 with room-temperature atomic layer deposition (200 cycles) after
preconditioning the chamber without the sample for 5-10 cycles.
Resistor Deposition Spin-coat PMMA A4 950 resist at 4000 rpm. Bake

(see Sec. A.1)

in room temperature vacuum oven for at least
2h.

Electron-beam patterning: Expose resistor pat-
tern using proximity error correction, a 18 nm
beam spot size, and a dose of 1000 uCcm 2.

Develop resist 50 s in MIBK:IPA mixed in a 1:3 ra-
tio, then 10 s in IPA.

Deposition: Evaporate 12nm titanium followed
by 4 nm palladium.

Liftoff in AR600.71 resist stripper, sonicate, then
rinse in acetone followed by IPA.

Gate Layer #1, Fine
Gates

Spin-coat ARP6200.04 resist at 4000 rpm. Bake in 40 °C vacuum oven for at least 2 h.

0¢I
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Electron-beam patterning: Expose fine gate pattern with a dose of:
320uCem—2 310uCcm™—2

Develop resist 60 s in pentylacetate, then 5 s in Xylene, then 30 s in IPA.

Deposition: Evaporate:
6 nm titanium followed by 4 nm palladium. 3 nm titanium followed by 11 nm palladium

Liftoff in AR600.71 resist stripper, sonicate, then rinse in acetone followed by IPA.

Dielectric Etching #1
(for easier
wire-bonding)

Spin-coat AR300.80 resist adhesion promoter at
4000rpm. Bake in room temperature vacuum
oven at least 1 h.

Spin-coat ARP6200.04 resist at 4000 rpm. Bake in
40°C vacuum oven for at least 2 h.
Electron-beam patterning: Expose region over
MoRe bondpads with a dose of 320 uCcm ™2,
Develop resist 60s in pentylacetate, then 5s in
Xylene, then 30s in IPA.

Etching: Use chlorine reactive ion etching to re-
move dielectric in exposed area.

Strip resist in AR600.71 resist stripper, optionally
sonicate, then rinse in acetone followed by IPA.

Gate Layer #1,
Coarse Gates

Spin resist at 4000 rpm, then bake in room temperature vacuum oven at least 2 h, using resist:

PMMA 950 A4 PMMA 495 A6

Spin-coat PMMA A3 950 resist at 4000 rpm. Bake
in room temperature vacuum for at least 2 h.

Electron-beam patterning: Expose coarse gate pattern with a dose of:
1400 uCcm~2 950 uCcm~? for gate leads and with 750 uCcm 2
over bondpads.

Develop resist 50 s in MIBK:IPA mixed in a 1:3 ratio, then 10 s in IPA.

Deposition: Evaporate:
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10 nm, 75 nm gold, then 10 nm palladium.

5nm titanium, 80 nm gold, then 5 nm palladium.

Liftoff in AR600.71 resist stripper, sonicate, then rinse in acetone followed by IPA.

Dielectric Layer #2

Identical to procedure for Dielectric Layer #1.

Gate Layer #2, Fine
Gates

Spin-coat ARP6200.04 resist at 4000 rpm. Bake in 40 °C vacuum oven for at least 2 h.

Electron-beam patterning: Expose fine gate pattern with a dose of:

350uCcm™2

330uCcm™2

Develop resist 60 s in pentylacetate, then 5 s in Xylene, then 30s in IPA.

Deposition: Evaporate 3 nm titanium followed by:

15nm palladium

16 nm palladium

Liftoff in AR600.71 resist stripper, sonicate, then rinse in acetone followed by IPA.

Dielectric Etching #2
(for easier
wire-bonding)

Spin-coat AR300.80 resist adhesion promoter at
4000 rpm. Bake in room temperature vacuum
oven at least 1 h.

Spin-coat ARP6200.04 resist at 4000 rpm. Bake in
40°C vacuum oven for at least 2 h.

Electron-beam patterning: Expose the region
over bondpads with a dose of 320 uCcm 2.

Develop resist 60 s in pentylacetate, then 5s in
Xylene, then 30s in IPA.

Etching: Use chlorine reactive ion etching to
remove dielectric in exposed area. Using roughly
double the time as Dielectric Etching #1 to etch
through two layers of dielectric.

Liftoff in AR600.71 resist stripper, sonicate, then
rinse in acetone followed by IPA.

Gate Layer #2,
Coarse Gates

Identical to Gate Layer #1 Coarse gates, but with
thicknesses of 10 nm titanium, 95nm gold, and
15 nm palladium.

Spin-coat PMMA A6 495 at 4000 rpm. Bake in
room temperature vacuum oven for at least 2 h.

cel
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Spin-coat PMMA A3 950 resist at 4000 rpm. Bake
in room temperature vacuum for at least 2 h.

Electron-beam patterning: Expose coarse gate
pattern and bondpads with doses of
1050 uCcm™2 and 900 uCcm ™2, respectively.

Develop resist 50 s in MIBK:IPA mixed in a 1:3
ratio, then 10 s in IPA.

Deposition: Evaporate 5 nm titanium followed by
100 nm gold.

Liftoff in AR600.71 resist stripper, sonicate, then
rinse in acetone followed by IPA.

Flux-bias Lines

Spin-coat PMMA A6 495 at 4000 rpm. Bake in
room temperature vacuum oven for at least 2 h.

Electron-beam patterning: Expose flux-bias line
pattern with a dose of 1350 uCcm 2.

Develop resist 50 s in MIBK:IPA mixed in a 1:3
ratio, then 10s in IPA.

Deposition: Sputter roughly 100 nm NbTiN.
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Liftoff in AR600.71 resist stripper, sonicate, then
rinse in acetone followed by IPA.

Dielectric Layer #3

Identical to procedure for Dielectric Layer #1.

Gate Layer #3, Fine
Gates

Identical to procedure for Gate Layer #2 fine gates
but with thicknesses of 3 nm titanium and 22 nm
palladium.

Dielectric Etching #3 | Identical to Dielectric Etching #1 but with
roughly double the etching time in order to re-
move two layers of dielectric.

Gate Layer #3, Identical to Gate Layer #1 Coarse gates, but with

Coarse Gates

thicknesses of 10nm titanium and 105nm gold
with no palladium.

Table A.1: Fabrication procedure for both types of InSb gsAsg.14 devices measured in this dissertation, fabricated on 2DEG heterostructures provided by the research
group of Michael J. Manfra [245]. Chips are assumed to already have an epitaxial layer of aluminum coating the entire chip covered in a protective resist layer, and
to have coarse alignment markers deposited. While not listed in the table, resist residuals were cleaned from the chips in a gentle oxygen plasma after each resist
development step, and chips were generally cleaned in a more aggressive oxygen plasma after each lithography or etching step.
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MEASUREMENT SETUPS

In this appendix we describe the measurement setups used throughout this dissertation
(Sections B.1, B.2, and B.4), as well as a new microwave measurement setup designed
and built during the course of this thesis research in Sec. B.3. This latter setup was de-
signed to be capable of both sub-GHz reflectometry and circuit quantum electrodynam-
ics experiments at few-GHz frequencies.

As general considerations, we note that connections between the mixing chamber
stage and higher stages in the microwave setups had to be via superconducting coaxial
cables to prevent a thermal connection. Similarly, connections between higher stages
used coaxial cables which, while not superconducting, had low thermal conductance.
In general, the RF input line has to have attenuators thermally contacted to each plate
of the fridge in order to reduce the effective noise temperature of photons entering the
circuit'. Attenuators inside dilution refrigerators are especially designed for cryogenic
purposes such that their attenuation meets specifications at low temperature and such
that they thermalize properly with their connected fridge plates. Photons output from
measurement electronics may also be much ‘hotter’ than room temperature, such that
an attenuator is often placed at the output port of electronics as well. Until one reaches
limits determined by the maximum power output of measurement electronics, one can
always add more attenuation at each temperature stage with diminishing returns on the
lowering noise temperature. Hence, this must be balanced with considerations relating
to the possible output powers of measurement electronics and the cooling power of each
temperature stage. Typically, the largest attenuation is placed at the 4 K stage since it is
the closest temperature stage to the mixing chamber with a very large cooling power, but
some attenuation should be placed at higher stages as well. Lower temperature stages
should also contain some attenuation in order to reach mK level photon noise tempera-
tures.

Other passive components in the measurement setup are often not designed specif-
ically for cryogenic purposes. Directional couplers designed for sub-GHz bandwidths

ISee the blog post by Matthew Sarsby for a guide to the subject at https://blog.qutech.nl/2020/02/20/cooling-
a-hot-photon-wind-part-1/.
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are sometimes designed with magnetic components and do not function at cryogenic
temperatures. Couplers, filters, and circulators not designed for cryogenic applications
are also often made with a stainless steel casing that has very low thermal conductivity
at cryogenic temperatures compared to other materials like copper. The K&L tubular
filters used in the setups measured have stainless steel casings, but are used simply be-
cause they are known to function properly at mK temperatures. Even worse, stripline
directional couplers are often made of aluminum which superconducts at sub-1K tem-
peratures, making its thermal conductivity even lower. Aside from utilizing cryogenic
microwave components (a newly emerging market at the time of this dissertation’s writ-
ing), all one can do is provide these components with the best possible thermal contact
to the refrigerator. Ideally, this is in the form of a rigid bracket made of a high thermal-
conductance metal like copper. For round or suspended components like the filters in
Fig. B.1, tightly wrapping copper ribbon around the component can be used as a last
resort, but this provides less thermal contact.

B.1. MICROWAVE TRANSMISSION MEASUREMENT SETUP

The experimental setup employed for microwave transmission measurements of copla-
nar waveguide resonators in Chapters 3 and 4 is schematically shown in Fig. B.1(a). This
setup was contained in a Bluefors bottom-loaded dry dilution refrigerator, where most of
the microwave electronics are mounted on the fridge plates rather than in the inserted
sample probe. On-chip superconducting CPW resonators are fabricated from a 20nm
NbTiN layer using reactive ion etching, similar to Ref. [156] ensuring magnetic field com-
patibility. Since each resonator is terminated by a device gate or the semiconducting
nanowire itself, either of which forms an impedance much larger than the waveguide
characteristic impedance, these waveguides form half-wavelength resonances. The res-
onator design is a hanger-style geometry with each resonator coupled to a central feed-
line via a coupling capacitor, with further details given in Refs. [155, 204] based on de-
sign considerations introduced in Ref. [156]. These capacitors are tuned to be suitable
for DGS measurements with an external photon coupling rate around xex; = 10 MHz.
The reflection coefficient of each resonator can be simultaneously probed by measur-
ing transmission through the feedline, since transmitted RF signals contain information
about the reflection coefficient of the resonators ‘hanging’ off of it [187]. To minimize
the noise temperature in our measurements we use a traveling-wave parametric ampli-
fier (TWPA) [153] on the base temperature stage of a dilution refrigerator operating at
20mK. Additionally, a high-electron-mobility transistor amplifier at 4K is used to fur-
ther amplify the signal.

One disadvantage of transmission-style setups is that, when measuring transmission
through a feedline with hanger-style resonators capacitively coupled to it, half of the
signal reflected from the resonator is directed back to the input port [187]. As a result,
roughly half of the measurement signal is lost. This can be mitigated by placing a weak
capacitor on the input side of the feedline and simply applying more input power to
overcome the capacitance [335]. In this case, photons emerging from a resonator will
be mostly reflected from the input capacitor’s large impedance and directed towards the
output port, though we do not implement such a capacitor in our feedline.



B.2. SUB-GHz REFLECTOMETRY MEASUREMENT SETUP 137

RF Out TWPA Pump Tone RF In
40K
0dB 3dB 0dB
4K
0dB 12dB 32dB
still
0dB 9dB 6dB
cold
plate

50Q mu-metal shield
3, <]

:-(1) Low Noise Factory (2) Circulator: Quinstar
! LNF-LNC4 _8C (4-8 GHz) QCY-G0400801AU (4-8 GHz)

1
1(3) Lincoln Labs TWPA  (4) Directional Coupler:

4

: (roughly 4-8 GHz) Krytar 120420 (4-12.4 GHz)
:(5) 10 GHz LP Filter: (6) Eccosorb Infrared Filter:
1 K&L 6L250-10000 In-House (1.6 dB/GHz)

Figure B.1: RF circuit of the dilution refrigerator used in Chapters 3 and 4. An RF signal generated by a
vector network analyzer, Quantum Machines OPX pulse generator, or custom multiplexing circuit read by an
Alazar ADC card is attenuated at each stage of the refrigerator on its way to the device under test (DUT) at base
temperature. The signal is amplified on the way out of the fridge first by a TWPA at base temperature, driven by
a GHz-frequency pump tone, and then by a 4 to 8 GHz bandwidth high-electron-mobility transistor (HEMT)
amplifier at the 4K plate. The TWPA is enclosed in a mu-metal shield protecting it from applied magnetic
fields. In front of and behind the TWPA are circulators and a directional coupler designed to reduce back-
action of the TWPA on the DUT and attenuate any noise traveling down the output and pump tone lines. Low
pass filters are also present to reduce noise above the measurement bandwidth. Any component not directly
connected to a fridge plate was contacted by a copper bracket or ribbon to thermally connect it to the nearest
plate. For the measurements of Figs. 7.2(a) and 7.2(b), only the attenuators and 4 K amplifier were present with
no filtering, circulators, or parametric amplifier.

B.2. SUB-GHz REFLECTOMETRY MEASUREMENT SETUP

The microwave measurement setup utilized in Chapter 5 is shown in Fig. B.2(a). We had
no involvement in the design of this circuit, and so only briefly summarize the details.
This dilution refrigerator is a dry Leiden Cryogenics fridge with a narrow top-loaded
probe, which contains all measurement electronics lines and so had to be compactly
designed. Stripline directional couplers operating below 1 GHz are not compact enough
to fit inside the probe of this dilution refrigerator so a transformer-based coupler had to
be used instead. These couplers are compact and the used model is known to operate
at mK-temperatures, but generally have an upper frequency limit of 1 to 2 GHz. Con-
sequently, this measurement setup is tailored to sub-GHz reflectometry. Measurements
were conducted with a Rohde & Schwarz vector network analyzer or a Zurich Instru-
ments Ultra High Frequency Lock-in Amplifier.
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Figure B.2: Reflectometry measurement circuits. (a) Sub-GHz reflectometry circuit used for Chapter 5 in
a Leiden Cryogenics dry cryostat. (b) Wideband reflectometry circuit designed and assembled in an Oxford
Triton cryostat during this dissertation’s research, but not measured in any chapter. The amplifier (2) and 50 Q
termination (6) are connected to the 4K and mixing chamber plates, respectively, by flexible copper brackets.
The directional coupler (7) is rigidly connected by a copper bracket to the mixing chamber plate. All parts
shown as touching fridge plates are directly connected to them, and all other suspended components have
copper ribbon wrapped around them and connected to the mixing chamber plate.

B.3. WIDEBAND REFLECTOMETRY SETUP

During the course of this dissertation’s research, a microwave measurement setup oper-
able from 0.3 to 5 GHz was designed for and assembled in an Oxford Triton dry dilution
refrigerator. Herein we describe the design considerations leading to the final circuit de-
picted in Fig. B.2(b). The overall goal was to design a measurement circuit capable of
reflectometry measurements at sub-GHz frequencies as well as at higher frequencies in
the few-GHz range approaching energy scales of quantum systems of interest. This is
because the former band is the practical limit for measurements using off-chip inductor
coils, possessing resonance frequencies limited to below 1 GHz due to their unavoidable
parasitic capacitance to ground defining the resonance [13]. Meanwhile, the latter band
is of relevance for faster measurements of qubits or circuit quantum electrodynamics ex-
periments where the measurement frequencies approach the energy scales of the system
[51.

The main components preventing the creation of such a wide bandwidth microwave
measurement setup are cryogenic amplifiers, directional couplers, and circulators. Most
circulators have very narrow bandwidths if they exist at all at low frequencies—the most
typical circulators used in cryogenic setups have bandwidths beginning at a few GHz (see
e.g. Fig. B.1). Without circulators, there is no obvious method to protect the device from
backaction and reflections from the amplifier, but this is unavoidable for low-frequency
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reflectometry setups because of the limitation mentioned above. Stripline directional
couplers actually are available in fairly wide bandwidths reaching to sub-GHz frequen-
cies, but they are over 10 cm in length, like the 15.2 cm long one used in this setup. Hence,
a wide bandwidth coupler can only be employed in larger dilution refrigerators where
the electronics are statically mounted on the fridge plates and not on a sample probe.
Lastly, the amplifier used here was the cryogenic amplifier which at the time had the
highest upper band limit while also reaching down to a few hundred MHz in operating
range. This amplifier ultimately sets the upper limit of our bandwidth to 5 GHz.

The cutoff frequency of the low-pass filters used was chosen according to this upper
frequency limit. Additionally, infrared filtering (and shielding of the sample) is expected
to be important for reducing noise at frequencies well above the bandwidth of the sys-
tem [343]. We employed the only (at the time) commercially available cryogenic infrared
filter, though due to its extremely weak 0.75dBGHz ! attenuation, a more strongly at-
tenuating filter would have been desirable”. Only one of each filter is needed if placed at
the device side of the directional coupler, but due to spatial constraints we were forced
to instead place the two K&L filters at the other ports of the coupler.

Regarding thermalization of the components, attenuators were chosen according to
the considerations described at the beginning of this appendix. Different combinations
of attenuators were checked to see which did not introduce too much dissipation onto
the mixing chamber plate which has less cooling power, while still ensuring that the
final expected noise temperature is comparable to the mixing chamber temperature”.
Wideband directional couplers were only available in superconducting aluminum cas-
ings, so to alleviate thermalization issues, a rigid copper bracket was designed which
has strong thermal contact across a large surface area of one of the coupler’s rectangular
faces. When operating the coupler, the power transfered from the RF-input to the de-
vice side is attenuated by 20 dB, while the remaining = 99% of the signal is dissipated
in the 50 Q terminated port. This power dissipation may drastically heat up the already
poorly thermally conducting coupler, so the stock termination was replaced by a cop-
per cryogenic 50 Q termination from XMA. This termination was then connected with a
copper clamp to copper ribbon thermalized to the mixing chamber plate. Other filters
were wrapped tightly with copper ribbon connected to the mixing chamber plate as a
makeshift substitute for more rigid clamps.

B.4. DC SETUP WITH HIGH-CURRENT LINES

For the experiments of Chapter 6, a Leiden Cryogenics wet dilution refrigerator contain-
ing only DC lines was used. Conventionally, DC lines in a dilution refrigerator are con-
nected to low-pass filters at a low-temperature stage. In order to control the flux-bias
current line in the sample measured in Ch. 6, however, currents on the order of 1 mA had
to be passed through it to generate sufficient fields through the nearby SQUID. Typically,
for DC lines a stringent RC-style filtering is used, and the associated resistances would
lead to too much heat dissipation on low-temperature stages of the fridge relative to its
cooling power. In the case of the fridge used for this experiment, the filters were placed

2Infrared filters can be made by injecting Eccosorb into a barrel connection or other filter. Infrared filters are
also commercially available from XMA now.
3See the Python notebook available at https://github.com/cprosko/photon_thermalization.
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at the mixing chamber stage at tens of mK where the cooling power is very small in order
to minimize Johnson-Nyquist noise. Passing 1 mA current through such a few-kQ line
would lead to heat dissipation on the order of milliwatts and the fridge would not be
able to stay cold.

As a result, some of the filtering must be sacrificed for high-current lines. We thus
repurposed a DC line to bypass the low-temperature RC filters. Using a low-thermal-
conductance wire with less than 50 Q room-temperature resistance, we routed a con-
nection from the sample circuit board to an RC filter at the 1 K temperature stage where
cooling power was much larger’. This filter also had a lower resistance on the order of
a few-hundred Ohms. For measurements, the drain of the flux-bias line was then con-
nected to the cold ground of the fridge itself. Notably, this meant that the sample probe
could no longer be floating, and the fridge had to be defined as the ground for the en-
tire setup. In this case however, the fridge had additional Ohmic connections, such as
one to the helium recovery pipes. This introduced ground loops which may have led to
additional noise in the measurements of Ch. 6.

4This line was designed and built by Ivan Kulesh with assistance from Christian Prosko, Olaf Benningshof and
Jason Mensingh.



RESONATOR RESPONSE FITTING

In this appendix we describe the fitting procedure for resonator responses measured in
Chapters 3, 4, and 5. The model used for fitting the transmission S»; through a direc-
tional coupler reflectometry circuit, or through a feedline with a ‘hanger-’ or ‘notch-style’
resonator or reflected directly from a resonator is given by [158, 187, 190, 344, 345]

_‘"") (1—)L [Rext , (C.1)

wo i(Re[Kext] +kq)/2—w+ wy

; w
So1 = 61(60+91w) So (1 + 851

where the probe frequency is denoted by w and the resonator frequency by wp, and
where A = 1 for a reflectometry circuit (as in Chapter 5) and 1/2 for a hanger-style trans-
mission circuit (as in Chapters 3 and 4). Intuitively, this factor accounts for the fact that
half the reflected signal from a resonator coupled to a feedline is lost to the input of the
feedline [37]. To account for the line delay—the time required for photons to propagate
through the measurement circuit—6, and 6, add a linear offset in phase. Essentially,
the number of wavelengths of light which ‘fit’ in the circuit determine an additional
frequency-dependent phase offset photons will have upon reaching readout electron-
ics. Similarly, we account for a linear amplitude offset by sy and s; caused by frequency-
dependent gain or loss in the measurement circuit components. Namely, a value of s,
other than 1 indicates a net attenuation or gain in the measurement circuit. Meanwhile a
nonzero s offset can arise due to other complications in the circuit, like impedance mis-
matches at amplifier inputs creating resonant cavities in the circuit for example [259], or
a frequency-dependent gain response of the amplifier or attenuation response from fil-
ters. Photon losses to outside the system are represented by a decay rate x4, and the ex-
ternal coupling rate k. describes photon coupling between the resonator and readout
circuit. The latter parameter is complex to account for impedance mismatches along
the feedline [37, 190, 345] or with the earliest amplification stage [259], or mutual in-
ductance between the resonator and feedline [158]. This complex phase added to Kext
can substantially change the resonator lineshape, most noticeably giving it an asym-
metric amplitude response about its resonance frequency. Impedance mismatches are
expected to be the cause of this asymmetry in our experiments, and can be thought of
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Figure C.1: Lineshape of Sy; for a hanger-style resonator coupled to a feedline. (a) The raw resonator cir-
cuit transmission, which appears highly complicated due to the rotating phase arising from nonzero 6;. (b)
Resonator circuit transmission after dividing out 019 The phase offset 6 can be inferred as the angle be-
tween the far off resonance Sz value of the resonator lineshape if 57 were zero (gray dashed circle), S‘z’{f, and

the real axis. (c) Resonator circuit transmission after dividing out 21001010)  Erom this plot, more parameters
of the resonator can be estimated as highlighted. For these plots, the parameters for the lead resonator mea-
sured in Chapter 3 are used: wo/27m = 4.298 GHz, kq = 6.269 MHz, kext = (116.926 —21.104i) MHz, 0y = —1.228,
61 =92.19ns, and sp = 0.12681. One exception is that we have increased s; to s; = 10 to make its skewing effect
on the lineshape more clear.

as causing additional resonant cavities along the measurement circuit. Though one may
expect to see Kext + K4 in the denominator, we instead have xex; — Re[kex¢] since this is
equivalent up to a change to an (arguably more correct [158]) definition of wy. We will
see below that this definition leads to a more intuitive geometric correspondence be-
tween Arg(xextl, o, and the lineshape of the resonator. We visually summarize the effect
of these resonator parameters on a resonator’s response in Fig. C.1.

With eight fitting parameters one might suppose the model is overfitted, allowing
one to easily fit any resonator response. In reality, the opposite is often true: real res-
onators can have even more complexities such as nonlinear amplitude offsets which
make it very difficult to automatically fit the resonator response in a single iteration
[259]. Hence, it is crucial to provide good initial guesses to the fitting algorithm, and
furthermore to fix any parameters which are experimental constants after calibration.
Namely, the parameters 0y, 01, so, and s; should be constant as long as the experimental
setup is not modified, but 8, sg, and s; may vary depending on which resonator is to
be fitted. For sy and sj, this is because the approximation of a linear amplitude offset
breaks down in a larger frequency band. Meanwhile, 8y, sp, or s; can all be perturbed by
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unintended resonant cavities distorting the measurement circuit’s phase and amplitude
response locally in frequency space. Because automatically fitting resonator lineshapes
with so many fit parameters can be difficult, we summarize a systematic procedure for
manually fitting the resonator below. In practice, one can follow these steps until enough
parameters are fixed that the automatic fitting algorithm produces a good convergent fit
result using the manually fit parameters as initial guesses.

Manual Resonator Response Fitting Guidelines:

1. Fit 0, by fitting Arg([S»;] over a wide frequency range to a linear slope, or by man-
ually calibrating it out directly in the measurement equipment'. This parameter
can be subsequently fixed even for the final automatic fitting.

2. Note that the resonator response would fall on a circle if s; were zero. Estimating
the shape of this circle (gray in Figs. C.1(b) and C.1(c)), take Sg{f (the expected far
off-resonance response of the resonator when s; = 0 and w — +00) as the point on
this circle diametrically opposed to the on-resonance point S»; (wg). Adjust 8y until
S‘Z’gf falls upon the Re[S»;] axis. As wg has not yet been fitted for, one may instead
adjust 6y until the ‘open ends’ of the resonator response are equally spaced about
the Re[S>;] axis. This second technique will be more inaccurate the larger |s;| is.

3. Adjust sy (using a reasonable estimate for w( given the center of the resonance
dip in |S2;]| or position of maximum phase slope in Arg[S»;]) until the two open
ends of the resonator response fall on the circumference of the idealized circle
mentioned in Step 2. When s, is set incorrectly, one open end will point away from
the mostly-circular resonator lineshape, and one end will point inward within the
circle’s perimeter, as highlighted by red arrows in Fig. C.1(c).

4. Extrapolating the open ends of the resonator lineshape to see the point Sg{f where
the now-circular resonator lineshape would intersect with the Re[S»;] axis, adjust
so until this point is at S = 1, i.e. take so = S3IT.

5. Given S‘Z){f as one point on the resonator response circle from the previous step,
wy is the frequency corresponding to the point S»; (wo) which is diametrically op-

posed to Sg{f on the circle.

6. Estimate Argxex] as the angle between the vector Sy (wg) — Sg{f and the negative
Re[S2,] axis [158].

7. The diameter of the resonator circle at the previous step should be |xex¢|/k 4, while
one can get an order-of-magnitude estimation of x4 from the full-width-at-half-
maximum of the resonator’s amplitude response. The resulting estimates for xq
and |xex¢| will likely be highly inaccurate, and should only serve as initial guesses
for a fitting algorithm.

The method of estimating wy in step 5 is the practical reason for our usage of Re[k ext]
in the denominator of eq. C.1: using xex; instead would correspond to an wg definition
for which this method cannot be applied. Note also that all of these steps also apply for

1For vector network analyzers, this parameter is sometimes called ‘electrical delay’ or ‘phase delay’.
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aresonator in a reflectometry circuit (A1 = 1), except that the radius of the circle after step
4 should be 1 instead of 1/2 when |kext| > k4.

Lastly, we discuss a substantial weakness of typical resonator fitting methods. Be-
cause on the circular resonator lineshape (after calibrating out 8, and s;) we have that
So1 — Sggf as w — 0 or w — oo, this means that in a wide sweep of linearly spaced fre-
quency points, the points will be at a higher density the farther from w, they are. Hence,
if we try to fit a resonance in a fairly wide frequency window, there will be many more
points far-off-resonance contributing to the fit than there are near-on-resonance points.
Accounting for the importance of the handful of points near resonance can be accom-
plished by adding a fitting weight which is larger near resonance or for points which
conform more to the expected circular resonator lineshape [344]. While not employed
in this thesis, through experiments with fitting in this way we found it had little obvi-
ous advantage over fitting without weighting, except when stray resonances perturb the
resonator to be fitted away from the resonance frequency. Given noise in experiment,
it may instead be beneficial to measure in an unevenly spaced frequency sweep: taking
more points close to the resonator frequency and less farther away. In practice, however,
the situations in experiments where resonator response fitting is required are generally
situations in which a frequency shift of the resonance is to be measured, in which case
the center of this varying points distribution would have to adjust along with the reso-
nance frequency. Regardless, what is always important is to have a high enough sweep
resolution to resolve the full depth of the resonator ‘dip’ in amplitude or the slope of the
resonator ‘step’ in phase without any aliasing effects.



QUANTUM CAPACITANCE FORMULA
INCLUDING MUTUAL CAPACITANCES

In order to determine the degree to which mutual capacitances between QDs suppress
parametric capacitance, we follow the approach of Refs. [125, 130] to derive an expres-
sion for parametric capacitance, additionally considering mutual capacitance effects to
second order. We consider the case of N charge islands coupled capacitively to a single
gate voltage V; via capacitances Cy; for i € {1,2,..., N}, with mutual capacitances between
the islands of C;j for i # j, and other capacitive couplings to ground encompassed by an
environmental capacitance C,;. The latter includes any capacitances to lead reservoirs,
for example. We refer to the total capacitance of each island as C; = Cgj + Ce; + 2 j#i Cij-
Note that by definition, we have C;; = C;;. The total differential capacitance Cg;ff as seen
by Vg can then be written as the sum over differential capacitance contributions of each
island

A ﬁ dQy) dXi¥ O

=7 dvg

where Q; is the total effective charge on the capacitor Cy; as seen by V; and the angu-
lar brackets denote the statistical average of the charge. In general, this average must
include thermodynamic, quantum mechanical, and driving effects.

To solve this expression, we write (Q;) in terms of known capacitances and the ex-
pectation values (71;) of electron number on each island with charge number operator
;. First, by definition of the gate capacitances we may write (Q;) = Cg; (Vg —V;) where V;
is the electrostatic potential on island i. On average, we can write the charge expectation
value on island i as a sum over all of the voltage induced charges from each capacitor

~lel (i) = Cgi(Vi = Vi + Y Cij (Vi = V}) + Cei Vi (D.2)
J#i

with e being the electron charge [22]. Solving for V; and recalling the definition of C;, we
find

1 .
Vi=—|CaiVg+ ) CijVi—lel{)]. (D.3)
Ci Jj#i
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By substituting this result for each V; into the original expression for V;, we may recur-
sively generate expressions for V; to higher and higher orders in the mutual capacitance
lever arms C;;/C;. Doing so twice, substituting the result into the definition of (Q;), and
using the resulting expression to calculate Cg;sr, we find

Cuitt = Cgeom + Cp +O(C;/C) (D.4)

with contributions from a constant geometric capacitance

N
Cgeom = Z a;
i=1

CiiCir
—Cgi_Z(ajCij"'Z v ak)] (D.5)
j#i k#j Cj

and a (f1;)-dependent parametric capacitance:

N
CpEZ

i=1

CijCijk d({n;)
Z(“ ey )] le| (D.6)
AN 7 " CiC dVg

where we have defined the bare lever arms a; = Cq;/C;.

Hence, in addition to large mutual capacitances renormalizing a coupled island’s
lever arm by increasing C;, there is an additional renormalization factor due to mutual
capacitances increasing the effective lever arm. The lowest-order of the latter correc-
tions are multiplied by the cross-capacitive lever arms « ; < 1, however. Note addition-
ally that as Vg tunes the islands near an inter-dot charge transition between islands i
and j, the transfer of an electron by this tuning implies d(7;) /dVg = —d{(a;)/dVg so
that cross-capacitances Cg; between the gate voltage and islands other than the island
it is designed to sense suppresses the parametric capacitance signal at these transitions
[125, 130]. From the slope of successive triple points across multiple inter-dot transi-
tions, these cross capacitances are estimated to be negligible in the measured regimes
of this experiment. In this limit, where Vg primarily couples to a single island i, but the
island itself has relatively larger mutual capacitances to the other islands, we discard
terms of the order C;ja;/C; for j # i but preserve terms to second order in C;;/Cj when
multiplied by a; > a;, leading to

|I
dVy  Cei+Cgi+X i Cij © g Vg aj < CijlC;

(D.7)
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l
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forall j #1i.



CAPACITANCE OF A DOT WITH NORMAL
AND SUPERCONDUCTING LEADS

Gonzalez-Zalba et al showed that a gate resonator coupled to a quantum dot with an
electron resonantly tunneling to a normal lead experiences a measurable tunneling ca-
pacitance [129]. Since this capacitance depends on the density of states in the reservoir,
the signal observed when the normal lead is replaced by a hard-gapped superconduct-
ing one is not trivial. Hence, we are motivated to investigate the analogous tunneling
capacitance for a dot coupled to a superconducting lead in addition to a normal one,
as the resonator signal contains information about the superconductor, particularly its
density of states.

THE MODEL

We follow Ref. [129] in applying a master equation approach to calculate electron tun-
neling dynamics between a single-orbital quantum dot with one normal and one super-
conducting contact, neglecting spin physics. The superconducting contact in our case
is assumed to have a gap A softened by a phenomenological Cooper pair breaking rate
v [145]. We further treat the dot-lead tunnel magnitudes as constant with respect to en-
ergy.

To calculate tunneling capacitance, we need to know the tunneling rates for elec-
trons from the dot to each lead and vice versa. For weak tunneling amplitude #; between
individual states the dynamics follow Fermi’s Golden Rule, written here as in Ref. [346]
for tunneling between two sets of states A and B:

2 +00
Tan=—r f \tePvA(E — pn)Ve(E - ) fE— |1 - f(E—p)|dE (E.1)

where v 4,5 (E) and p4/p are the density of states and chemical potentials of state man-
ifolds A and B, respectively, while f(x) = [1 +e*/*¥87]~! is the Fermi-Dirac distribution.
The presence of the Fermi distribution implies the subsystem in question is thermally
coupled to a reservoir of electrons which can occupy states depending on chemical po-
tential and temperature. For a quantum dot with level spacing much larger than kg T,
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we may assume that the level is always full when considering tunneling off the dot, and
always empty for the opposite process. This is justified because in the limit of large level
spacings, the only electrons energetically available to fill the dot orbital come from the
secondary subsystem for which tunneling rates are being calculated. Hence, we either
remove the first or second Fermi factor in eq. E.1 depending on if the dot represents sys-
tem A or B respectively'.

For the superconducting reservoir’s density of states, we use the phenomenologically
broadened Dynes formula:

E+iy
(E+iy)%— A2

which includes an imaginary energy scale y related to pair breaking rates in the super-
conductor [145]. Not only is this relation more realistic than the ideal BCS density of
states (obtained when y — 0), it is useful for our calculations since it removes the singu-
larity at E = +A. Note also that in the limit A — 0 and y — 0 this density approaches a
constant, as is assumed in Ref. [129]. For a quantum dot with a single (possibly degen-
erate) orbital of energy ¢, the density of states is simply a 6-function:

vs(E) =v3 |Re = vavsc(E) (E.2)

vp(E) = V) (E-¢) (E.3)

The prefactor VOD accounts for any degeneracy of the dot orbital due to e.g. spin. Mean-
while, for the normal contact we assume a constant density of states vy. Inserting these
expressions into eq. E.1 and removing the Fermi factors for the quantum dot, we find the
rates:

I'sc—p=Tof(e—pus)Vscle—us) (E.4)
Ip—sc=To[1—- fle—ps)|Vscle—ps) (E.5)
I'n—p=ToAf(e—pun) (E.6)
Ip_n=ToA[l- fle—pn)]| (E.7)

Above, we defined the relative tunneling factor A = |¢/£2|2(vY/vY) for brevity, where
tév (tfc) is the constant tunneling matrix element between the dot and the normal (su-
perconducting) contact. We also defined the bare superconductor tunneling strength
To = 27|13 [>vavY /.

Because of the quantum dot’s charging energy Ec, which we assume is much larger
than all other energy scales in the system (except perhaps A), we can safely consider only
a single electron tunneling in and out of the dot orbital. Parametric capacitance of elec-
tron tunneling depends on the change of average charge which under this assumption is
equal to the change in the topmost orbital’s occupation probability dP;/d V. The time
dependent parametric capacitance is given by [129, 130]:

dpr,

Ci(t) = eadVg(t) =

—(ea) (E.8)

» dPy _ _( (ea)? )1’3
de(r) ERFW COS (W) !

INote that this precise assumption is also used in the analogous calculation in [129].
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Above, we have assumed that the dot gate voltage Vg oscillates at frequency w as Vg () =
Vg0 + VgRF sin (wt) such that £(¢) = €y + egpsin (wt). We further used the relation egp =
—eaVy", valid for small voltage oscillations on a quantum dot.

To calculate P;, we use a master equation approach, and solve the phenomenological
differential equations:

Py =Tgc—pll—Pil-Tp_gcP1+Tn_pll=Pi]-Tp_nP
=Tin(8) — Teor () Py (E.9)

where above we applied conservation of probability Py + P; = 1 and defined

in=Tsc—p+Tn—p=To [Vscle - ps) fe—ps) + Af (e — un)] (E.10)
Tiot(t) =Tsc—p +Tp—sc+In—p+Tp_n =T [Vscle—ps) + A] (E.11)

Since we are using a master equation approach, the parametric capacitance will only
include contributions from tunneling (and not quantum) capacitance (hence why we
labelled it Cy), and C;(¢) will have to be time-averaged to calculate the effective capaci-
tance: C; = (C¢(1)).

EXACT SOLUTION FOR Ct

To calculate tunneling capacitance, we must first solve eq. E.9. Motivated by the solu-
tion in Ref. [129] where I'o; Was a constant (as is the case here when A,y — 0), we seek
solutions of the form

PL(1) = f(p)eJo Tndl’, (E.12)

. L
Substituting this ansatz into eq. E.9 yields f(#) = T'inefo Totd? which can be directly inte-
grated to obtain the solution

' t 1 t ot
Pl(t) — e—fo Tiot(f)d 1y f Fin(tz)efo r;ot(tl)dtldtz :f Fin(tz)e ftz Ftot(fl)dtldtz, (E13)
0 0

neglecting integration constants from initial conditions because they can only lead to
transient terms, which we discard in favour of the longer term behaviour.

In order to calculate C;, we now aim to simplify Py(1). Differentiating the above solu-
tion yields

. L ot
Py(1) = Tin(£) = Tyor (1) fo Tin(tp)e JoTomdn gy, (E.14)

We may now write down an exact form of the tunneling capacitance using eq. E.8 and
averaging over one resonator cycle 27/ w:

dt (E.15)

¢
ea fZﬂ/w Tin (8) = T'tot (2) fot Fin(tg)e_ftz Fmt(mdtldtg
0

£ 27rVgRF cos(wt)
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APPROXIMATE ANALYTICAL SOLUTION

In order to find an analytical solution to eq. E.15, we make the approximation that volt-
age oscillations are very small: valid at low enough RF powers. This is equivalent to
assuming that egr is the smallest energy scale of the system. Hence, we will Taylor ex-
pand eq. E.13 to first order in egp. Firstly, we write expansions of the two main rates in
our problem as

Tin ~TO +TY eppsin @), Tiop ~ T +T% eppsin(@i), egpsin(@t) < A, kT, (E.16)

noting that in fact I'j, and I'yo are only dependent on time through &(¢), and where for
brevity we defined g° = f(x) and g° = (dg/dx)|x=y, for any function g. We calculate the
derivatives of these rates to be

r% =1, {-signwsc(g — 1s)]1A?Re [((go —ps+iy)? - AZ)‘3’2] fleo—ps)
+scleo—ps)f 60— ps) + Af (eo— )}, (B1D)
Fg;t = —sign[Vsc(e - le)]AZFORe [((50 - Us+ iy)2 - Az)fslz] , (E.18)

where f'(E) = —eElksT [kpT(1+ eElks Ty2) is the derivative of the Fermi-Dirac distribu-
tion. Substituting this expression into eq. E.13, we find to first order in egp

v e
1 4 —tot RF(

Py(1) ~ e—F?mff

0

cos (wt) — cos (wt) -

t
ro ¢ o
et in

+ F?’ eppsin(wt)) } dt'.
(E.19)

The above integrals can be analytically evaluated by writing all trigonometric functions
in terms of exponential functions. The result is

(L9, sin (@) - wcos (@) I¥ epp — (IY, cos (w1) + wsin (@) TP T epp/o

Py(1) ~
(F?ot)z +w?

n T{ ErE
+ = 1+ ———cos(wt) t — oo. (E.20)
w

tot

Since we only care about long term behaviour independent of initial conditions, we dis-
carded all transient e To! terms. To calculate the time averaged tunneling capacitance
from the above result, we insert it into eq. E.8 and average over time. In this calculation
we used the fact that the average of any trigonometric function or its reciprocal over one
period is zero. Finally, this leads to the result

rord o ro
Ci = (Ci(D)) = (eq)? D 1ot__tot in (E.21)
(r?ot)z +w?

with rates and their derivatives given by eqs. E.10, E.11, E.17, and E.18.
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SISYPHUS RESISTANCE

To obtain an equivalent parallel resistance describing dissipation from the gate into the
dot-lead system, we follow the more general theory of Esterli ef al [125]. As we neglect
any cross capacitance between the dot and lead, the current through the gate I, may be
written as (see equation 3 of [125])

d Vg dP 1
Ig = Cgeom? - (QQ)E, (EZZ)
where Cgeom represents the classical ‘geometric’ capacitance of the gate. Since we wish to
calculate the equivalent impedance of our circuit, we would like to write the right hand
side of the above expressions as a sum of terms proportional to V; (representing a parallel
resistance) and terms proportional to dVg/dt (representing a parallel capacitance).
To this end, we begin by differentiating P, (¢):

2 (10" 10 0 0’ , )

dPy | 9" TinTtot ~Tinltor ro r% —ro ro

d_tlz (()m :: - o 0) egpsin (wr) + tmomfm;m wegpcos ().  (E.23)
rtot((rtot) +‘”2) (Ftot) Tw

Recalling that for small changes in voltage Vg, we have eaVy" = egp, we can identify
the first term above as being proportional to the gate voltage up to a constant since
erpsin(wt) ~ ea(Vg(r) — Vgo). Similarly, we have that eadVg/d = wegrr cos (wt) so

/ / 2 (0 o’ 0 10
dVg 2 r?nr?m B r?otr?n dVg 2 w (Finrtot - rtotrin)
Ig = Cgeoma +(ea) TZ d_t +(ea) ) 0 12 Vg. (E.24)
(To)” +@ Lo ((Fmt) + wz)
Ci

=1/Rgjs

Hence, we see that our dot’s impedance as seen from the gate contains three contribu-
tions in parallel. The classical geometric capacitance Cgeom the semi-classical tunneling
capacitance C;, and the Sisyphus resistance Rgs

2
r?ot ( (r?ot) +w2 )

= 2 0 10
(eaw) Lo T = Totlin

(E.25)

sis

Notably, 1/ Rys is simply C; multiplied by w?/T? ..






FERMIONIC SIMULATION OF A FLOATING
HYBRID TRIPLE QUANTUM DOT

In this appendix, we justify a Hamiltonian employed to describe a floating system of two
quantum dots coupled via a central hybrid superconducting island. For simplicity, we
consider a single spinful orbital of annihilation operator ¢,, on each quantum dot and
island, labeled with spin o € {|, 1} and with a € {L,M, R} for the left QD, middle island, or
right QD respectively, as in Fig. 7.3(a). The hybrid island consists both of a QD level ¢y
and the floating piece of superconducting material proximitizing it. This superconduc-
tor causes the dot level to form an ABS y at energy Ey such that éyg = u* 74 + UU}A/; for

some coherence factors v and v such that v/|u|2 + |v|2 = 1 [60]. Here we define o =1= +1
and similarly 0 =|= —1. Additionally, the superconducting shell’s Cooper pairs con-
tribute to the total island charging energy. As the system has conserved charge, the fixed
charge constraint on this island may be written as iy = N — 71, — 7ir where N is the total
system charge and 7ig = Y.; flgo = Lo éjw Cqo are the fermions’ charge operators. No-
tably, this constraint equation for 71y does not involve ¢yjs at all on the right hand side.
To fully apply the constraint of fixed total charge, then, we must further project the sys-
tem onto states for which the ABS’ parity matches the overall island parity [73, 74]. We
do so by applying the projection operator

L1 N L2
P= | D™ N (E1)
to the full system Hamiltonian
H=Y E%(Ag-ng)? +EM(N— iy —ir—ngu)’ +E Y. 770
a=LR o
(E2)

+ Y By + Y (tathtmo +hee)+ X [0 (e, 6wy - €] émp ) +hic.
a g,a a

This Hamiltonian is similar to that of Ref. [337], but with our charge constraint included,

and where we presuppose the existence of an ABS with some electron- and hole-like co-
herence factors [60, 113], rather than modeling the ABS as a QD orbital proximitized by

153
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a pairing potential. Above, E{ are the charging energies of each QD, ngq are the reduced
gate charges [22], Ej are Zeeman splittings of each level, ¢, is the spin-conserving tun-
neling amplitude between QD a and QD M, and £ is the spin-flipping tunneling arising
due to spin-orbit coupling [347].
To numerically diagonalize the Hamiltonian, we write the fermionic operators in ma-
trix form as
éIg:fJ@f\@f\, i =TefleA, é&g:f@f@fj (E3)
where I denotes the identity matrix for a single a state subspace, and the other matrices
are given by

0000 00 0 0 1 0 0 0

s 0000 s |10 0 0 . o -1 0 o0

K=t o0 o0 i5foo0o o of 250 0o -1 0 (E4)
0100 00 -1 0 0 0 0 1

in the basis {IO) R ff |0Y, f;r |0Y, ﬁ ﬁ |O>}. The matrix A and minus signs in the definition of

ﬂ are included to ensure all operators satisfy the fermionic anticommutation relations.
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