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Abstract
In this article, we propose and analyze a set of fully nonstationary Anderson
acceleration (AA) algorithms with two window sizes and optimized damping.
Although AA has been used for decades to speed up nonlinear solvers in many
applications, most authors are simply using and analyzing the stationary ver-
sion of AA (sAA) with fixed window size and a constant damping factor. The
behavior and potential of the nonstationary version of AA methods remain an
open question. Most efficient linear solvers however use composable algorith-
mic components. Similar ideas can be used for AA to solve nonlinear systems.
Thus in the present work, to develop nonstationary AA algorithms, we first
propose a systematic way to dynamically alternate the window size m by the
multiplicative composite combination, which means we apply sAA(m) in the
outer loop and apply sAA(n) in the inner loop. By doing this, significant gains
can be achieved. Second, to make AA to be a fully nonstationary algorithm, we
need to combine these strategies with our recent work on the nonstationary
AA algorithm with optimized damping (AAoptD), which is another important
direction of producing nonstationary AA and nice performance gains have been
observed. Moreover, we also investigate the rate of convergence of these nonsta-
tionary AA methods under suitable assumptions. Finally, our numerical results
show that some of these proposed nonstationary AA algorithms converge faster
than the stationary sAA method and they may significantly reduce the storage
and time to find the solution in many cases.

K E Y W O R D S

Anderson acceleration, fixed-point iteration, nonstationary

1 INTRODUCTION

In this part, we first present a literature review on the development of Anderson acceleration (AA) method and its appli-
cations. Then we discuss our main motivations and the structure for the present work. In 1962, Anderson1 developed a
technique for accelerating the convergence of the Picard iteration associated with a fixed-point problem which is called
extrapolation algorithm. Since that, this technique has enjoyed remarkable success and wide usage, especially in elec-
tronic structure computations, where it is known as Anderson mixing. The technique is now called AA in the applied
mathematics community. In contrast to Picard iteration, which uses only one previous iterate, AA method proceeds by
linearly recombining a list of previous iterates in a way such that approximately minimizes the linearized fixed-point
residual. The usual general form of AA with damping is given in Algorithm 1.

Int J Numer Methods Eng. 2022;1–22. wileyonlinelibrary.com/journal/nme © 2022 John Wiley & Sons, Ltd. 1
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2 CHEN and VUIK

Algorithm 1. Anderson acceleration: AA(m)

Given: x0 and m ≥ 1.
Set: x1 = g(x0).
for k = 0, 1, 2,… do

Set: mk = min{m, k}.
Set: Fk = (fk−mk ,… , fk), where fi = g(xi) − xi.

Determine: 𝛼(k) =
(
𝛼

(k)
0 ,… , 𝛼

(k)
mk

)T
that solves

min
𝛼=(𝛼0,…,𝛼mk

)T
‖Fk𝛼‖2 s.t.

mk∑
i=0

𝛼i = 1.

Set: xk+1 = (1 − 𝛽k)
mk∑
i=0

𝛼

(k)
i xk−mk+i + 𝛽k

mk∑
i=0

𝛼

(k)
i g(xk−mk+i).

end for

Here, fk is the residual for the kth iteration; m is the window size which indicates how many history residuals will
be used in the algorithm. It is usually a fixed number during the procedure. The value of m is typically no larger than 3
in the early days of applications and now this value could be as large as up to 100.2 𝛽k ∈ (0, 1] is a damping factor (or a
relaxation parameter) at kth iteration. We have, for a fixed window size m:

𝛽k =
⎧
⎪⎨⎪⎩

1, no damping,
𝛽 (a constant independent of k), stationary Anderson acceleration,
𝛽k (depending on k), nonstationary Anderson acceleration.

We can also formulate the above constrained optimization problem as an equivalent unconstrained least-squares
problem:3,4

min
(𝜔1,… ,𝜔mk

)T

‖‖‖‖‖
fk +

mk∑
i=1

𝜔i(fk−i − fk)
‖‖‖‖‖2

. (1)

One can easily recover the original problem by setting

𝜔0 = 1 −
mk∑
i=1

𝜔i.

AA methods are “essentially equivalent” to the nonlinear GMRES methods5-9 and the direct inversion on the itera-
tive subspace method (DIIS).10-12 It is also in a broad category with methods based on quasi-Newton updating.13-17 For
example, Walker and Ni9 showed that AA without truncation is equivalent in a certain sense to the GMRES method on
linear problems and Fang and Saad15 had clarified a remarkable relationship of AA to quasi-Newton methods. However,
unlike Newton-like methods, one advantage of AA is that it does not require the expensive computation or approxima-
tion of Jacobians or Jacobian-vector products. Although AA has been used for decades, convergence analysis has been
reported only recently. For the linear case, Toth and Kelley3 first proved the stationary version of AA (sAA) without damp-
ing is locally r-linearly convergent if the fixed point map is a contraction and the coefficients in the linear combination
remain bounded. Later, Evans et al.18 extended the result to AA with damping factors and proved the convergence rate
is 𝜃k((1 − 𝛽k−1) + 𝛽k−1𝜅), where 𝜅 is the Lipschitz constant for the function g(x) and 𝜃k is the ratio quantifying the con-
vergence gain provided by AA in step k. Recently, in 2019, Pollock et al.19 applied sAA to the Picard iteration for solving
steady incompressible Navier–Stokes equations and proved that the acceleration improves the convergence rate of the
Picard iteration. More recently, De Sterck and He20 extended the result to more general fixed-point iteration x = g(x),
given knowledge of the spectrum of g′(x) at fixed-point x∗ and Wang et al.21 extended the result to study the asymptotic
linear convergence speed of sAA applied to alternating direction method of multipliers (ADMMs) method. It is worth
mentioning here that the sAA in the papers of De Sterck and He20 and Wang et al.21 is stationary in a different sense: in



CHEN and VUIK 3

those papers, the 𝛼

k
i of Algorithm 1 are fixed and do not depend on the iteration, so the 𝛼i are stationary. Sharper local

convergence results of AA remain a hot research topic in this area. For more related results about AA and its applications,
we refer the interested readers to papers22-28 and references therein.

Although AA has been widely used and studied for decades, most authors are simply using and analyzing the
sAA with fixed window size and a constant damping factor. The behavior and potential of the nonstationary versions
of the AA method have not been deeply studied and few results have been reported. Anderson2 suggested a con-
ceptual procedure for adaptively choosing 𝛽k. However, he has not had an opportunity to assess its practical utility.
A dynamic approach to damping is also demonstrated by Glowinski et al.29 Evans et al.18 developed a new strategy to
adaptively choose the damping factors, where those 𝛽k are chosen by a simple heuristic strategy based on the gain 𝜃k
(𝛽k = 0.9 − 1∕2 ∗ 𝜃k). The heuristic choice of damping yields 0.4 ≤ 𝛽k ≤ 0.9, and leads to fewer iterations to convergence
than with the uniform damping factors tested on the p-Laplacian problem, where p-Laplacian is a non-contractive oper-
ator. Pollock and Rebholz30 proposed a strategy to dynamically alternate the window sizes. The window size mk is kept
at a small to moderate value (2–5) until the residual drops below a given threshold, on the order of 10−2 or 10−3, then
mk is increased to a higher steady level, for instance m = 10. This approach is appropriate for problems where the initial
residual is moderately scaled. Besides, the early days of the Anderson Mixing method (the 1980s, for electronic structure
calculations) initially dictated the window size m ≤ 3 due to the storage limitations and costly g evaluations. However, in
recent years and a broad range of contexts, the window size m ranging from 20 to 100 has also been considered by many
authors. For example, Walker and Ni9 used m = 50 to solve the nonlinear Bratu problem. A natural question is that should
we try to further speed up AA method or try to use a larger size of the window? No such comparison results have been
reported. As we know, there are two main possible directions for producing nonstationary AA. One is choosing different
damping factors 𝛽k in each iteration, see our recent work on the nonstationary AA algorithm with optimized damping
(AAoptD).31 The other way of making AA to be a nonstationary algorithm is to alternate the window size during itera-
tions. But no systematic ways have been proposed to dynamically alternate the window size m. Since most efficient linear
solvers use composable algorithmic components,32,33 similar ideas can be used for AA(m) and AA(n) to solve nonlinear
systems. Moreover, the combination of choosing optimized damping factors and alternating window sizes may lead to
significant gains over the stationary AA. Therefore, in the present work, we propose and study the fully nonstationary
AA algorithms with dynamic window sizes and optimized damping.

The article is organized as follows. Our new algorithms and analysis are developed in Section 2; the rate of convergence
to those algorithms are studied in Section 3; experimental results and discussion are in Section 4; conclusions follow in
Section 5.

2 FULLY NONSTATIONARY AA

2.1 Nonstationary AA with two window sizes

2.1.1 Motivation

For linear problems, most efficient linear solvers however use composable algorithmic components. Similar ideas can be
used for AA to solve nonlinear systems. van der Vorst and Vuik34 proposed a hybrid method GMRES recursive (GMRESR)
which consists of an outer and inner loop. In the inner loop, one approximates the solution of a linear system by GMRES
to find a good search direction. In the following picture, we visualize the strong point of GMRESR in comparison to
GMRES(m). A search direction is indicated by vi. We see for GMRES(4) that after four iterations all information is thrown
away. For GMRESR the information after four inner iterations is condensed into one search direction so information does
not get lost. This method was also further investigated by Vuik.35 He proved that GMRESR(m) converges at least as fast
as GMRES(m) if GMRES(m) does not stagnate in m iteration steps.
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On the other hand, it was proved by Walker and Ni9 that AA without truncation is equivalent in a certain sense to
the GMRES method on linear problems. Therefore, motivated by the GMRESR method, to solve nonlinear problems, we
propose a systematic way to dynamically alternate the window size m in sAA by using the multiplicative composition,
which means we apply sAA(m) first in the outer loop and then apply sAA(n) in the inner loop.

2.1.2 Multiplicative composition of two window sizes

We start with composite sAA(m) with sAA(0) (i.e., Picard iteration) in each iteration. This means that after applying one
step of sAA(m) without damping, we get,

xk+1∕2 =
mk∑
i=0

𝛼

(k)
i g(xk−mk+i).

Then, we take the result xk+1∕2 as an input x̂0 = xk+1∕2 and apply Picard iteration in the inner loop:

x̂j+1 = g(x̂j).

Putting these together, we have the following nonstationary algorithm AA(m,AA(0)) as in Algorithm 2.

Algorithm 2. Anderson acceleration with dynamic window-sizes: AA(m,AA(0))

Given: x0 iterM, iterN, and m ≥ 1.
Set: x1 = g(x0).
for k = 1, 2,… , iterM do

Set: xm
k+1∕2 ← apply one step of AA(m; {xk}) as given in Algorithm 1.

Set: x̂0 = xm
k+1∕2

for j = 0, 1, 2,… , iterN do
Set: x̂j+1 ← apply one step of Picard iteration on x̂j.

end for
Set: xk+1 = x̂iterN

end for

Suppose we just do a single inner loop iteration in Algorithm 2, the total amount of work of AA(m,AA(0)) in each
iteration is much less than that of applying sAA(m) twice. Algorithm 2 also means that we may “turn off” the acceleration
for a while and then turn on the acceleration. However, the performance can be better than sAA(m), see our numerical
experiments in Section 4.

More generally, we apply sAA(m) in the outer loop and apply sAA(n) in the inner loop. So, in each iteration, after
applying sAA(m), we get,

xk+1∕2 =
mk∑
i=0

𝛼

(k)
i g(xk−mk+i).

Then we apply sAA(n) with the initial guess x0 = xk+1∕2 for iterN iterations:

xk+1 ← applying sAA(n) with initial guess x0 = xk+1∕2.

In other words, the multiplicative composition reads

xk+1 = sAA(m, sAA(n)).

We summarize this in the following algorithm in Algorithm 3.

Remark 1. There is a lot of variety here. Let m and n be the window size used in the outer loop and inner loop, respectively.
And iterM and iterN be the total numbers of iterations for the outer loop and inner loop, respectively. In the present work,
we report some results for the case where m > n and iterM ≫ iterN, which means the window size used in the inner loop
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Algorithm 3. Anderson acceleration with dynamic window-sizes: AA(m,AA(n))

Given: x0, m, n, iterM, and iterN (with iterN ≥ n).
Set: x1 = g(x0).
for k = 1, 2,… , iterM do

Set: xk+1∕2 ← apply one step of AA(m; {xk}) as given in Algorithm 1.
Set: x̂0 = xk+1∕2
for j = 0, 1, 2,… , iterN do

Set: x̂j+1 ← apply one step of AA(n; {x̂j}) as given in Algorithm 1.
end for
Set: xk+1 = x̂iterN

end for

T A B L E 1 Memory requirements

Methods Memory

AA(m) m + 1 vectors in memory

AA(m,AA(n)) m + n + 2 vectors in memory

is smaller than that used in the outer loop and the maximum iterations of the inner loop is much smaller than that of the
outer loop. For example, one can choose n = 1 and iterN = 1. In this case, we could compare the convergence results of
AA(m,AA(1)) with AA(m) by calculate the residual per function evaluation of g(x). See more discussions in Section 4.

Moreover, we summarize the memory requirements for those algorithms in Section 2.1.2 (Table 1). For some problems,
memory storage could be crucial. Our numerical results show that the nonstationary AA methods with smaller window
sizes usually perform better than the stationary AA algorithm with very large window sizes, which means our proposed
nonstationary AA methods may significantly reduce the storage requirements. See more discussions in our numerical
experiments in Section 4.

2.2 Nonstationary AA with optimized damping

In this part, we briefly summarize some of our recent works on AA with optimized damping (AAoptD), which will be
used to produce a fully nonstationary AA in the next section. Suppose that 𝛽k is different at each iteration k, then we have

xk+1 = (1 − 𝛽k)
mk∑
i=0

𝛼

(k)
i xk−mk+i + 𝛽k

mk∑
i=0

𝛼

(k)
i g(xk−mk+i)

=
mk∑
i=0

𝛼

(k)
i xk−mk+i + 𝛽k

( mk∑
i=0

𝛼

(k)
i g(xk−mk+i) −

mk∑
i=0

𝛼

(k)
i xk−mk+i

)
. (2)

Let us define the following averages given by the solution 𝛼

k to the optimization problem by

x𝛼k =
mk∑
i=0

𝛼

(k)
i xk−mk+i, x̃𝛼k =

mk∑
i=0

𝛼

(k)
i g(xk−mk+i). (3)

Thus, (2) becomes

xk+1 = x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ). (4)

A natural way to choose “best” 𝛽k at this stage is that choosing 𝛽k such that xk+1 gives a minimal residual. So we just need
to solve the following unconstrained optimization problem:

min
𝛽k

||xk+1 − g(xk+1)||2 = min
𝛽k

||x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ) − g(x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ))||2. (5)
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Using the fact that

g(x𝛼k + 𝛽k(x̃𝛼k − x𝛼k )) ≈ g(x𝛼k ) + 𝛽k
𝜕g
𝜕x

|||x𝛼k (x̃
𝛼

k − x𝛼k )

≈ g(x𝛼k ) + 𝛽k
(

g(x̃𝛼k) − g(x𝛼k )
)
. (6)

Therefore, (5) becomes

min
𝛽k

||xk+1 − g(xk+1)||2 = min
𝛽k

||x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ) − g(x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ))||2
≈ min

𝛽k
||x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ) −

[
g(x𝛼k ) + 𝛽k(g(x̃𝛼k) − g(x𝛼k ))

] ||2
≈ min

𝛽k
|| (x𝛼k − g(x𝛼k )

)
− 𝛽k

[
(g(x̃𝛼k) − g(x𝛼k )) − (x̃

𝛼

k − x𝛼k )
] ||2. (7)

Thus, we just need to calculate the projection

𝛽k =

(
x𝛼k − g(x𝛼k )

)
⋅
[(

x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

]

|| [(x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

] ||22
. (8)

AA algorithm with optimized damping AAoptD(m) reads as follows:

Algorithm 4. Anderson acceleration with optimized dampings: AAoptD(m)

Given: x0 and m ≥ 1.
Set: x1 = g(x0).
for k = 0, 1, 2,… do

Set: mk = min{m, k}.
Set: Fk = (fk−mk ,… , fk), where fi = g(xi) − xi.

Determine: 𝛼(k) =
(
𝛼

(k
0 ,… , 𝛼

(k)
mk

)T
that solves

min
𝛼=(𝛼0,…,𝛼mk

)T
‖Fk𝛼‖2 s. t.

mk∑
i=0

𝛼i = 1.

Set: x𝛼k =
mk∑
i=0

𝛼

(k)
i xk−mk+i, x̃𝛼k =

mk∑
i=0

𝛼

(k)
i g(xk−mk+i).

Set: rp =
(

x𝛼k − g(x𝛼k )
)
, rq =

(
x̃𝛼k − g(x̃𝛼k )

)
.

Set: 𝛽k =
(rp − rq)Trp

‖rp − rq‖2
2

.

Set: xk+1 = x𝛼k + 𝛽k(x̃𝛼k − x𝛼k ).
end for

Remark 2. This optimized damping step is a “local optimal” strategy at kth iteration. It usually will speed up the conver-
gence rate compared with an undamped one, but not always. Because in (k + 1)th iteration, it uses a combination of all
previous m history information. Besides, if the “local optimal” 𝛽k is not in the interval (0, 1], we set 𝛽k = 1∕2. Moreover,
when 𝛽k is very close to zero, the system is overdamped, which sometimes may also slow down the convergence speed.
We may need to further modify our 𝛽k to bound it away from zero by using

̂

𝛽k = max{𝛽k, 𝜂}, (9)

or

̂

𝛽k =

{
𝛽k, if 𝛽k ≥ 𝜂,

1 − 𝛽k, if 𝛽k < 𝜂,

(10)
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where 𝜂 is a small positive number such that 0 < 𝜂 < 0.5. For more details on the implementation of AAoptD(m) and its
performance, we refer the readers to our recent paper.31

2.3 Fully nonstationary AA with dynamic window-sizes and optimized damping

At this stage, we are ready to present our final fully nonstationary AA algorithms. Since alternating the window sizes
and using different damping factors in each iteration are two main ways to produce nonstationary AA, we need to com-
bine those strategies to make it into a fully nonstationary algorithm. For example, we can obtain the following fully
nonstationary algorithm AA(m,AAoptD(n)) as in Algorithm 5 by using multiplicative composite combination.

Algorithm 5. Fully nonstationary Anderson acceleration: AA(m,AAoptD(n))

Given: x0, m, n, iterM, and iterN (with iterN ≥ n).
Set: x1 = g(x0).
for k = 1, 2,… , iterM do

Set: xk+1∕2 ← apply one step of AA(m; {xk}) as given in Algorithm 1.
Set: x̂0 = xk+1∕2
for j = 0, 1, 2,… , iterN do

Set: x̂j+1 ← apply one step of AAoptD(n; {x̂j}) as given in Algorithm 4.
end for
Set: xk+1 = x̂iterN

end for

Similarly, AAoptD(m,AAoptD(n)) or AAoptD(m,AA(n)) can be easily obtained. Now, we have a set of new nonsta-
tionary AA algorithms. We test and compare the performance of some of these methods with stationary AA in Section 4.
Suggestions on how to use and choose these methods are provided in our final conclusion part in Section 5.

3 RESIDUAL BOUNDS

In this section, we investigate the residual bounds of these nonstationary AA methods. The main technical results and
assumptions are adopted from papers3,18 with necessary modifications. Here we provide the convergence theorems for
AAoptD(m), AA(m,AA(1))with inner loop iteration iterN = 1 and AAoptD(m,AA(1))with inner loop iteration iterN = 1.
These typical nonstationary AA methods are extensively studied in Section 4. Similarly, one can derive the rate of
convergence to other nonstationary AA methods.

To begin with, we summarize the convergence result in Theorem 1 for AA with optimized damping as in Algorithm 4.

Theorem 1. Assume that

• g ∶ Rn → Rn has a fixed point x∗ ∈ Rn such that g(x∗) = x∗.
• g is uniformly Lipschitz continuously differentiable in the ball B(𝜌) = {u|||x − x∗||2 ≤ 𝜌}.
• There exists 𝜅 ∈ (0, 1) such that ||g(y) − g(x)||2 ≤ 𝜅||y − x||2 for all x, y ∈ Rn.
• Suppose that ∃M and 𝜖 > 0 such that for all k > m,

∑m−1
i=0 |𝛼i| < M and |𝛼m| ≥ 𝜖.

Then we have the following convergence result for AAoptD(m) given in Algorithm 4:

||f (xk+1)||2 ≤ 𝜃k+1 [(1 − 𝛽k) + 𝜅𝛽k] ||f (xk)||2 +
m∑

i=0
O(||f (xk−m+i)||22), (11)

where the average gain

𝜃k+1 =
||∑m

i=0𝛼
k
i f (xk−m+i)||2

||f (xk)||2
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and

𝛽k =

(
x𝛼k − g(x𝛼k )

)
⋅
[(

x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

]

|| [(x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

] ||22
with

x𝛼k =
mk∑
i=0

𝛼

(k)
i xk−mk+i, x̃𝛼k =

mk∑
i=0

𝛼

(k)
i g(xk−mk+i).

Proof. We first note here that assuming 𝛼m bounded away from zero is adopted from Evans et al.18 and Pollock
et al.,19 where this condition is required in order to obtain some estimation on the residuals. We cannot get rid of this
restriction, so we also keep it here. The proof of this theorem can be found in this article18 for general damping 𝛽k.
The key ideas of the analysis are relating the difference of consecutive iterates to residuals based on performing the
inner-optimization and explicitly defining the gain in the optimization stage to be the ratio of improvement over a step
of the unaccelerated fixed-point iteration. Additionally, here we also need to use (2) and (8) to explicitly calculate these
optimized 𝛽k. ▪

Next, we provide the convergence rate for nonstationary AA methods AA(m,AA(1))with inner loop iteration iterN = 1
and AAoptD(m,AA(1)) with inner loop iteration iterN = 1, which are extensively studied in Section 4.

Theorem 2. Assume that g ∶ Rn → Rn has a fixed point x∗ ∈ Rn such that g(x∗) = x∗ and satisfies all assumptions in
Theorem 1. Then we have the following convergence rate for AA(m,AA(1)) as in Algorithm 3 with iterN = 1 inner loop
iterations:

||f (xk+1)||2 ≤ 𝜃1𝜃k+1𝜅 [(1 − 𝛽k) + 𝜅𝛽k] ||f (xk)||2 + high order terms, (12)

where

𝜃k+1 =
||∑m

i=0𝛼
k
i f (xk−m+i)||2

||f (xk)||2 , 𝜃1 =
||𝛼1

0f (x0) + 𝛼

1
1f (x1)||2

||f (x1)||2
with

x0 = xk+1∕2, x1 = g(x0).

Proof. For the outer loop, according to the results in Theorem 1 with any damping factor 𝛽k ∈ (0, 1], we have

||f (xk+1∕2)||2 ≤ 𝜃k+1𝜅 [(1 − 𝛽k) + 𝜅𝛽k] ||f (xk)||2 +
m∑

i=0
O(||f (xk−m+i)||22), (13)

where

𝜃k+1 =
||∑m

i=0𝛼
k
i f (xk−m+i)||2

||f (xk)||2 .

As 𝛼k
i is the solution to the optimization problem in Algorithm 1 and the fact that 𝛼k

k = 1, 𝛼k
j = 0, j ≠ k, is in the feasible

set for the optimization problem, we immediately have

0 ≤ 𝜃k+1 ≤ 1.

For the inner loop with iterN = 1, we have the initial guess x0 = xk+1∕2, then x1 = g(x0) and

f (x0) = g(x0) − x0, f (x1) = g(x1) − x1.
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Let 𝛼0 and 𝛼1 be the solution to the inner loop optimization problem, then applying Theorem 1 with m = 1 without
damping, we have

||f (x2)||2 ≤ 𝜃1𝜅||f (x1)|| + O(||f (x1)||22) + O(||f (x0)||22) (14)

with

𝜃1 =
||𝛼1

0f (x0) + 𝛼

1
1f (x1)||2

||f (x1)||2
,

where 𝛼

1
0 and 𝛼

1
1 solves the optimization problem of AA(1) in the inner loop iteration. Similarly, since 𝛼

1
0 = 0 and 𝛼

1
1 = 1,

is in the feasible set for the related optimization problem, we get

0 ≤ 𝜃1 ≤ 1.

Using (13) and the fact that the inner loop use x0 = xk+1∕2 as an initial guess, we have x1 = g(x0) = g(xk+1∕2). Therefore,

||f (x1)||2 ≤ 𝜃k+1𝜅||f (xk)||2 +
m∑

i=0
O(||f (xk−m+i)||22). (15)

Since iterN = 1, so after finishing the inner loop iteration, we will set xk+1 = x2. Thus, from (14) and (15), we finally obtain

||f (xk+1)||2 = ||f (x2)||2 ≤ 𝜃1𝜃k+1𝜅 [(1 − 𝛽k) + 𝜅𝛽k] ||f (xk)||2 + high order terms, (16)

which completes the proof of this theorem. ▪

Theorem 3. Assume that g ∶ Rn → Rn has a fixed point x∗ ∈ Rn such that g(x∗) = x∗ and satisfies the assumptions in
Theorem 1. Then we have the following convergence rate for AAoptD(m,AA(1)) with iterN = 1 inner loop iterations:

||f (xk+1)||2 ≤ 𝜃1𝜃k+1𝜅 [(1 − 𝛽k) + 𝜅𝛽k] ||f (xk)||2 + high order terms, (17)

where

𝛽k =

(
x𝛼k − g(x𝛼k )

)
⋅
[(

x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

]

|| [(x𝛼k − g(x𝛼k )
)
− (x̃𝛼k − g(x̃𝛼k))

] ||22
and

𝜃k+1 =
||∑m

i=0𝛼if (xk−m+i)||2
||f (xk)||2 , 𝜃1 =

||𝛼0f (x0) + 𝛼1f (x1)||2
||f (x1)||2

with

x0 = xk+1∕2, x1 = g(x0).

Proof. The proof is similar to the proof of Theorem 2 with explicitly expression for 𝛽k values, thus we omit it here. ▪

Remark 3. From the above theorems, we know that the composite AA methods not only converge but also indeed improve
the convergence rate of the Picard iteration under some suitable assumptions. Moreover, in our numerical experiments
in Section 4, we also explicitly calculate these average gains 𝜃k and 𝛽k at each iteration as described in Theorems 1–3, so
one can see how much the residual is reduced at each iteration.

4 EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we numerically compare the performance of these fully nonstationary AA algorithms with regular sta-
tionary AA (with uniform window size and a constant damping factor). All these experiments are done in the MATLAB
2021b environment. MATLAB codes are available upon request to the authors.
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This first example is from Walker and Ni’s paper,9 where a sAA with window size m = 50 is used to solve the Bratu
problem. This problem has a long history, we refer the reader to Glowinski et al.29 and Pernice and Walker,36 and the
references in those papers.

Example 1 (The Bratu problem). The Bratu problem is a nonlinear PDE boundary value problem as follows:

Δu + 𝜆 eu = 0, in D = [0, 1] × [0, 1],
u = 0, on 𝜕D.

In this experiment, we use a centered-difference discretization on a 64 × 64 grid and take 𝜆 = 6 in the Bratu problem.
We first use the zero initial approximate solution in all cases and then we test these methods with different initial
approximations at the end. And we also applied the preconditioning such that the basic Picard iteration still works. The
preconditioning matrix that we used here is the diagonal inverse of the matrix A, where A is a matrix for the discrete
Laplace operator.

We first solve the Bratu problem using the multiplicative composition of nonstationary AA methods with the outer
loop window size m = 20 and inner loop window size n = 1. Here, we use zero initial approximation and set the inner
iteration iterN = 1 for all composite methods, which means we only apply two iterations in the inner loop. In many
applications, the cost of evaluating g(x) usually dominates to the cost of solving the small least-squares problem, in
order to compare the performance of nonstationary AA and stationary AA, we count the number of evaluations of
g(x) and plot the residual per function evaluation of g(x). The results are shown in Figure 1. The total time used for
different methods is shown on the left side of Table 2. Here we use the Matlab commands tic and toc to record the
running time for each of these methods and we have not optimized our Matlab codes yet. From Figure 1, we see that
the nonstationary AA methods work better than regular stationary AA. The best one for this case is the fully nonsta-
tionary AA AAoptD(20,AA(1)). The convergence results are consistent with the time consumption on the left side of
Table 2.

From Theorems 1 to 3, we know that the composite AA methods not only converge but also indeed improve the
convergence rate of the Picard iteration. Here, we also explicitly calculate these average gains 𝜃k and some damping
factors 𝛽k at each iteration as in Figures 2 and 3, respectively. Thus one can see how much the residual is reduced at each
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F I G U R E 1 Solve the Bratu problem with zero initial approximation, inner loop m = 20, and outer loop n = 1
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T A B L E 2 Total time used in solving the Bratu problem on a 64 × 64 grid with the same initial approximation

Methods Time (s) Methods Time (s)

AAoptD(20,AA(1)) 53.19 AA(20,AA(2)) 30.38

AA(20,AAoptD(1)) 61.77 AAoptD(20,AA(2)) 48.89

AAoptD(20) 80.10 AA(20,AAoptD(2)) 63.15

AA(20,AA(1)) 83.61 AAoptD(20,AAoptD(2)) 72.83
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The Bratu problem: Average gain
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F I G U R E 2 Solve the Bratu problem with composite AA methods: Average gain

iteration. For example, as shown in Figure 2, we see that the average gain for AAoptD(AA(1)) and AA(20,AAoptD(1))
at each iteration are much better than stationary AA(20) since a small average gain 𝜃k means a faster convergence rate.
These results are consistent with convergence results shown in Figure 1.

Besides, since there is a lot of freedom in composing AA, we also test other AA(m,AA(n)) on this problem. For
example, in Figure 4, we find that the nonstationary AA methods with outer window size m = 20 and inner loop win-
dow size n = 2 give similar or even better convergence improvement, which is not surprising since a larger inner window
size is used here. The total time used for different composition methods is shown on the right side of Table 2. More-
over, some of these methods (i.e., AA(20,AA(2)) and AAoptD(20,AA(1))) are better or comparable with the stationary
AA(50). This is very important for solving larger-size problems where computer storage is crucial. Our proposed non-
stationary AA methods may save a lot of memory storage while maintaining a similar (or even faster) convergence
rate.

Lastly, some recent work by De Sterck and He37 has shown that the asymptotic convergence factor of AA(m)
can strongly depend on the initial approximation. So we test these composite methods AA(m,AA(n)) with dif-
ferent initial guesses. Instead of using zero initial approximation (i.e., x0 = [0, … , 0]), here we use an unit ini-
tial guess (i.e., x0 = [1, … , 1]) and a random initial guess in between the zero initial guess and the unit initial
guess. The results are show in Figures 5 and 6, respectively. From these two figures, we verify that the asymp-
totic convergence factor of AA(m) sometimes strongly depends on the initial approximations, so do these compos-
ite methods AA(m,AA(n)). However, these composite methods have the same trend for multiple different initial
guesses.
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Example 2 (The stationary nonlinear convection-diffusion problem). Solve the following 2D nonlinear
convection-diffusion equation in a square region:

𝜖(−uxx − uyy) + (ux + uy) + ku2 = f (x, y), (x, y) ∈ D = [0, 1] × [0, 1]

with the source term

f (x, y) = 2𝜋2 sin(𝜋x) sin(𝜋y)

and zero boundary conditions: u(x, y) = 0 on 𝜕D.

In this numerical experiment, we first use a centered-difference discretization on a 32 × 32 grid. We choose 𝜖 = 1,
𝜖 = 0.1 and 𝜖 = 0.01, respectively. Those 𝜖 values indicate the competition between the diffusion and convection effect.
We take k = 3 in the above problem and use u0 = (1, 1, … , 1)T as an initial approximate solution in all cases. As in solving
the Bratu problem, the same preconditioning strategy is used here. The preconditioning matrix that we used here is the
diagonal inverse of the matrix A, where A is a matrix for the discrete Laplace operator.

For 𝜖 = 1, from Figures 7 and 9, we observe similar results that the composite methods perform much better than sAA.
Moreover, the average gain as in Figure 8 and the time cost as in Table 3 also confirm the above results. For 𝜖 = 0.1, from
Figure 10, we find that the Picard iteration does not converge anymore. However, AA methods with a small window size
already work. Moreover, some of our proposed nonstationary AA methods (e.g., AAoptD(1,AA(1)), AA(1,AAoptD(1)),
and AA(1,AA(1))) perform better than the stationary AA(1) method. For 𝜖 = 0.01, from Figures 11 and 12, we see that
the Picard method, the stationary AA(1)method and nonstationary method AA(1,AA(1))method do not converge while
other nonstationary methods still converge. However, for the converging methods, there are some wiggles in the numer-
ical approximation, see the bottom figures in Figure 13. This may result from using the central difference scheme for
the convection term. To solve this problem, we then use the upwind scheme (backward difference) for the convec-
tion term. The results are shown in Figures 14 and 15. All acceleration methods converge. AA(1,AA(1)) performs best.
AAoptD(1,AA(1)) and AA(1,AAoptD(1)) are comparable to the stationary AA(1)method. Moreover, there are no wiggles
in the numerical approximation when applying the upwind scheme for the convection term.
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F I G U R E 7 Solve the convection-diffusion problem using the central discretization: 𝜖 = 1, convergence results
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T A B L E 3 Total time used in solving the convection-diffusion problem with 𝜖 = 1

Methods Time (s) Methods Time (s)

AA(5,AA(1)) 2.45 AA(5,AA(2)) 2.03

AA(5,AAoptD(1)) 2.75 AAoptD(5,AA(2)) 2.31

AAoptD(5,AA(1)) 3.06 AA(5,AAoptD(2)) 3.93

AAoptD(5,AAoptD(1)) 4.21 AAoptD(5,AAoptD(2)) 4.11
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F I G U R E 10 Solve the convection-diffusion problem using the central discretization: 𝜖 = 0.1, convergence results

Our next example is about solving a linear system Ax = b. As proved by Walker and Ni,9 AA without truncation is
“essentially equivalent” in a certain sense to the GMRES method for linear problems.

Example 3 (The linear equations). Apply AA and AAoptD to solve the following linear system Ax = b, where A is

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

2 −1 · · · 0 0
−1 2 · · · 0 0
⋮ ⋮ ⋱ ⋮ ⋮

0 0 · · · 2 −1
0 0 · · · −1 2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, A ∈ RN×N

and

b = (1, … , 1)T .

Choose N = 100 so that a large window size m is needed in AA. We also note here that the Picard iteration does not work
for this problem.
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F I G U R E 11 Solve the convection-diffusion problem using the central discretization: 𝜖 = 0.01, convergence results
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F I G U R E 13 Solve the convection-diffusion problem using the central discretization: Solutions for 𝜖 = 0.1 and 𝜖 = 0.01
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F I G U R E 14 Solve the convection-diffusion problem using the upwind method: 𝜖 = 0.01, convergence results
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F I G U R E 15 Solve the convection-diffusion problem using the upwind method: Solution for 𝜖 = 0.01
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F I G U R E 16 Solve a linear problem Ax = b with N = 100: Convergence results

In our test, the initial guess is x0 = (0, … , 0)T . The result is shown in Figure 16. From Figure 16, we see that the
fully nonstationary AA methods work much better than the stationary AA method. This example also indicates that
our proposed fully nonstationary AA can be also used to solve linear systems. Moreover, we also plot the average gain
𝜃k for each iteration in Figure 17. The results are roughly consistent with the convergence results. We also notice from
Figure 17 that AA(20,AAoptD(1)) should perform better than AA(20,AA(1)), which is slightly inconsistent with the
result in Figure 16. This is because the function evaluation for the linear problem may not dominate to cost of solving the
least-squares problem.
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F I G U R E 17 Solve a linear problem Ax = b with N = 100: Average gain

5 CONCLUSIONS

In the present work, we propose and analyze a set of fully nonstationary AA algorithms with two window sizes and
optimized damping factors to further speed up linear and nonlinear iterations. In general, these nonstationary AA algo-
rithms can converge faster than the stationary AA method and they may significantly reduce the memory requirements
and time to find the solution. For future guidance of choosing these nonstationary AA methods, our numerical results
indicate that AA(m,AA(n)) or AAoptD(m,AA(n)) (with a very small inner window size n < m) usually converges much
faster than stationary AA(m). This is not surprising since the local convergence rate of AA with damping factors is
𝜃k((1 − 𝛽k−1) + 𝛽k−1𝜅).18 There is a lot of variety in these fully nonstationary AA methods, our future work will continue
to explore the behaviors of these methods and test them on other broader problems. Moreover, we also verify that the
asymptotic convergence factor of AA(m) sometimes strongly depends on the initial approximations, so do these compos-
ite methods AA(m,AA(n)). However, these methods still compare to each other in a similar way for multiple different
initial guesses.
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