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Abstract

Since their introduction in 1993, particle filters are amongst the most popular algorithms for
performing Bayesian inference on state space models that do not admit an analytical solution.
In this thesis, we will present several particle filtering algorithms adapted to a class of models
known as Piecewise Deterministic Markov Processes (PDMP), i.e. processes governed by one
or more parameters that admit random jumps in their value at random times. Our work
will focus on object tracking, the estimation of a target’s kinematic state over time from a
sequence of noisy or incomplete measurements. Moreover, we will combine these techniques
with Markov Chain Monte Carlo methods in order to infer the model parameters. We will
perform sequential inference on both parameters and states by introducing an adaptation of
the SMC2 to PDMPs. Finally, all algorithms will be tested both on simulated and real-world
data (Piraeus AIS Dataset).

keywords: Particle Filters, Sequential Monte Carlo, Hidden Markov Model, Piecewise
Deterministic Process, Object Tracking, Markov Chains Monte Carlo.
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Chapter 1

Introduction

The task of filtering, within the Bayesian framework, is equivalent to estimating the posterior
distribution of the trajectory of an hidden stochastic process over a time interval, given a
sequence of its noisy observations. Many state space models admit a discrete-time Markov
chain as the underlying hidden process. This kind of models are employed in a variety of
fields, ranging from economics to physics. The state space model, in many cases of interest,
is non-linear, non-Gaussian and does not typically admit analytic solutions. As a result,
approximation methods must be used. Particle filtering methods, or Sequential Monte Carlo
(SMC), is a widespread class of algorithms used for tackling in an online manner these types
of estimation problems through a collection of weighted samples, referred to as particles.

Discrete-time models have been the focus of the majority of research on SMC techniques
and their adaptations. However, since continuous-time models are generally very effective
at modelling many physical processes, SMC methods for continuous-time models are a very
active area of research. Performing discretisation, although possible, comes with the down-
sides of being computationally taxing and producing biased estimates that are difficult to
reconcile with their unbiased counterpart. [93, 48] present a general theoretical framework
for particle filter methods in a continuous setting, as well as stability results. Moreover, SMC
is often used in combination with Markov Chain Monte Carlo with the goal of infering the
parameters governing a process. This class of methods is called Particle Markov Chain Monte
Carlo (PMCMC).

SMC algorithms are frequently applied to object tracking, i.e. the estimation of the motion
features of a particular target (e.g. aircraft, ships, etc.). We will see that a moving object
often follows trajectories that behave as piecewise deterministic processes (PDPs). PDPs
present deterministic dynamics in continuous-time aside from a countable set of stopping
times where they randomly jump to a new value and, therefore, may present a trajectory
with discontinuities.

The aim of this thesis is to present Particle Filtering algorithms that can be adapted to these
dynamics. The challenge lies in the fact that this type of process defined in continuous-time
admits the overlapping of different generations of particles, making it difficult to establish
a criterion for performing resampling. It is therefore necessary to introduce some kind of
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Chapter 1 – Introduction

discretisation of the algorithm in order to “synchronise” [14] particles generated at different
times. We will present two algorithms that tackle this problem in different ways, namely
the Particle Filter with mixture kernels (PF MK) [101] and the Poisson Tree Particle Filter
(PTPF) [14], as well as the respective PMCMC adaptations: the Poisson Tree Gibbs sampler
(PTGS) [14] and the Particle Filter Mixture Kernels Gibbs sampler (PF MK GS). Finally
we will introduce a version of the SMC2 algorithm from [21] for PDPs. These models and
methods are summarised in Figure 1.1.

The thesis is structured as follows. In Chapter 2, we will introduce the concept of Piecewise
Deterministic Processes and the particular model of interest on which we will operate the
algorithms. We proceed with an overview of Particle filtering and PMCMC in Chapter 3,
introducing the basic forms of the most significant algorithms. Chapters 4 and 5 provide a
more in-depth explanation of some of the algorithms introduced in Chapter 2, respectively
two different particle filter algorithms and their use in the context of parameters and state
estimations. Finally, Chapters 6 and 7 are dedicated to the presentation and discussion of
the results obtained from the use of the aforementioned algorithms, applied to the model
described in Chapter 2. The code we used for the implementation of the results can be found
in [85].

State Space Models Monte Carlo algorithms

Object tracking

PDPs

SMC PMCMC

SMC²

• PTPF GS
• PF MK GS

• PTPF
• PF MK

Figure 1.1: Overview of implemented models and algorithms.
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Chapter 2

Background on Piecewise
Deterministic Processes

Piecewise Deterministic Processes (PDP) were first introduced by [33] in 1984. The term
refers to a class of non-diffusion stochastic processes, which evolves deterministically except
for a countable set of random times, in which the process jumps to a new random value. [33]
aimed at “providing a general family of stochastic models covering virtually all non-diffusion
applications”[33].

The first attempts to build a general framework for non-diffusion processes were made
by [25] and [60], who introduced a class of models called Piecewise Linear, with the goal of
treating problems arising in queuing theory.

Mathematically, Piecewise Deterministic Processes are closely related to a class of stochastic
jump processes, for which a stochastic calculus has been developed [32].

As discussed in [23], PDPs form a family of cadlag processes, which involve a deterministic
motion interrupted by random jumps. The process’ motion is characterised by two:

• The flow F ;

• The transition measure Q, which determines the new location of the process at the
jump time.

The process follows the (deterministic) flow F (x, t) until the first jump time τ1. Then, the
new location of the jump is chosen according to the transition measure Q(F (x, τ1), ·), and the
process restarts from this new point. This fully describes a piecewise continuous trajectory.
In 2006 [69] investigated the relation between PDP and marked point process.

Since their introduction, PDP have been largely studied in the literature, both from a
theoretical and an applied point of view. Numerous problems in various fields involve PDP,
such as biological population models, reliability, mathematical finance [30, 18] and object
tracking problems [75, 95, 64]. The latter is the one we will focus on in the following sections.

3



Chapter 2 – Background on Piecewise Deterministic Processes

2.1 Basic Definitions
In this section we will give the definition of Markov Process 2.1.1, Markov chain 2.1.2 and
Piecewise deterministic process 2.2.

2.1.1 Markov Processes
For defining Markov Processes, we will use the definitions from [69]. Let (Ft)t≥0 be a filtration
and let X = (Xt)t≥0 be a measurable and adapted process defined on (Ω,F ,Ft,P), where:

• Ω is a set;

• F is a σ-algebra on Ω;

• P is a probability measure, i.e. P satisfies P(Ω) = 1.

Let X takes values in the state space (G,G).

Definition 2.1.1. The process X is a Markov process with respect to the filtration (Ft)t≥0
if for every s ≤ t there exists a Markov Kernel pst(·, ·) on G such that

P (Xt ∈ C|Fs) = pst(Xs, C) (C ∈ G)

X is a time-homogeneous process if, in addition, one may choose the Markov kernel depending
on (t− s) only. A time-homogeneous Markov process is also called a Markov process with
stationary transition probabilities.

We call the Markov kernel pst the transition probability from s to t. pst( ·) is not uniquely
determined by 2.1.1 for all x ∈ G, however, since G is countably generated it holds that
if pst and p′

st are both transition probabilities, then P (Xs ∈ Cst) = 1, where Cst = {x ∈
G|pst(x, ·) = p′

st(x, ·)}

2.1.2 Markov chains
For the definitions in this section, we will refer to [77].

Definition 2.1.2. A Markov chain is a discrete-time stochastic process X = (Xn)n≥0 such
that each random variable Xn takes values in a with values in a finite or countable set S (the
state space) such that

P (Xn+1 = j|Xn = i,Xn−1 = in−1, . . . , X0 = i0)=
↑

Markov property

P (Xn+1 = j|Xn = i)

for every n ≥ 0 and j, i, in−1, . . . , i0 ∈ S.

Moreover if we have that
P (Xn+1 = j|Xn = i) = pij

does not depend on n, we call the Markov chain time-homogeneous.

4



Chapter 2 – Background on Piecewise Deterministic Processes

The transition matrix of the chain is the matrix P = (pij)i,j∈S. It satisfies the following
properties:

0 ≤ pij ≤ 1 ∀i, j ∈ S and
∑
j∈S

pij =
∑
j∈S

P (Xn+1 = j|Xn = i) = 1 ∀i ∈ S

The transition graph of the chain is the oriented graph where vertices are states and an arrow
from i to j exists if and only if pij > 0, taking value pij when it exists.

The distribution of the Markov chain at time n ≥ 0 is given by

π
(n)
i = P (Xn = i) i ∈ S

and its initial distribution is given by

π
(0)
i = P (X0 = i) i ∈ S

For every n ≥ 0, we have ∑i∈S π
(n)
i = 1.

Markov Chains on General State Spaces

We just defined Markov chains on a finite or countable set. We now generalise the notion to
general state spaces, following the definitions from [92]. Let X be a general state space and
F a σ-algebra with measurable subsets. The transition probabilities {P (x,A)}x∈X ,A∈F are
subject to the following assumptions:

• for each x ∈ X , P (x, ·) is a probability measure on (X ,F);

• for each A ∈ F , P (x,A) is a measurable function of x ∈ X .

Moreover ν is an initial distribution (any probability distribution on (X ,F)). Then the
transition probabilities and the initial distribution define a Markov Chain X0, X1, X2, . . .
such that

P (X0 ∈ A0, X1 ∈ A1, . . . , Xn ∈ An) =
∫

x0∈A0
ν(dx0)

∫
x1∈A1

P (x0, dx1) . . .

· · ·
∫

xn−1∈An−1
P (xn−1, dxn)

A stationary distribution for a Markov chain on general state space is a probability measure
π(·) on (X ,F) such that π(A) =

∫
X π(dx)P (x,A) for all A ∈ F . Markov chains on general

state spaces may or may not have stationary distributions [92].

2.2 Piecewise Deterministic Processes
The following notation and definition are taken from [101].
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Chapter 2 – Background on Piecewise Deterministic Processes

2.2.1 Notation
We will assume that, with respect to the appropriate measure dx, the distributions admit a
density. We will use the same symbol to refer to a measure and its associated probability
density, then π(x)dx = π(dx). The Dirac measure centered at x is indicated with δx(·).
For a Markov kernel K(x, dy) acting from E1 to E2 and a probability measure µ(dx) on
E1, we will write the integral operation as µK(·) =

∫
E1
K(x, ·)µ(dx). The expression

πn(xk) =
∫
πn(x1:n)dx1:k−1dxk+1:n describes the marginal of a joint density.

2.2.2 Model specification
Let’s consider a Markov chain (τj, θj)j∈N, composed by pairs of non-decreasing times τj ∈ R+

and parameters θj ∈ Ξ. The transition kernel is

p(d(τj, θj)|τj−1, θj−1) = f(dτj|τj−1)q(dθj|θj−1, τj−1, τj)

Consider the random continuous-time counting process (νt)t≥0

(νt)t≥0 : νt =
∞∑

j=1
11[0,t](τj) = max{j : τj ≤ t}

and the signal process (ξt)t≥0 taking values in Ξ

ξt = F (t, τνt , θνt)

with τ0 = 0, θ0 = ξ0 and initial distribution ξ0 ∼ q0(ξ0). Consider also the function
F : R+ × R+ × Ξ→ Ξ is deterministic with the condition F (τj, τj, θj) = θj.

Starting from ξ0 a realization of the process (ξt)t≥0 evolves deterministically according
to F until the first jump time, which occurs at τ1. At this time the process “jumps” to the
value θ1. The signal process evolves deterministically from the new value θ1 until τ2, at which
it takes the value θ2, and again for the next jumps.

We are interested in the number of jumps that occur in a finite time interval. If we consider
the interval [0, tn] the number of jumps in that time-frame is kn = νtn . We can write the joint
probability distribution of the number of jumps and their locations as:

pn(kn, dτ1:kn) = S(tn, τkn)
kn∏

j=1
f(dτj|τj−1)

where S is the survivor function1 associated with the transition kernel f(dτj|τj−1):

S(t, τ) = 1−
∫ t

τ
f(ds|τ)

The joint probability p has support in ⋃∞
k=0{k} × Tn,k, where Rk ⊃ Tn,k = {τ1:k : 0 < τ1 <

τ2 < · · · < τk ≤ tn}.
1The probability of no jumps in the interval (tn, τkn

)
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Chapter 2 – Background on Piecewise Deterministic Processes

We also have the random variables Yn, from which the observation of the signal process in
the nth window (tn−1, tn] are sampled. The observations in Yn are conditionally independent
of the past, given the signal in (tn−1, tn].

Given a function F (deterministic with the conditions described above), the process (ξt)t∈[0,tn]
is uniquely identified by its skeleton (kn, τ1:kn , θ1:kn). For each n, we can define a collection of
random variables X(kn, ξn,0, θn,1:kn , τn,1:kn) with values in

En =
∞⋃

k=0
{k} × Ξk−1 × Tn,k

Then we have that En ⊂ En+1.

In the following chapters, we will be interested in approximating the posterior distribution of
(ξt)t∈[0,tn] given the observation process y1:n. Since the the signal process is a deterministic
function of the jump times and parameters, in order to find the posterior distribution of
(ξt)t∈[0,tn] given y1:n, it suffices to find the posterior distribution of Xn, denoted as πn(xn),
which has the form

πn(xn) ∝ pn(kn, τn,1:kn)q0(ξn,0)
kn∏

j=1
q(θn,j|θn,j−1, τn,j, τn,j−1)

n∏
p=1

g(yp|ξn,tp−1,tp)

where g is the likelihood function. In the subsequent chapters, we will describe how to
approximate this distribution using Monte Carlo methods.

2.2.3 Example
In this section, we will consider the planar motion of a vehicle following piecewise constant
acceleration dynamics.

The parameter θ has two components x and y, corresponding to the two coordinates of the
plane. Each component contains three values, position s, velocity v, and acceleration a. In
this setting Ξ takes values in R6. We have that

θj =
[
θx

j

θy
j

]
, θx

j =

s
x
j

vx
j

ax
j

 , θy
j =

s
y
j

vy
j

ay
j


and that

F (t, τνt , θνt) =
[
F x(t, τνt , θνt)
F y(t, τνt , θνt)

]
where

F x(t, τνt , θνt) =

1 (t− τνt) 1
2(t− τνt)2

0 1 (t− τνt)
0 0 1


s

x
νt

vx
νt

ax
νt
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Chapter 2 – Background on Piecewise Deterministic Processes

and F y behaves equivalently.

The inter arrival times follow some given distribution f(dτj|τj−1), while the transition kernel
q(dθj|θj−1, τj−1, τj) which governs the random jump of the acceleration components at the
random time τj has the form

q(dθx
j |θj−1, τj−1, τj) = δsx,−

j
(dsx

j )δvx,−
j

(dvx
j )q(dax

j )

sx,−
j = sx

j−1 + vx
j−1(τj − τj−1) +

ax
j−1

2 (τj − τj−1)2

vx,−
j = vx

j−1 + ax
j−1(τj − τj−1)

At time t = 0 the vehicle has position, velocity and acceleration equal to a given ξ0.

This model could be suitable for tracking highly maneuvering targets as in [9].

2.2.4 Object Tracking
The aim of tracking is to estimate a target’s kinematic state (position, velocity, acceleration,
...) over time from a sequence of noisy or incomplete measurements. The target’s state is
a continuous process and usually presents a specific underlying structure. Nonetheless, a
discrete-time Markov process is used in various tracking systems to represent target dynamics,
and its state sampling rate is determined by the frequency at which measurements arrive
[61]. By discretising the state at observation time, we create a relatively simple setting in
which Kalman filtering [1] or particle filtering [15, 53] and smoothing methods may be used.
In real datasets, however, target trajectories are characterised by long periods of smoothness
with only a few sharp changes. For instance, aircraft and marine vehicles mostly transit in a
straight line with occasional turns to intercept new headings. The same principle applies
in many other situations involving unpredictably moving objects. This means that if the
state sampling rate is adjusted to the nature of the data we could, theoretically, obtain a
much more accurate representation of target trajectories. This would mean allocating more
particles in regions with sharp changes in trajectory and fewer in smoother regions [78].

[61, 64, 101] introduced models that consider the kinematic state as a continuous, determinis-
tic process dependent on dynamics parameters and an underlying sequence of changepoint
times. It can be thought of as a realised marked point process (MPP), and the resulting state
trajectory as a PDP [69]. Through variable rate particle filters, this sequence of changepoints
can be numerically estimated, yielding an approximation of the posterior distribution of the
current state. In tracking problems, the start and end of target manoeuvres are represented
by these changepoints, each of which is controlled by a parameter vector [12].

[61] provides an overview of the most relevant work in modelling and estimating continuous-
time jump models for application in tracking scenarios.
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Chapter 3

Introduction to Particle Filtering

When solving real-world problems, we are often asked to estimate an unknown quantity
given certain observations of it. If we have prior knowledge about the phenomenon we want
to approximate, we can make inferences about it using a Bayesian model, based on the
well-known formula

p(x|y)︸ ︷︷ ︸
posterior distribution of x given y

∝ p(y|x)︸ ︷︷ ︸
likelihood

· p(y)︸ ︷︷ ︸
prior on y

(3.1)

for some hidden process x and its observation y.

In many cases, the observations in y are collected sequentially. Therefore, we need to
update the posterior distribution as more data becomes available (online inference). This
type of algorithm is prevalent in the field of inference on parameters and states of state-space
models (SSM). An example could be tracking an aircraft given some radar measurements, as
in [9].

In a few cases, it is possible to derive an exact analytical expression to compute the sequence
of posterior distributions. For instance, when the SSM that models the data is Gaussian and
linear, we can use the recursion given by the well-known Kalman filter. If, on the other hand,
the data belong to a partially observed, finite-state Markov chain model, it is possible to find
a solution using the hidden Markov model (HHM) filter. While these two filters are the most
widespread, there are configurations which admit other finite-dimensional filters ([99, 100]).
However, most real-world application use complex data which cannot be solved in closed
form since they could be non-linear, high-dimensional or non-Gaussian.

Particle Filters (PFs), also called Sequential Monte Carlo (SMC) methods, were intro-
duced in 1993 by [86] as a new algorithm applicable in general settings. They are a general
class of Monte Carlo methods that sample sequentially from a sequence of probability density
functions (pdfs). PFs have a lot of advantages: they are parallelisable, flexible and easy to
implement. Unlike some other algorithms, such as the extended Kalman filter [98, 51], PFs do
not make use of linearisation techniques or functional approximation. Nevertheless, PF are
computationally expensive. Fortunately, given the increasing availability of computational

9



Chapter 3 – Introduction to Particle Filtering

power, they can be successfully employed in various fields, such as computer vision [94, 87],
robotics [96], economics and mathematical finance [98, 31, 26], computational physics and
bioinformatics [66].

Particle filters can be viewed in statistics and probability as mean-field particle interpretations
of Feynman-Kac probability measures. Molecular chemistry and computational physics gave
origin to particle integration techniques [91, 67]. Path particle integration techniques of the
Feynman-Kac type are also employed in Quantum Monte Carlo, notably Diffusion Monte
Carlo methods [47, 5, 13], in computational physics. Furthermore, Feynman-Kac interacting
particle techniques are linked to mutation-selection genetic algorithms, which are utilised in
evolutionary computing to tackle complicated optimisation problems.

Given their increasing popularity, since their introduction PFs have been largely addressed
by the literature, both from a theoretical and applied point of view. A lot of tutorials have
been published on the subject, such as [83, 15, 55, 54]. The more recent paper [53], provides
a simple and unified framework including all the basic and advanced SMC methods.

The study of particle filter convergence began in 1996 [35, 36] and culminated in 2000
with the publication of the book [46] and a series of articles [27, 42, 43, 41, 84, 49, 44]. The
more recent books [38, 37] also address this topic.

In the following section, we present a general probabilistic model and its Bayesian inference
objectives, as well as a basic form of the PF algorithm.

3.1 The Filtering Problem
We now introduce the problem of estimating the posterior distribution of a hidden process,
i.e. a general version of the piecewise deterministic model described in section 2.2.2.

Let’s consider a Markov process (xt)t∈N with xt ∈ X , initial distribution µ(x1) and transition
probability p(xt|xt−1). The process x is hidden, but we have some observations of it (yt)t∈N and
yt ∈ Y . We assume the observations to be conditionally independent, given the hidden process.

We write x1:t and y1:t to indicate the signal process and its observation up to time t. Our
goal is to estimate recursively the posterior distribution p(x1:t|y1:t). In order to do that, we
use Bayes formula for conditional probabilities (as in (3.1))

p(x1, x2, . . . , xt|y1, y2, . . . , yt) = p(y1, y2, . . . , yt|x1, x2, . . . , xt)p(x1, x2, . . . , xt)
p(y1, y2, . . . , yt)

10
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where

p(y1, y2, . . . , yt) =
∫
p(y1, y2, . . . , yt|x1, x2, . . . , xt)p(x1, x2, . . . , xt)dx1d2 . . . dxt

p(y1, y2, . . . , yt|x1, x2, . . . , xt) =
t∏

i=1
p(yi|xi)

p(x1, x2, . . . , xt) = p1(x1)
t∏

i=1
p(xi|xi−1)

Particle filters provide us with an approximation of this probability density. As the number
of particles we employ in the algorithm grows, the result becomes more accurate [35, 36, 37,
42, 43]. The nonlinear filtering problem consists of computing sequentially the distributions
given by the nonlinear filtering equation

p(xt|y1, y2, . . . , yt−1) −→ p(xt|y1, y2, . . . , yt) = p(yt|xt)p(xt|y1, y2, . . . , yt−1)
p(yt|x′

t)p(x′
t|y1, y2, . . . , yt)dx′

t

(update)

−→ p(xt+1|y1, y2, . . . , yt) =
∫
p(xt+1|xt)p(xt|y1, y2, . . . , yt)dxt (prediction)

where p(x1|y1, y2, . . . , yt−1) = p(x1) for t = 1.

In Appendix A we provide a Feynman-Kac formulation of the filtering problem.

3.2 The PF Algorithm
We now describe the Particle Filter algorithm that we will use to achieve the goal we set
in the previous section, namely the recursive approximation of the sequence of densities
πt(xt|θ) = p(xt|y1:t, θ) (where θ is a fixed parameter).

First, we define a fixed number Nx of independent random variables (xn
1 )1≤n≤Nx , with

common prior distribution µθ(x1). The algorithm consists mainly of three steps, a selection,
an update and a weighting step:

• Selection: Nx conditionally independent random variables are sampled from the previous
iteration (this step is skipped in the first iteration of the algorithm)

• Update: we update each of the selected particles according to a transition probability

xn
t−1 −→ xn

t ∼ qt,θ(·|xn
t−1)

for n ∈ Nx

• Weighting: we assign a weight to each particle (which will be used in the selection step
of the following iteration)

We now provide a pseudo-code version of the PF algorithm just described (Algorithm 1).
The algorithm we propose is from [21], however other schemes also exists [16, 72, 81].

11
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Algorithm 1 Particle Filter
Step 1: at iteration t = 1:

1: sample x1 from p1,θ(x1)
2: Compute and normalise the weights:

w1,θ(xn
1 ) = µθ(xn

1 )gθ(y1|xn
1 )

q1,θ(xn
1 )

, W n
1,θ = w1,θ(xn

1 )∑Nx
i=1 w1,θ(xi

1)

Step 2: for t = 2 : T :
1: sample the index an

t−1 ∼M(W 1:Nx
t−1,θ) of the ancestor particle n

2: sample xn
t from qt,θ(·|x

an
t−1

t−1 )
3: Compute and normalise the weights:

wt,θ(x
an

t−1
t−1 , x

n
t ) = pθ(xn

t |x
an

t−1
t )gθ(yt|xn

t )
qt,θ(xn

t |x
an

t−1
t−1 )

, W n
t,θ = wt,θ(x

an
t−1

t−1 , x
n
t )∑Nx

i=1 wt,θ(x
ai

t−1
t−1 , x

i
t)

M(W 1:Nx
t−1,θ) stands for the multinomial distribution which assigns probabilityW 1:Nx

t−1,θ to outcome
n ∈ Nx and (qt,θ)t∈ T stands for a sequence of conditional proposal distributions depending
on θ. q is often chosen equal to the prior q1,θ(x1) = µθ(x1) and qt,θ(xt|xt−1) = µθ(xt|xt−1) for
t ≥ 2. For this choice, the weights have the form wt,θ(x

an
t−1

t−1 , x
n
t ) = gθ(yt|xn

t ), where gθ is the
likelihood function.

The one we just presented is the basic form of a Particle Filter algorithm. In Chapter
4 we will present some algorithms for the approximation of the posterior distribution of a
PDP given its observations.

3.3 SMC for Filtering and Smoothing
Consider again the following Markov model [100]:

xt+1 ∼ p(xt+1|xt) transition density
yt+1 ∼ g(yt+1|xt+1) observation density

where {xt} are the (hidden) states of the system and {yt} its observation over a given time
interval t ∈ {1, 2, . . . , T}. Note that p(·|·) and g(·|·) may be non-Gaussian and involve
non-linearity.

As we have already anticipated in the previous section, the problem we will deal with
is the estimation of the filtering distribution, i.e. the posterior p(xt|y1:t).

On the other hand, in the smoothing problem, all sample observations are used, there-
fore also those from the future. Hence, the objective will be to approximate p(xt|y1:T ).
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Smoothing can be performed recursively backwards in time using the smoothing formula [63]

p(xt|y1:T ) =
∫
p(xt+1|y1:T )p(xt|y1:t)p(xt+1|xt)

p(xt+1|y1:t)
dxt+1

Smoothing features are less well established than particle filtering, which is now a very
well-known theory and practice. In order to approximate the individual marginal smoothing
densities, existing methods for smoothing with particle filters have either used the two-filter
formula [71] or the two-filter method [51, 71]. Since analyses of historical states typically
focus on trajectories and therefore call for the analysis of collections of states together, these
marginal distributions are of little interest in many applications. [62] provides a sequential
procedure for Maximum a Posteriori (MAP) sequence estimation based on the Viterbi algo-
rithm and dynamic programming if a single “best” estimate for the smoothed trajectory is
required. In the Bayesian inference context, a single best estimate is uncommonly appropriate,
particularly when distributions are multimodal, therefore, in this case, we aim for random
state sequence generation.

By allowing the random creation of whole historical trajectories derived from the joint
smoothing density p(x1:t|y1:t), the new methods complete particle filtering methodology. First,
a particle-based approximation of the filtering density at each time step is created and stored
using a forward filtering pass. The next step is to perform a backwards “simulation smoothing”
pass in order to produce sampled realisations from the smoothing density.

We can make a parallelism with a technique used in linear Gaussian models and hidden Markov
models, in particular, the nonlinear/non-Gaussian equivalent of forward filtering/backwards
sampling methods [17, 57, 34].

There is a notable difference between the suggested method and the MAP estimation
discussed in [62]. The latter only uses the forward particle filter to create a grid of potential
state values at each time point and employs the Viterbi algorithm to determine the most
likely state trajectory across that grid of state values.

In this thesis, we will not address the smoothing problem but only the filtering problem. For
further reading see [73, 40, 10, 56, 65, 50].

3.4 Particle Markov Chain Monte Carlo

3.4.1 Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) methods, as says the name, combine the properties of
Markov chains and Monte Carlo methods:

• Monte Carlo consists in estimating the properties of a distribution by analysing random
samples from that very same distribution.

• The Markov chain side of this method refers to the concept an underlying sequential
process is involved in the sampling, and each random sample is used as a waypoint for
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generating the next one. Each new sample depends just on the one before it (Markov
property).

MCMC is of great use in Bayesian inference as the latter focuses on posterior distributions,
which are often difficult to work with via analytic examination. These algorithms target the
distribution pθ(x1:T |y1:T ) (or p(x1:T , θ|y1:T )).

One of the most popular MCMC algorithm is the Metropolis Hastings (2).

Algorithm 2 Metropolis Hastings
1: sample X ′

1:T ∼ qθ(x1:T |y1:T )
2: given a current state sn = X1:T we compute the acceptance probability:

pa = min(1, pθ(X ′
1:T |y1:t)qθ(X1:T |y1:t)

pθ(X1:T |y1:t)qθ(X ′
1:T |y1:t)

)

3: set sn+1 = X ′
1:T with probability pa, and sn+1 = X1:T = sn with probability 1− pa

where qθ(x1:t|y1:t) is a given proposal density.

If we are targeting p(x1:T , θ|y1:T ), it is common to sample alternatively from p(x1:T |θ, y1:T ) =
pθ(x1:T |y1:T ) and p(θ|x1:T , y1:T ). However, sampling exactly from pθ(x1:T |y1:T ) is feasible only
if the model is linear Gaussian or if it is a finite state space hidden Markov model ([17, 58]).
Otherwise, we require the design of the proposal densities making this type of algorithm
often impossible to implement.

3.4.2 Particle MCMC
The idea behind Particle MCMC Particle Markov Chain Monte Carlo (PMCMC) methods,
introduced by [2, 3], consists of approximating the standard MCMC algorithms by taking
the proposal distribution to be the output of an SMC algorithm using Nx ≥ 1 particles and
targeting pθ(x1:t|y1:t), for instance in a MH update [29].

PMCMC are “exact approximations” of the standard MCMC algorithms targeting either
pθ(x1:T |y1:T ) or p(x1:T , θ|y1:T ), i.e. “for any fixed number Nx ≥ 1 of particles their transition
kernels leave the target density of interest invariant”[3]. Moreover, they can be seen as
standard MCMC updates that, under mild standard assumptions (see [3] for more details),
lead to convergence.

The two most popular PMCMC algorithms are Particle Gibbs sampler (PGS) [29, 28]
and Particle Independent Metropolis Hastings (PIMH) [22, 45].

In Appendix B.1.1 we provide a pseudo code for the PIMH algorithm. This is the same
as the standard MH algorithm described in Algorithm 2, but, instead of sampling from a
probability distribution qθ(x1:T |y1:T ), we use an SMC algorithm targeting the actual posterior
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distribution p(x1:T |y1:T ).

If we want to sample from p(θ, x1:T |y1:T ) instead, we have to use another version of Metropolis-
Hastings, namely the Particle Marginal Metropolis Hastings (PMMH) [3] (see Appendix
B.1.2). We already know that

p(θ, x1:T |y1:T ) ∝ p(θ|y1:T )p(x1:T |y1:T )

This version of the algorithm, also used in [7, 4], uses as MH update

q(θ′, x′
1:T |θ, x1:T ) = q(θ′|θ)pθ′(x′

1:T |y1:T ) (3.2)

where pθ′(x′
1:T |y1:T ) is “adapted” to θ and it can be substituted by an SMC approximation of

it. From (3.2) followed that the acceptance probability is computed as

p(θ′, x′
1:T |y1:T )q(θ, x1:T |θ′, x′

1:T )
p(θ, x1:T |y1:T )q(θ′, x′

1:T |θ, x1:T ) = pθ′(y1:T )p(θ′)q(θ|θ′)
pθ(y1:T )p(θ)q(θ′|θ)

For more details see [3]

PGS is a different algorithm used to sample from the posterior density p(θ, x1:T |y1:T ). The
difference from the previous algorithms is that in the step using an SMC algorithm, we must
instead use a conditional SMC update. This type of update is similar to that produced by
its standard counterpart, except that one of the trajectories is fixed at the beginning. This
means that this trajectory will “survive” and be present among the final trajectories given by
the output of the algorithm. In Appendix B.1.3 is given a general version of the conditional
SMC. Figure 3.1 shows an example of ancestral lineages generated by a conditional SMC
algorithm.

Now we can present a pseudo-code for the PGS (3).

Algorithm 3 Particle Gibbs sampler
1: Initialization: set n = 0 and θ(0), X1:T and B1:T (0) arbitrarily.
2: for n ≥ 0:

• sample θi ∼ p(·|y1:T , X1:T (n− 1))
• run a conditional SMC algorithm targeting p(x1:T |y1:T ) conditional on X1:T (n− 1)
• sample X1:T ∼ p̂θ(i)(·|y1:T )

In section 5.1 we will introduce three versions of this class of methods, namely the Poisson
Tree Metropolis Hastings, the Poisson Tree Gibbs sampler [14] and the Particle Filter with
Mixture Kernels Gibbs sampler.
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Figure 3.1: Example of ancestral line generated using a conditional SMC algorithm with 5
particles and 4 time steps.

3.5 Diversification of the Particles
Resampling means producing several copies of the same particle, and is a practice used in
SMC algorithms to decrease variance in importance weights (Figure 4.1). In the context
of PDPs, we may incur the case where no jump occurs between two or more consecutive
observations. Thus, if we sample from the prior distribution of the model under consideration,
it is possible that no diversification in particles occurs for multiple iterations, which could
result in the propagation of errors and instability of the algorithm [101].

The problem of diversification and repeated calculations was faced in [61], which, how-
ever, does not consider the situation in which new particles are proposed without taking into
account new observations. Other authors [20] suggest the use of MCMC diversification moves
[59] are crucial for the correct and efficient functioning of the SMC algorithm. In chapter 4
we will present an algorithm from [101] that makes use of an adjustment move to tackle this
problem.
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Chapter 4

Particle Filters: Methods and Models

In this chapter we will present, analyse and compare two existent PF algorithm, namely the
PF with mixture kernels [101] and the Poisson Tree Particle Filter [14].

4.1 PDP Particle Filter Mixture Kernels
In [39] a general framework for SMC samplers is presented. Let’s consider the model pre-
sented in Section 2.2.2 from [101]. We wish to approximate the sequence of probability
measure (πn)n∈N, which is defined on the sequence of spaces (∏n

p=1 Ep)n∈N (where (En)n∈N
is a collection of spaces). Note that the space sequence has the target at time index n as a
marginal distribution at that time index.

We wish to approximate the target distribution by the sequence (π̃n)n∈N, which has the form

π̃n(x1:n) = πn(xn)
n−1∏
p=1

Lp(xp+1, xp)

where Ln is a “backward” kernel acting from En+1 into En. This structure leads to the
incremental weights

wn(xn−1, xn) ∝ πn(xn)βn−1,m(xn)Ln−1(xn, xn−1)
πn−1(xn−1)αn,m(xn−1)Kn(xn−1, xn) (4.1)

where Kn is the Markov kernel extending π̃n−1 to π̃n. At time n the importance weights
depend only on xn and xn−1, and not on the history of the process.

4.1.1 Model
The model we will refer to in the following sections is the one described in section 2.2.2 and
2.2.3.

17



Chapter 4 – Particle Filters: Methods and Models

4.1.2 Construction of the Algorithm
The objective, as already mentioned, is to approximate the distribution of the hidden process
given its observations. Recall that {(kn, τkn , θkn)(i),w(i)

n }N
i=1 is the set of N particles generated

by us, which are used to approximate the signal process in the following way

pN(dξtn|y1:n) =
N∑

i=1
w(i)

n δ
ξ

(i)
tn

(dξtn), δ
ξ

(i)
tn

= F (tn, τ (i)
k

(i)
n

, θ
(i)
k

(i)
n

)

In order to build this approximation we need to compute the weights as specified in formula
(4.1). To do that, we have to define two fundamental elements:

• The “forward” (proposal) kernels Kn;

• The “backward” kernels Ln.
It is also possible to use kernels which are mixtures, i.e. formed by many components. In the
proposed algorithm, we will use a mixture kernel in which each component applies a different
increment to the parameter kn. The proposal kernel will have the general form

Kn(xn−1, xn) =
M∑

m=1
αn,m(xn−1)Kn,m(xn−1, xn) ∀xn,

M∑
m=1

αn,m = 1 (4.2)

which means it is a function of the current state. Note that M represents the total number
of components in the kernel.

When we apply a proposal kernel in this form, there exists an optimal1 backward kernel
(provided by [39]), which leads to the following incremental weights

wn(xn−1, xn) ∝ πn(xn)∫
En−1

πn−1(xn−1)[
∑M

m=1 αn,m(xn−1Kn,m(xn−1, xn))]dxn−1
(4.3)

However, often the denominator in equation (4.3) is intractable. In this cases we have to use
an approximation of the optimal backward kernel, which takes the form

Ln−1(xn, xn−1) =
M∑

m=1
βn−1,m(xn)Ln−1,m(xn, xn−1)

If we employ kernels in this form, the incremental importance weights will be given by

wn(xn−1, xn,m) ∝ π̃n(x1:n)
π̃n−1(x1:n−1)Kxn−1,xn

= πn(xn)Ln−1,m(xn, xn−1)
πn−1(xn−1)Kn,m(xn−1, xn) (4.4)

The choice of kernels is crucial for the correct functioning of the algorithm. We will now give
an overview of the possible kernel choices and the type of incremental weights they lead to,
together with a pseudo-code version of the PF with mixture kernels algorithm from [101].
In the next section, we will give the precise form of the kernels dependent on the model
assumptions.

We will consider two different types of moves: the birth move and the adjustment move.
1Optimal in this case means that, by performing resampling at every step, the variance of the importance

weights is minimized.
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• Birth move: We call the kernel associated with this move Kn,b. This move consists in
adding one or more jump times and associated parameters. In the simple case (single
birth move) the dimensionality is increased by 1, kn = kn−1 + 1 and a new jump τn,kn

and parameter θn,kn are sampled respectively from the distributions hn(·|τn−1,kn−1) (on
(τn−1,kn−1 , tn]) and n(·|xn\θkn). The birth kernel will have the form

Kn,b(xn−1, dxn) = δkn−1+1(kn)δτn−1,1:kn−1(dτn,1:kn−1)
× δθn−1,1:kn−1(dθn,1:kn−1)hn(dτn,kn|τn−1,kn−1)ηn(dθn,kn|xn\θn,kn)

• Adjustment move: We call the kernel associated with this move Kn,a. This move
preserves the number of jumps, but changes the location of the most recent jump by
sampling another one in the interval (τn−1,kn−1−1, tn] from the distribution hn(·|xn−1).
The adjustment move does not change the parameter associated with the jump. This
move leads to a kernel in the form

Kn,a = δkn−1(kn)δτn−1,1:kn−1−1(dτn,1:kn−1)× δθn−1,1:kn−1(dθn,1:kn)hn(dτn,kn|xn−1)

In Algorithm4 we present a version of the PF algorithm for PDPs.

Algorithm 4 PDP Particle Filter with mixture kernels
1: n=1
2: for i = 1 to N do
3: X

(i)
1 ∼ η(·)

4: w
(i)
1 ∝

π1(X(i)
1 )

η(X(i)
1 ))

5: end for
6: n← n+ 1
7: for i = 1 to N do
8: X(i)

n ∼ Kn(X(i)
n−1, ·)

9: w(i)
n ∝ w

(i)
n−1

πn(X(i)
n )Ln−1(X(i)

n ,X
(i)
n−1)

πn−1(X(i)
n−1)Kn(X(i)

n−1,X
(i)
n )

10: end for
11: Resampling can be conducted at this stage.
12: Optionally, move each X(i) according to a πn-invariant Markov kernel.
13: Go to 6
Figure 4.2 shows how a potential output of 4 looks like.

In order to avoid the problem described in section 3.5, we usually resample when the
effective sample size (ESS), defined as [74]

ESS =

(∑N
i=1 wi

)2

∑N
i=1 (wi)2 (4.5)

falls below a given threshold, usually set to be half of the total number of particles. From the
definition of ESS, this means that we resample whenever a few particles take on a very high
weight relative to the rest, leading to a degenerate model. Since the weights are normalised
at each step (so they sum to 1), the numerator in (4.5) is equal to 1. Each time resampling
is performed, all particles are assigned an equal weight (see resampling scheme Figure 4.1).
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Figure 4.1: Resampling scheme.

4.1.3 Specifics of the Model
We will apply the algorithm just described to the model presented in section 2.2.3. In
particular, this model will be used in the context of object tracking. To do this, we will apply
a forward mixture kernel consisting of two elements.

• A birth move: this move adds a single jump uniformly in the interval (τn,kn−1, tn]. The
forward kernel has the form

Kn,1(xn−1, dxn) = δkn−1+1(kn−1)δτn−1,1:kn−1
(dτn,1:kn−1)× dτn,kn

tn − τn,kn−1
11(τn,kn−1,tn](τn,kn)

while the correspondent backward kernel is

Ln−1,1(xn, dxn−1) = δkn−1(kn−1)δτn,1:kn−1(dτn−1,1:kn−1)

• An adjustment move: this move applies a Gaussian random walk kernel to the last
jump time. The kernel is restricted to (τn,kn−1, tn] and we can write it as

Kn,2(xn−1, dxn) ∝ 11(τn−1,kn−1−1,tn](τn,kn)N (τn−1,kn−1 , σ
2
adjust)dτn,kn

×δkn−1(kn)δτn−1,1:kn−1−1(dτn,1:kn−1)
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Figure 4.2: Distribution of particles around a trajectory using a PF with mixture kernels.

In this case the backward kernel is given by a Gaussian kernel of the same variance,
restricted to (τn−1,kn−1−1, tn−1]

Ln−1,2(xn, dxn− 1) ∝ 11(τn−1,kn−1−1,tn](τn−1,kn−1)N (τn,kn , σ
2
adjust)dτn−1,kn−1

×δkn(kn−1)δτn,1:kn−1(dτn−1,1:kn−1−1)

Moreover, we resample every time the ESS falls under 50%.

Choice of the Kernel

At each step, it is determined which of the two moves to use. To do this, we will use a
distribution of Bernoulli whose parameter is the survivor function S(·, ·) (which we defined in
section 2.2.2) in the interval (τn,kn−1, tn]. In case of outcome 1, an adjustment move will be
made, or otherwise, a birth move. This is equivalent in choosing αn,a(xn−1) (from expression
(4.2)) equal to

αn,a(xn−1)
0 if tn − τn−1,kn−1−1 > tmax

S(tn, τn−1,kn−1) o/w

4.2 Poisson Tree Particle Filter
In this section we will discuss another approach to particle filtering for PDPs, namely the
Poisson Tree Particle Filter (PTPF) [14].
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As in the model in [89], the PTPF produces a branching process. What is new in this
case is the introduction of a Poisson resampling scheme. Unlike the standard PF model
presented in Algorithm 1, in which the “children” chose the parent particle from which to
generate themselves, in this model, each particle gives rise to a random number of children.
This characteristic allows us to easily generate an SMC algorithm for continuous time models.
Furthermore, this algorithm can be used in the construction of a Gibbs particle sampler (as
in [80]), which we will describe in chapter 5, and prove to be uniformly ergodic under the
standard assumptions [79].

4.2.1 Model
The underlying model for the construction of PTPF is the same as that described in sections
2.2.2 and 2.2.3, with one slight modification.

The trajectory of the signal process (ξt)t≥0, which we previously defined, in the interval
between two jumps [τkn , τkn+1 [ can be identified by its initial location as well as by its end
location. While for the construction of the PF with mixture kernels we used the former
method, in this case, we will use the latter. Moreover, we will refer to the model’s propagation
kernel as K.

4.2.2 Construction of the Algorithm
We will now introduce the main elements for the construction of the PTPF from [14].

The random structure A = (V , E ,X,T, S) originates from PTPF, in particular:

• (V , E) is a directed graph. If (i, j) ∈ E , where i, j ∈ V we use the notations i → j,
i = pa(j) and j ∈ ch(i);

• X = {Xi : i ∈ V} is a collection of random variables taking values in X ;

• T = {Ti : i ∈ V} is a collection of random variables taking values ranging in [tmin,∞[;

• S ∈ V is a (random) node in the graph that identifies a selected path.

Additionally, we take into account two collections of random variables:

• The intensity parameter Λ = {Λi : i ∈ V};

• The weights W = {Wi : i ∈ V}.

Both being functions of A and of the fixed observation Υ = y. Furthermore, we will employ
a "propagation" transition kernel R(Xi, Ti, ·, ·), such that the model’s kernel K is absolutely
continuous with respect to R.

Let i identify the particle born at time Tpa(i) (pa(i) → i). We assign to this particle a
jump time Ti, until which i evolves deterministically. The location right before the jump
occurring at Ti, also called the end location, is denoted by Xi = ξ(Ti−). If Ti ≥ tmax we i is

22



Chapter 4 – Particle Filters: Methods and Models

called a terminal node and i ∈ Vend. To each particle i we assign an intensity parameter Λi,
which carries information on the “history” of the particle. The way we compute it is described
in section 4.2.3. Moreover, particle i is also assigned a weight Wi = dK

dR
l(Xi, Ti, Xj, Tj),

where dK
dR

(x, t, x′, t′) = K(x,t,dx′,dt′)
R(x,t,dx′,dt′) is the Radon-Nikodym derivative (note that we choose the

propagation kernel R such that the model kernel K is absolutely continuous with respect
to it), while l(Xi, Ti, Xj, Tj) is the likelihood in the interval [Tpa(i), Ti[. At the jump time τi

the particle i “gives birth”to a number Ni ∼ Poiss(ΛiWi) of children particles, which evolve
independently according to the kernel R(Xi, Ti, ·, ·). Note that it may happen that for a
particle i Ni = 0. In that case, that branch of the tree “dies”.

A particle is called active if it still has not been considered to give birth and if it is
not a terminal node. When there are no more active particles left, the estimate Ẑ of the
norming constant z is computed as

Ẑ =
∑

j:τj≥tmax

Wj

Cpa(j)

Finally we select a particle, S, existing at the moment tmax with probability WS/Cpa(S).
The ancestry line of this particle identifies a unique sample path of the hidden process. In
Algorithm 5 we give the pseudo-code for the PTPF algorithm from [14].

Algorithm 5 Poisson Tree Particle Filter
Initialization:
V := Vact := {0}; E := ∅; Vend = ∅; X0 := x0; T0 := t0;
C0 := Λ0 := λ0; W0 = 1
Main Loop:

1: while Vact ̸= ∅ do
2: Choose i ∈ Vact

3: if i ̸= 0 then
4: Compute Λi = L(H(Ti))
5: Ci = Cpa(i)Λi

6: end if
7: Sample Ni ∼ Poiss(ΛiWi)
8: if Ni ≥ 0 then
9: Create set ch(i) of cardinality Ni

10: V := V ⋃ ch(i), E := E ⋃{i→ j : j ∈ ch(i)}
11: for all j ∈ ch(i) do
12: Sample (Xj, Tj) ∼ R(Xi, Ti.·, ·) (propagation step)
13: Compute Wj = dK

dR
l(Xi, Ti, Xj, Tj) (weighting step)

14: if Tj ≥ tmax then
15: Vend = Vend

⋃{j}
16: Vact = Vact

⋃{j}
17: end if
18: end for
19: end if
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20: Vact = Vact \ {i}
21: end while
22: if Vend ̸= ∅ then
23: Ẑ := ∑

i∈Vend

Wi

Cpa(i)

24: Select s ∈ Vend with probability P (S = s) ∝ Ws

Cpa(s)

25: Ẑ := 0
26: end if
27: Output: Ẑ, (Xan(s), Tan(s))

L(H(Ti)) is a function depending on the history of the particle i; [14] provides a way to
compute it which we will describe in the following section. Figure 4.3 shows the set of
trajectories identified by the nodes existing at a time t ≥ tmax.

Figure 4.3: Distribution of particles around a trajectory using a PTPF.

4.2.3 Intensity parameter
In this section, we first provide a way for computing the intensity parameter Λ we mentioned
in section 4.2.2, then we discuss why this approach works.

We partition the interval [tmin, tmax] into smaller sub-intervals in the following way.

tmin = t0syn < t1syn < · · · < trsyn < · · · < tqsyn = tmax

where tsyn stand for “synchronisation time”.

Now we define
F r = {i : trsyn ≤ Ti ≤ tr+1

syn }
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if i ∈ F r (i.e. i is in the rth strip), we call the subset of F r of the particle that propagate in
rth the strip but whose parents were in a previous strip F r

0 :

F r
0 = {i : Tpa(i) < trsyn ≤ Ti ≤ tr+1

syn }

F r \F r
0 is the set of nodes in F r whose parents are also in F r. Gr is the subset of the particles

that “skip” the rth strip, i.e. they were born before trsyn and propagate after tr+1
syn :

G = {i : Tpa(i) < trsyn, Ti ≥ tr+1
syn }

Figure 4.4 illustrates different configurations. Let’s call Lr
0 the partial likelihood corresponding

Figure 4.4: Example of Poisson tree. Edge x4 ∈ GrF r+1, x3 ∈ F r
0 , while x5 ∈ F r \ F r

0 ([14],
Figure 1, page 7).

to a path in the previous strip. For every i ∈ F r
0 ,

Li
0 = l(ξi[tr−1

syn ,tr
syn[)

and define
Lr

0 =
∑

i∈Fr
0

Li
0

Now that we have defined the essential elements, we will propose a method for computing
the intensity parameter as in [14]. Assuming that F r

0 ̸= 0, we set

Λi =


1
Wi

Lr
i

Lr
0
b(λ0 − |Gr|) for i ∈ F r

0
1

Wi
for i ∈ F r \ F r

0
(4.6)

where b is a non-decreasing function b :] −∞,∞[→ [0,∞[. And λ0 is the expected initial
number of particles.

The idea behind this is that we want to keep the number of particles generated at each step
constant on average, so close to λ0. We have that, under (4.6), the expected number of
children of particles in F r

0 ∑
i∈Fr

0

ΛiWi = b(λ0 − |Gr|)

while the expected number of children for the nodes in F r \ F r
0 is 1. Particles corresponding

to Gr pass through the strip [trsyn, t
r+1
syn [ unchanged. The expected number of particles that

exist just before tr+1
syn is obtained by combining these results

b(λ0 − |Gr|) + |Gr|
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We choose b to be b(l) = max(l, b0), where b0 is a small given constant. Note that if we
choose b(l) = max(l, 0), then the expected number of particles immediately before tr+1

syn would
be equal to max(λ0, |Gr|). Hence if λ0 ≤ |Gr|, the particles in F r would have zero chance to
propagate.

It is important to note that we need to “count” how many Ti fall within a certain strip, but
we do not need to sort them, which is very important for an efficient implementation of the
algorithm.
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Chapter 5

Parameters and State Estimations

As mentioned in section 2, MCMC methods aim to construct a Markov chain whose stationary
distribution is equal to the target distribution. In the case of the model considered in the
previous chapters, our target distribution is pθ(x1:T |y1:T ), where θ is known. If we additionally
want to make inferences on the parameters of the model (θ is no longer known), the target
distribution becomes p(θ, x1:T |y1:T ).

In [21], a method is proposed for performing states and parameters estimation sequen-
tially. This means that while PMCMC algorithms provide samples from p(θ, x1:T |y1:T ), the
new algorithm, namely the SMC2 algorithm, provides samples from

p(θ, x1:t|y1:t) ∀t ∈ [1, T ]

In Section 5.2 we will try to adapt this algorithm to a piecewise deterministic model.

5.1 Particle MCMC based on PTPF
As we mentioned in section 3.4, we are going to describe two MCMC methods for performing
parameters and states estimations based on PTPFs [14].

Before giving a pseudo-code version of the two algorithms, we define the extended probability
distributions of the PTPF and the conditional PTPF. These will lead to some interesting
results in terms of the convergence of the two PMCMC algorithms [14].

5.1.1 Extended Probability Distribution and Conditional PTPF
We define two types of extended probabilities:

• The extended proposal, the joint probability distribution of (V , E ,X,T, S), denoted
by ψ(V , E ,X,T, S)

• The extended target, the joint probability distribution of (V , E ,X,T, S) focused on
the trees with Vend ̸= ∅, i.e. marginalised to the target. The extended target is denoted
by ϕ(V , E ,X,T, S)
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In order to provide a full expression for these two probability distributions, we first need to
introduce the concept of equivalence class.

When we consider a tree, the way we label nodes and edges is not relevant to the cor-
rect functioning of the algorithm. Two trees are said to be equivalent if there is a one-to-one
correspondence between the node sets (such that the edges are preserved). Thus, two struc-
tures (V , E ,X,T, S) and (V ′, E ′,X′,T′, S ′) are equivalent if they differ only in the way they
are labelled. If we consider the propagation step of a node i, we know that the probability
that it will give birth to ni children is

e−λiwi
(λiwi)ni

ni!
(5.1)

Each of these children is assigned a pair (Xi, Ti). There are ni! ways in which these can
be assigned. So by multiplying (5.1) by ni! we obtain the probability distribution of the
equivalence class, which we will denote by [A] = [(V , E ,X,T, S)].

We can now proceed to give a precise form (from [14]) to the extended probability dis-
tributions introduced above

ψ(V , E , dx, dt) =
∏

i∈V\Vend

e−λiwi(λiwi)|chi(i)| ∏
j∈chi(i)

R(xi, ti, dxj, dtj) (5.2)

ψ(V , E , dx, dt, s) = ψ(V , E , dx, dt) ws

cpa(s)ẑ
(5.3)

where

ẑ =
∑

i∈Vend

wi

cpa(i)

Note that 5.2 is the marginal distribution of all the variables except S, and 5.3 is the
conditional distribution of S given the rest (with abuse of notation, we call both of them
ψ(·)). We write the extended target as

ϕ(V , E , dx, dt, s) = ψ(V , E , dx, dt, s) ẑ
z

= π(dxan(s), dtan(s)) · ψcond((V , E , dx, dt, s|xan(s), tan(s))
(5.4)

where ψcond is given by

ψcond((V , E , dx, dt, s|xan(s), tan(s)) =
∏

i∈V\Vend\an(s)
e−λiwi(λiwi)|chi(i)| ∏

j∈chi(i)
R(xi, ti, dxj, dtj)

×
∏

i∈an(s)\{s}
e−λiwi(λiwi)|chi(i)| ∏

j∈chi(i)\an(s)
R(xi, ti, dxj, dtj)

(see [14] for further details).

Now, we proceed with giving a definition for the conditional PTPF from [14]. This al-
gorithm will be used for the construction of the Particle Gibbs sampler. It is almost the same
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as the standard version of the PTPF, the only difference being that the node S (and thus
the path identified by it) is given as input.

Algorithm 6 Conditional PTPF
Input: (X̃1:M , T̃1:M) (conditioning path)
Initialization:
V := Vact := {0}; E := ∅; Vend = ∅; X0 := x0; T0 := t0;
C0 := Λ0 := λ0; W0 = 1

1: for k := 1 to M do
2: V := V ⋃{k}, E := E ⋃{k − 1→ k}
3: (Xk, Tk) := (X̃k, T̃k)
4: end for
5: S := M (singled out vertex S is set to be equal to the endpoint M of the fixed path

(X̃1:M , T̃1:M))
6: Vact = V \M, Vend := {M}
7: Main loop: same as the main loop in standard PTPF

Output: (V , E ,X,T, S)

Note that the output of the conditional PTPF is a tree with distribution ψcond.

5.1.2 Poisson Tree Gibbs sampler (PTGS) and Poisson Tree Metropo-
lis Hastings (PTMH)

We can now finally define the MCMC algorithms based on the PTPF. We recall that we aim
to simulate a Markov chain Ξ0,Ξ1, . . . ,Ξn, . . . , (with Ξn = {Ξn(t)|tmin ≤ t ≤ tmax}) whose
stationary distribution is the posterior distribution of the hidden process Ξ = x1:T given its
observations y1:T , i.e. p(x1:T |y1:T ).

Firstly, we will introduce the PTGS algorithm, namely the version using the PTPF of
the more general PGS introduced in Section 3.4. In Algorithm 7, we provide a pseudo code
for this algorithm. Note that (X1:M , T1:n) indicates the space-time skeleton, which uniquely
identifies the piecewise deterministic path.

Algorithm 7 One step of PTGS
Input: Ẑ, (X̃1:M , T̃1:M) (Output of previous step)

1: Run PTPF and obtain Ẑ∗, (X∗
1:M , T

∗
1:M)

2: Sample U ∼U(0,1)
3: if U ≤ Ẑ∗

Ẑ
then

4: (X ′
1:M ′ , T ′

1:M ′) := (X∗
1:M ′ , T ∗

1:M ′) Ẑ ′ := Ẑ∗ (Accept proposal)
5: else
6: (X ′

1:M ′ , T ′
1:M ′) := (X̃1:M ′ , T̃1:M ′) Ẑ ′ := Ẑ (Reject proposal)

7: end if
Output: (X ′

1:M ′ , T ′
1:M ′)
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On the other hand, we call PTMH the Poisson resampling version of the PIMH (see section
3.4) (8).

Algorithm 8 One step of PTMH
Input: Ẑ, (X̃1:M , T̃1:M) (Output of previous step)

1: Run cPTPF and obtain (V , E ,X,T, S)
2: Forget S and sample a new S ′: select S ′ ∈ Vend with probability P (S ′ = s′) ∝ Ws′/Cpa(s′)

Output: (X ′
1:M ′ , T ′

1:M ′) := (Xan(S′), Tan(S′))

Both the PTGS and the PTMH produce Markov chains on the space of trees: T0,T1, . . . ,Tn, . . . .

5.1.3 Some Results
Now that we have defined the extended probability distributions and the PMCMC algorithms,
we present some results from [14].

Proposition 5.1.1. Let f be a non-negative function on the space of skeletons (x1:m, t1:m).
If the structure (V , E ,X,T) is produced by PTPF then the following estimator of zπ(f) is
unbiased

ẑπ(f) =

∑

i∈Vend

Wi

Cpa(i)
f(Xan(i), Tan(i)) if Vend ̸= ∅

0 if Vend = ∅

In particular, Ẑ is an unbiased estimator of z.

Theorem 5.1.1. Markov chains generated by algorithms PTMH and PTGS have the
equilibrium distribution equal to the target π = πpost given by (5.4).

The proof of Proposition 5.1.1 and Theorem 5.1.1 are also provided by [14].

5.1.4 Gibbs Sampler based on PF with Mixture Kernels
To describe this algorithm, we will refer to algorithm 3 presented in section 3.4. The only
element we are missing in order to construct such an algorithm is the conditional version of
the PF with mixture kernels. However, in the latter, the trajectories are built independently
of each other, so it is sufficient to add the fixed trajectory to the set of trajectories produced
by the algorithm.

Thus, with this modification of PF with mixture kernels, we can use algorithm 3 to obtain
an approximation of the target distribution. In the following chapters we will refer to this
algorithm as Particle Filter Mixture Kernels Gibbs sampler (PF MK GS).
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5.2 Sequential Parameters and State Estimations: the
SMC2 Algorithm

As we have already mentioned, in this section, we will introduce an algorithm for inference
on parameters and states in a sequential manner. This algorithm was introduced by [21], and
is proposed as a union of a PF (see 1) and the Iterated Batch Importance Sampling (IBIS)
algorithm [19]. We proceed to give a background on SMC2, its objectives and a pseudo-code
version of the algorithm.

5.2.1 Iterated Batch Importance Sampling Algorithm
We have already seen in the previous sections how PFs work. The algorithm introduced by
[19] aims at exploring consistently a sequence of distributions of interest, in our case the
posterior distribution of the parameter θ, p(θ|y1:y).

The algorithm is the following

Algorithm 9 Iterated Batch Importance Sampling [19]
Sample θm from p(θ) and set ωm ← 1. For times t = 1 . . . T :

1: Calculate the incremental weights and their weighted average

ψt(θm) = p(y1|y1:t−1, θ
m), Lt = 1∑Nθ

m=1 w
m

Nθ∑
m=1

wmψt(θm)

where p(y1|y1:0, θ
m) = p(y1|θm) for t=1.

2: Update of the importance weights

wm ← wmψt(θm)

3: If a chosen degeneracy criterion is fulfilled, sample θm independently from the mixture
distribution

1∑Nθ
m=1 ω

m

Nθ∑
m=1

ωmGt(θm, ·)

replace the current particle system with the set of new unweighted particles

(θm, ωm)← (θ̃m, 1)

Where ∑Nθ
m=1 ω

mψ(θm)∑Nθ
m=1 ω

m

when Nθ →∞, for any integrable ψ, is a consistent1 normal estimator of

E[ψ(θ)|y1:t] =
∫
ψ(θ)p(θ|y1:t)dθ

1In statistics, a consistent estimator or asymptotically consistent estimator is an estimator having the
property that as the number of data points used increases indefinitely, the resulting sequence of estimates
converges in probability [88]
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A proof for this is provided by [20]. Moreover, Lt is itself a consistent, asymptotically normal
estimator of the likelihood.

Finally, the algorithm includes a resampling and a mutation step. The resampling is
performed by means of a multinomial distribution: particles are selected in proportion to
their weight (see Figure 4.1). As a degeneracy criterion the ESS (defined as in 4.5) can be
used. In the mutation phase, new particles are proposed according to a Gaussian random
walk

θ̃m|θm ∼ N(θm, cΣ̂) (5.5)
where

Σ̂ = 1∑Nθ
m=1 ω

m

Nθ∑
m=1

ωm(θm − µ̂)(θm − µ̂)T

and
µ̂ = 1∑Nθ

m=1 ω
m

Nθ∑
m=1

ωmθm

5.2.2 The SMC2 Algorithm
We now have all the elements to define the SMC2 algorithm (Algorithm 10).

Algorithm 10 SMC2 [19]
Sample θm from p(θ) and set ωm ← 1. For times t = 1 . . . T :

1: For each particle θm, perform iteration t of the PF as described in1.
• If t = 1, sample independently x1:Nx,m1 from ψ1,θm , then compute

p̂(y1|θm) = 1
Nx

Nx∑
n=1

ω1,θ(xn,m
1 )

• If t ≥ 1, sample
(
x1:Nx,m

1:t , a1:Nx,m
1:t−1

)
conditional on

(
x1:Nx,m

1:t−1 , a1:Nx,m
1:t−2

)
from ψt,θm , then

compute

p̂(yt|y1:t−1, θ
m) = 1

Nx

Nx∑
n=1

ωt,θ

(
x

an,m
t−1 ,m

t−1 , xn,m
t

)
2: Update of the importance weights

wm ← wmp̂(yt|y1:t−1)

3: If a chosen degeneracy criterion is fulfilled, sample
(
θ̃m, x̃1:Nx,m

1:t , ã1:Nx,m
1:t−1

)
independently

from the mixture distribution

1∑Nθ
m=1 ω

m

Nθ∑
m=1

ωmKt

((
θm, x1:Nx,m

1:t , a1:Nx,m
1:t−1

)
, ·
)

replace the current particle system with the set of new unweighted particles(
θm, x1:Nx,m

1:t , a1:Nx,m
1:t−1 , ωm

)
←
(
θ̃m, x̃1:Nx,m

1:t , ã1:Nx,m
1:t−1 , 1

)
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[21] also provides a formal justification of the SMC2 algorithm.

Step 3 in the algorithm involves the use of a PMCMC kernel Kt, which we describe in
the following section.

The MCMC Rejuvenation Step

This step corresponds to a scheme defined as

Algorithm 11 rejuvenation step
1: Sample θ̃ from the proposal kernel T

(
θ, dθ̃

)
2: Run a PF with the new to obtain the new paths

(
x̃1:Nx

1:t , ã1:Nx
1:t−1

)
and compute

Ẑt

(
θ̃, x̃1:Nx

1:t , ã1:Nx
1:t−1

)
3: Compute the acceptance probability

pa =
p(θ̃)Ẑt

(
θ̃, x̃1:Nx

1:t , ã1:Nx
1:t−1

)
T
(
θ̃, θ

)
p(θ)Ẑt

(
θ, x1:Nx

1:t , a1:Nx
1:t−1

)
T
(
θ, θ̃

)
and accept the move with probability min(pa, 1).

with proposal distribution

qθ

(
θ̃, x̃1:Nx

1:t , ã1:Nx
1:t−1

)
= T

(
θ, θ̃

)
ψt,θ̃

(
x̃1:Nx

1:t , ã1:Nx
1:t−1

)
which admits as invariant distribution the extended distribution πt(θ, x1:Nx

1:t , a1:Nx
1:t ). Ẑt is an

unbiased estimator of p(y1:t|θ) (proved in [37], Proposition 7.4.1) and takes the form

Ẑt

(
θ, x1:Nx

1:t , a1:Nx
1:t−1

)
=
( 1
Nx

)t
(

Nx∑
n=1

ω1,θ(xn
1 )
)

t∏
s=2

(
Nx∑

n=1
ωs,θ(x

an
s−1

s−1 x
n
s )
)

The proposal kernel T is the Gaussian kernel (5.5).

5.2.3 Adaptation of SMC2 to PDPs
We must now readjust the algorithm presented to the context of the piecewise deterministic
model presented in section 2.2.2.

What changes from its standard counterpart is the PF component. This will therefore
be replaced by one of the two SMC algorithms presented in chapter 4, namely the PF with
mixture kernels and the PTPF
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The Model’s Parameters

As we have mentioned, the model whose parameters we wish to infer is that described in
section 2.2.2, i.e. an object moving in a plane and whose acceleration component is subject
to random changes.

In the model’s assumptions, the jump times, i.e. the time instants at which changes in
acceleration occur, are random, and the inter-arrival times are distributed as a Gamma with
given scale and shape parameters. However, the model only observes the position of the
object at regular time intervals. In a real scenario, hence with data not generated by us, we
do not know the actual value of the scale and shape parameters. Therefore, maintaining the
assumption that jump times are Gamma distributed, we will use the SMC2 algorithm to
perform Bayesian inference on them.

SMC2 with Mixture Kernels PF

This type of algorithm, as it is defined, already discretises the piecewise deterministic process.
In fact, a move (birth or adjust step) is chosen at each step for each of the particles, and it is,
therefore, possible to have a complete picture of the particles in the system at a given time
step. This allows the ESS to be calculated and thus resampling to take place. In this last
step, it is, therefore, sufficient to replace the resampling from the multinomial distribution of
the standard version with a rejuvenation step (as described in 5.2.2).

SMC2 with PTPF

Adapting the SMC2 algorithm to PTPF is less straightforward, however, as resampling in
the latter is incorporated into every particle propagation move. Furthermore, jump times are
sampled freely by using a distribution and are not forced into a precise interval.

In order to be able to determine how many particles survive at a given time t, we will
run the algorithm setting tmax = t. At this point all particles in Vend, i.e. active particles for
which he jump time Ti ≥ tmax will be used for calculating the ESS. The rejuvenation step is
obtained by running another particle filter with the new parameters for scale and shape of
the gamma distribution and with tmax = t. To calculate the acceptance probability, we must
reformulate how we calculate Ẑt. We will use the partitions introduced by [14] for particle
synchronisation in calculating the intensity parameter Λ. Ẑ will therefore be computed as

Ẑt (θ, x1:t) =
(

1
N1

syn

)(
1

N2
syn

)
. . .

(
1

N q
syn

) q∏
s=1

Ns
syn∑

n=1
ωs,θ(xn

s )


where 1 = t1syn ≤ t2syn ≤ · · · ≤ tqsyn = t are the partitions mentioned above, and Nk
syn is the

number of particles that falls in the kth partition.
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Chapter 6

Experiments

6.1 Results and Comparison with simulated data

6.1.1 Particle filters
In this section, we will analyze the results obtained with the two different models by comparing
them. In particular, we will consider the average trajectory produced by the model versus
the actual trajectory (and thus in model bias), the number of unique particles employed at
each step, and the distribution around a single point.

Initial Settings

The model is the same we presented in section 2.2.3. First, we generated the data on which
to build the algorithms. The process was observed for a total duration of 200s, and we
generated (independent) Gaussian observations, with standard deviation of 200m every 5s
(∆t = tn+1 − tn = 5s). The acceleration components were independently sampled from
an isotropic Gaussian distribution with mean zero and standard deviation 10m/s2. The
inter-jump times were sampled from a Gamma distribution with 10 as shape and 2.5 scale
parameters as in [101]. Under these assumptions, we generated the data on which used for
implementing the models (Figure 6.1). Note that for this model (which is linear and condi-
tionally Gaussian), it is analytically impossible to integrate out the parameters θ1:kn , and only
jump times need to be sampled. This can be seen as the equivalent of the Rao-Blackwellised
SMC for discrete-time filtering [52, 20].

For the PDP PF with mixture kernels we used 1000 initial number of particles, shape
and scale parameters for the Gamma distribution respectively 5 and 1.25 (half of the param-
eters used to generate the data) and σadjust = ∆t

1000 = 5.0 · 10−3 (weight degeneracy can be
avoided by choosing σadjust orders of magnitudes smaller than the inter-observation time [101]).

For the PTPF we used 1000 initial particles, λ0 = 50, b0 = 1, shape and scale parame-
ters for the Gamma distribution respectively 5 and 1.25 (as for the PDP PF with mixture
kernels). Moreover we set ∆tsyn = tr+1

syn − trsyn = ∆t · 4.
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Figure 6.1: Generated data: hidden trajectory (blue), observations (red crosses) and
locations of jumps (orange dots).

Average Trajectory and Bias

In this section, we will compare how the weighted average of the trajectories produced by the
two algorithms approximates the hidden process for N = 1000. Then we calculate the RMSE
between the hidden trajectory and the mean trajectory of the two algorithms with particle
numbers equal to N = 100, 1000, 10000.

Firstly, we note from Figure 6.2 that both algorithms approximate the hidden trajectory rela-
tively well. However, the PF with mixture kernels appears to be more sensitive to deviations
on observations. We repeat the experiment by inserting a few observations that are much

60000 80000 100000 120000 140000

20000

22000

24000

26000

28000

30000

Figure 6.2: Estimated trajectories (with 95% CI) generated by PTPF (left) and PF with
mixture kernels (right).

noisier than the others and observe how the two algorithms approximate the trajectory. The
modified observation were the 5th, 15th, 25th and 35th. We can see from Figure 6.3 that in fact
the PF with mixture kernel tends to change its average trajectory more if noisier observations
are present, compared to the PTPF, which is less affected. Moreover, it should be noted
that deviations in the PF with mixture kernels actually only occur if for most particles a
birth move has taken place in that range. In the case of a majority of adjustment moves, in
fact, the deviation is of less interest, as is the case for the observation in position 5 and 15.
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Figure 6.3: Estimated trajectories (with 95% CI) generated by PTPF (left) and PF with
mixture kernels (right) with outlier.

We now quantify the error between the trajectory used and the ground truth for different
initial particle numbers using RMSE. To obtain the results we will present, we repeated the
experiment 10 times for each number of initial particles and averaged the output results.

We begin by reporting the results of the PF with mixture kernel. We can see from Ta-
ble 6.1 and Figure 6.4 that the error drops considerably from using 100 to 1000 initial
particles. However, the difference is not considerable when comparing the results obtained
using 1000 and 10000 initial particles. However, the time taken to complete a cycle of
iterations increases linearly with the number of particles (Table 6.2).
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Figure 6.4: RMSE for different numbers of initial particles (100, 1000, 10000) on the two
components using PF with mixture kernels.

x y
Number of initial particles 100 1000 10000 100 1000 10000
RMSE 685.57 629.85 630.20 438.10 340.67 322.35

Table 6.1: RMSE for different numbers of initial particles (100, 1000, 10000) on the two
components using the PF with mixture kernels.

If we repeat the same experiment this time with N = 10000, 20000 and 30000 initial particles
(Table 6.3), we notice that there is in fact no substantial change in the RMSE. We can
conclude that using a much larger number of initial particles than a thousand (in PF with
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time
Number of initial particles 100 1000 10000
seconds 2.05 20.31 227.63

Table 6.2: Time employed for different numbers of initial particles ((100, 1000, 10000)) on
the two components using PF with mixture kernels.

mixture kernels) does not lead to significantly better results in terms of algorithm bias but
nevertheless takes much longer (Table 6.4).

Now, we do the same analysis for the PTPF. From Figure 6.5 and Tables 6.5 and 6.6

x y
Number of initial particles 10000 20000 30000 10000 20000 30000
RMSE 628.34 627.89 626.06 320.79 325.58 324.31

Table 6.3: RMSE for different numbers of initial particles (10000, 20000, 30000) on the two
components using the PF with mixture kernels.

time
Number of initial particles 10000 20000 30000
seconds 191.05 632.50 3679.06

Table 6.4: Time employed for different numbers of initial particles (10000, 20000, 30000)
using the PF with mixture kernels.

we can see how time also grows linearly with the number of particles and the error decreases
steadily, in particular on the y axis.
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Figure 6.5: RMSE for different numbers of initial particles (100, 1000, 10000) on the two
components using the PTPF.
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x y
Number of initial particles 100 1000 10000 100 1000 10000
RMSE 4035.91 3785.23 3782.02 2030.08 1993.43 1849.14

Table 6.5: RMSE for different numbers of initial particles (100, 1000, 10000) on the two
components using PTPF.

time
Number of initial particles 100 1000 10000
seconds 14.31 46.95 509.40

Table 6.6: Time employed for different numbers of initial particles (100, 1000, 10000) using
PTPF.

We run again the algorithm with N = 20000 particles, obtaining the results shown in Table
6.7. We can see that again the bias of the algorithm do not change significantly.

We can conclude that, in terms of bias, the performance of both algorithms do not im-
prove notably after with more that 10000 initial particles.

x y
RMSE 3769.43 1849.14

Table 6.7: RMSE and computational time using N = 20000 initial particles for PTPF.

Number of Unique Particles

Figure 6.6 shows the number of unique particles that survive each resampling step and the
ESS for the PF with mixture kernels. During the resampling step usually about half of
the particles is selected to “survive” to the next step. These numbers, however, do not
give us an accurate indication of how many particles actually survive all the resempling
steps, i.e., looking at the final configuration, how many unique particles there are for each step.

Figure 6.7 depicts the number of distinct particles at each iteration of the algorithm. In order
to create these plots, at the algorithm’s last iteration, the particle histories were saved, and
the number of distinct particles at each observation time was then counted and plotted versus t.

The variety of particle positions by themselves cannot fully inform us of the algorithm’s
effectiveness. Despite the possibility of a large number of distinct particles, substantial
variance in the importance weights would lower the quality of the particle approximation.
The variance of estimates obtained from the particle set is increased through resampling,
hence we plot the same number of unique particles after resampling. These numbers exhibit
the degeneracy of the significance weights and the particle positions to varying degrees.
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Figure 6.6: Number of unique particle resampled at each iteration (above) and ESS at each
iteration (below) fo PF with mixture kernels.

Variations in particle locations are present at earlier stages in the PF with mixture kernels,
moreover, in recent history all particles are distinct. Nonetheless, some particles share the
same state, hence the number of distinct particles is less than their total number. This is
an example of the phenomenon described in section 4.1.2. Because the importance weights
are degenerate, resampling reduces diversity. Still, the PF with mixture kernels shows more
diversity that the PTPF (so the one with Poisson resampling) , which present heterogeneity
in the particles only in the very recent history.
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Figure 6.7: Number of unique particles at the last iteration for PF with mixture kernels
and PTPF.
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Distribution of the Particles around a single point

We now analyse how the particles are distributed around a single observation for the two
different algorithms. Note that these plots refer to the final configuration after resampling.
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Figure 6.8: Distribution of particles locations around 10th, 20th and 30th observations on x
axis for n=1000 initial number of particles.

Figures 6.8 and 6.9 shows the spatial distributions of the particles at three different observa-
tion times for the two algorithms considered and for x and y respectively.

We note that the particles produced by the PF with mixture kernels have a much broader
distribution around the location of the observation, while the particle distribution of the
PTPF occurs in peaks in the vicinity of the observation. This phenomenon can be related
to what we saw in the previous section. In fact, Figure 6.7 shows how the PF with mixture
kernels exhibits diversity in particles already from the first steps, while the PTPF shows
diversity only in the recent past from the last iteration. This leads the particles of the PTPF
to form peaks with small variance in contrast to the distribution of PF with mixture kernels
which, as we have already observed, has a larger variance. This aspect plays in favour of the
PF with mixture kernel, which manages to avoid the degenerate case more easily in which we
have a few very heavy particles.

It should also be noted that the variance in the distribution of particles around the ob-
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Figure 6.9: Distribution of particles locations around 10th, 20th and 30th observations on y
axis for n=1000 initial number of particles.

servation grows with increasing time in the PTPF and has the opposite trend in the pf with
mixture kernels. This could indicate that with advancing time steps, the PTPF exhibits
more diversity, and the pf with mixture kernels is instead more precise in identifying the
trajectory. The latter fact could, however, be peculiar to the particular input data.

If we increase the number of initial particles, however, both of the distributions will eventually
converge to the real one. Figure 6.10 shows the distribution of the particles around the 20th

observation time. In order to understand whether the algorithms were actually converging
towards the right distribution, we used a Kalman Filter as comparison. In we C have included
some background on the latter.

Distribution of Jump Locations

Figures 6.11 and 6.12 compare algorithm performance in terms of estimating jump locations.
It should be noted that in this setting, even though acceleration jumps occur, only the
vehicle’s position is observed. As a result, even optimal estimates of jump times will be highly
variable in recent history.

PTPF, given the way jumps are generated, has a much higher variance than PF with
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Figure 6.10: Distribution of particles locations around the 20th observation on x and y axes
for n=500000 initial number of particles.

mixture kernels. In addition, it should be noted that the final jump times of the PTPF all
occur at a time greater than tmax (hence the distributions starting from the penultimate
jump are shown in the figure). Both algorithms also overestimate the timing of jumps. This,
as mentioned earlier, is due to the fact that only changes in position are observed. It is,
therefore, more accurate to compare jumps to changes in acceleration magnitude (also shown
in Figures 6.11 and 6.12). The acceleration magnitude is obtained by differentiating two
times the space vector.
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Figure 6.11: Distribution of last five jump times of PF with mixture kernels, real jump
times (red lines) and magnitude of the acceleration.
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Figure 6.12: Distribution of jump times of PTPF, real jump times (red lines) and magnitude
of the acceleration.

6.1.2 Particle MCMC Methods
In this section, we will compare the results obtained using the different PMCMC methods
introduced in chapter 5. In particular, we will compare the results obtained in estimating the
shape and scale parameters of the Gamma distribution from which they are sampled in jump
times from a random guess.

In order to do that we will keep track of the time difference between two consecutive
jump times (∆τ = τi − τi−1) and plotting their distribution (obtained thorough KDE). This
is an approximation of the distribution of the inter-arrival times. Figure 6.13 shows the
results for the four algorithms we are considering for 1000 iterations, together with the pdf
of a Gamma distribution with parameters shape equal to 10 and scale equal to 2.5 (which
correspond to the one used to generate the data). Note that all algorithms seem to converge
to real distribution. However, the SMC2 appear to converge faster than the others.

6.2 Real World Data
In this section, we will test the performance of the algorithms introduced so far on a real-world
dataset. We will use the Piraeus AIS Dataset [97].
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Figure 6.13: Distribution of simulated inter-arrival times for PTGS, PF MK GS and SMC2.

6.2.1 The Dataset
The Piraeus AIS Dataset contains vessel location data transmitted by several types of boats
and gathered by the AIS. The data are geographically and temporally connected, providing
information on the vessels and the area of interest, as well as meteorological data within the
larger region of the port of Piraeus (Greece), one of Europe’s and the world’s biggest ports.
The data covers over two and a half years, with a time span going from May 9th 2017 to
December 26th 2019.

Vessel Movement and AIS

Marine mobility data includes a wide range of information that can be quite useful in the
context of the maritime sector. The effective use of positional (tracking) messages is critical
in this approach. A wide range of marine monitoring applications can utilise the acquired
data, offering valuable information for collision avoidance, traffic management, intelligent
navigation, maritime situational awareness, and other real-world applications.

The Automatic Identification System (AIS) has been declared an obligatory requirement
for the most popular vessel types among the several surveillance systems used to detect
and locate boats at sea in real-time (cargo, passenger, fishing ships, etc.). The AIS is a
surveillance technique that uses both GPS and shipboard sensors.

A vessel sends AIS signals that comprise kinematic information (position, speed, etc.) as well
as static and voyage-related data on a regular basis. Among the information transmitted,
the one of interest is the vessel’s identifier, declared by its Maritime Mobile Service Identity
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number, position, course, heading, and speed [97].

Data Description

The AIS-related data are grouped in kinematic and static. The ones we will use for our
analysis are the former. They consist of 32 files in CSV format, each row containing a decoded
AIS message, with the following information:

• timestamp: UNIX timestamp of the received AIS message (ms.);

• vessel_id: (artificial) vessel’s identifier

• lon: longitude of vessel’s position (angular units);

• heading: vessel’s heading relative to true north (degrees [0-360));

• course: vessel’s course over ground (degrees [0-360));

• speed: vessel’s speed (knots).

6.2.2 Preprocessing
Before using the Piraeus AIS Dataset, we must modify the data so that it is usable. First,
after removing rows containing null or invalid values from the dataset, we reordered it
chronologically. Then we subtracted the minimum value of time so that t0=0. Finally, after
realising that, on average, a vessel reports its position every 1000 seconds, we divided all
values in the column containing the timestamp by 1000. In this way, we will work with a ∆t

close to 1.

6.2.3 New Model’s Assumptions
This type of problem can be modelled as described in section 2.2.2, taking into account that,
in this case, the velocities of the moving object are also observed.

So we will assume that the motion of the vessel is determined by a PDP subject to jumps in
the acceleration component. The inter arrivals times will follow a gamma distribution (whose
parameters we will infer), and the accelerations will be sampled independently of a normal
distribution. We will also assume the noise on the observed positions and velocities to be
Gaussian.

The only modification we will make to the PFs will therefore be to include a velocity
component in the weight calculation.

It should also be noted that the time intervals at which information on the vessel’s motion is
collected are no longer regular. Instead of a fixed time delta, it is sufficient to use a vector
containing the amount of time elapsed between every two consecutive observations.
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6.2.4 Results
Filtering

We start with the filtering problem, i.e. estimating the posterior distribution given the
observations.

We selected three vessels id and considered their position for 500 consecutive time steps. We
used both PTPF and the PF with mixture kernels to estimate the trajectories (Figure 6.14).
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Figure 6.14: Observations and filtering estimate for the trajectories of three vessels in the
Piraeus AIS Dataset.

Prediction

If we know the position of a vessel up to a certain point, we might want to predict its position
in the near future. To do this, we need to introduce the formula for the prediction step

p(xt+1|y1:t) =
∫
f(xt+1|xt)p(xt|y1:t)dxt (6.1)

In our case, this means to carry out one propagation step for each of the particles at that
time step e taking their weighted sum (the weights being the likelihood of the parent particles).

In the case of the PF with mixture kernels, this means at time step t choosing a move
(birth or adjust) for each of the particles and computing the position of the trajectory at time
t+ 1. For PTPF, we should instead run the algorithm by imposing t as tmax. We will then
proceed to calculate the position of all particles at time tmax and their respective weights.
We can then continue by running all particles (starting at time t) and this time assigning the
value of t+ 1 to tmax.

47



Chapter 6 – Experiments

0.0030 0.0035 0.0040 0.0045 0.0050 0.0055 0.0060 0.0065 0.0070
latitude +2.3580000000e1

0.0010

0.0015

0.0020

0.0025

lo
ng

itu
de

+3.7950000000e1
estimated trajectory
observations
prediction PTPF
prediction PF mixture kernels

23.578 23.580 23.582 23.584 23.586
latitude

37.940

37.942

37.944

37.946

37.948

37.950

37.952

lo
ng

itu
de

estimated trajectory
observations
prediction PTPF
prediction PF mixture kernels

23.578 23.580 23.582 23.584 23.586 23.588 23.590 23.592
latitude

37.910

37.915

37.920

37.925

37.930

37.935

37.940

lo
ng

itu
de

estimated trajectory
observations
prediction PTPF
prediction PF mixture kernels

Figure 6.15: Prediction of the next observation using PF with mixture kernels and PTPF
for three different trajectories.

Figure 6.15 shows the results obtained using formula (6.1) for both PF algorithms we
are considering. Both predictions come very close to the actual (unseen) observations that
we are targeting.

Inference on the Parameters

So far, we have seen how to estimate the posterior distribution and how to predict the position
of the vessel at a later time, given certain model assumptions. However, the parameters
used are only a guess and may not correspond to the actual parameters of the model. In
particular, we have assumed that the inter-arrival times are distributed as a Gamma, with
given shape and scale. We will therefore use the methods introduced in the previous chapters.

We ran the PTGS, PF MK GS and SMC2 for 1000 iterations. Figure 6.16 shows the
results obtained. The distributions of simulated inter-arrival times are plotted together with
the pdf of a range with shape equal to 3 and scale equal to 5, which is the distribution to
which all methods seem to converge.
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Figure 6.16: Distribution of the simulated inter-arrival times for PTGS, PF MK GS and
SMC2.
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Discussion and Conclusion

In this thesis, we presented several algorithms for performing inference on the states and
parameters of piecewise deterministic Markov models in the object tracking framework.

Initially, we introduced a class of algorithms called Particle Filters in order to obtain
an approximation of the posterior distribution of the hidden process given some of its noisy
observations. In particular, we discussed in detail the implementation and properties of
the PF with mixture kernels, introduced by [101], and the PTPF, presented in [14]. These
two algorithms were specifically designed to be applied to piecewise deterministic processes
and to introduce some kind of discretisation to deal with such processes. We compared the
two algorithms in terms of bias, diversification of trajectories, and general ability to return
an accurate estimate of the posterior distribution by testing them on both generated and
real-world data (Piraeus AIS dataset). We concluded that Mixture kernels outperforms PTPF
in estimating trajectories and diversity of the generated particles. However, PTPF comes
closest in recognising when the random jumps occurred.

These particle filters were then employed in the context of MCMC models to construct
PMCMC algorithms. In particular we implemented the PTGS [14] and the PF PDP GS,
i.e. GS adapted to the PF with mixture kernels. We then introduced the SMC2 model from
[21] to allow us to estimate the parameters and states sequentially. This algorithm, already
present in the discrete version, was modified to be used in conjunction with the implemented
particle filters and thus be adapted to the PDPs approximation. The models were then tested
to estimate the parameters governing the distribution of inter-arrival times. All algorithms
converged to the same distribution, known in the case of generated data and unknown in
the case of real ones, with SMC2 having the most accurate result for the same number of
iterations. This, in fact, can be attributed to the construction of the algorithm, which not only
involves multiple iterations but also inferring parameters sequentially within a single iteration.

Note that, to test each of the implemented algorithms, we made certain assumptions about
the type of underlying model we were dealing with. However, different assumptions are
possible, such as the type of distribution governing inter-arrival times or acceleration. We
can formulate the model itself differently; some examples are in [61, 90, 24].
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Finally, PMCMC algorithms were used in this thesis to infer the parameters governing
the distribution of inter-arrival times. Still, they could be applied to estimating other
parameters as well, such as those governing the random jump of the acceleration value.

51



Appendix A

Feynman-Kac formulation

Having a sequence of observations Y1 = y1, . . . Yt = yt, YT = yT for t = 1, . . . T , we can set
Gt(xt) = p(yt|xt). We can now write the Feynman-Kac formula∫

F (x1, . . . , xT )p(x1, . . . , xT |y1, . . . , yT )dx1, . . . , dxT =

=
∫
F (x1, . . . , xT ){∏T

t=1 p(yt|xt)}p(x1, . . . , xT )dx1, . . . , dxT∫
{∏T

t=1 p(yt|xt)}p(x1, . . . , xT )dx1, . . . , dxT

= E(F (X1, . . . , T ))∏T
t=1 Gt(Xt)

E(∏T
t=1 Gt(Xt))

(A.1)

where F is a bounded function on the set of trajectories of Xt for t = 1, . . . T .

Computational physics, biology, information theory, and computer sciences are just some of
the fields in which Feynman-Kac path integration models appear with different interpretations
[46, 38, 37].
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Algorithms

B.1 PMCMC Algorithms

B.1.1 Particle Independent Metropolis Hastings
In Algorithm 12 we give a pseudo code version of the PIMH [3], used to sample from
pθ(x1:T |y1:T ).

Algorithm 12 Particle Independent Metropolis Hastings
1: Initialization: set n = 0 and run an SMC algorithm to targeting pθ(x1:T |y1:T ) and

sample X1:T ∼ p̂θ(·|y1:T ). Let p̂θ(y1:T ) denote the corresponding marginal likelihood
estimate.

2: for n > 0:
• Run an SMC algorithm to target pθ(x1:T |y1:T ) and sample X ′

1:T (0) ∼ p̂θ(·|y1:T ). Let
p̂′

θ(y1:T ) denote the corresponding marginal likelihood estimate.
• given the current state X1:T (n− 1) we compute the acceptance probability:

pa = min(1, p′
θ(y1:t)

pθ(y1:t)(n− 1))

• set X1:T (n) = X ′
1:T and pθ(y1:t)(n) = p′

θ(y1:t) with probability pa, and X1:T (n) =
X1:T (n− 1) and pθ(y1:t)(n) = pθ(y1:t)(n− 1) with probability 1− pa

where
p̂θ(y1:T ) := p̂θ(t1)

T∏
n=2

p̂θ(yn|y1:n−1) (B.1)

and p̂θ(yn|y1:n−1) = 1
N

∑N
k=1 wn(Xn

1:n) is an estimate at time n of

pθ(yn|y1:n−1) =
∫
wn(x1:n)qθ(xn|yn, xn−1)pθ(x1:n−1|y1:n−1)dx1:n

(from [3]).
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B.1.2 Particle Marginal Metropolis Hastings
In Algorithm 13 we give a pseudo code version of the PMMH algorithm [3], used to sample
from p(θ, x1:T |y1:T ).

Algorithm 13 Particle Marginal Metropolis Hastings
1: Initialization: n=0

• set θ(0) arbitrarily
run an SMC algorithm to targeting pθ(0)(x1:T |y1:T ) and sample X1:T ∼ p̂θ(0)(·|y1:T ). Let
p̂θ(0)(y1:T ) denote the corresponding marginal likelihood estimate (see (B.1)).

2: for n > 0:
• sample θ′ ∼ q(·|θ(n− 1))
• run an SMC algorithm to targeting pθ′(x1:T |y1:T ) and sample X ′

1:T (0) ∼ p̂θ′(·|y1:T ).
Let p̂′

θ′(y1:T ) denote the corresponding marginal likelihood estimate.
• given the current state X1:T (n− 1) we compute the acceptance probability:

min(1, pθ′(y1:T )p(θ′)q(θ(n− 1)|θ′)
pθ(n−1)(y1:T )p(θ(n− 1))q(θ′|θ(n− 1))

andθ(n) = θ′, pθ(n−1)(y1:t)(n) = pθ′(y1:t) with probability pa, and θ(n) = θ(n − 1),
X1:T (n) = X1:T (n− 1) and pθ(y1:t)(n) = pθ(y1:t)(n− 1)) with probability 1− pa

B.1.3 Conditional SMC
In Algorithm 14 we give a pseudo code version of the Conditional SMC algorithm.

Algorithm 14 Conditional SMC
1: let B1:T be an ancestral line and X1:T its associated path.
2: for n = 1

• for k ̸= B1, sample Xk
1 ∼ q(·|y1)

• compute its associated weight w1(Xk
1 ) and normalise it to W k

1

3: for n = 2, 3, . . . , T :
• for k ̸= Bn, sample Ak

n−1 ∼ F(·|Wn−1)

• for k ̸= Bn, sample Xn ∼ q(·|yn, X
Ak

n−1
n−1 )

• compute the associated weights w1(Xk
1:n) and normalise it to W k

n
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The Kalman Filter

The Kalman filter is the most extensively used method for dynamic estimation problems in
which the state and measurements are influenced by stochastic noise with given statistical
properties. Its core idea consists in estimating a joint probability distribution over the
variables of the system for each time-frame by performing a minimisation of the variance of
the error between the estimated and true state of the system. A similar algorithm was devised
by P. Swerling and T.N. Thiele [76] before Rudolf E. Kálmán developed the procedure that
is now named after him. The Kalman filter algorithm is widely used in modern applications
including computer vision, object tracking, electronics, economics, finance and physics [68,
70, 6, 11, 8]

To implement the optimal filter, reliable statistical characterisations of the system noise and
measurement error in terms of mean and variance are needed.

Consider the linear time-varying system:
ẋ = F (t)x +B(t)u +G(t)w

yk = Hkxk + vk

with x being the state vector, u the input vector, Y the observation vector, w a mean-zero
white noise with the spectral density Q e density matrix G associated with the system’s states,
and v a mean-zero white noise with covariance matrix R associated with the observations.

Considering the first equation, in writing differential equation describing the propagation of
the optimal state estimate, the white noise term is omitted as it can not be predicted

˙̂x = F (t)x̂ +B(t)u (C.1)

Defining the estimate error as
ε ≡ x − x̂

its propagation equation is
ε̇ = F (t)ε+G(t)w

The variance of the error can be defined as

P ≡ E
[
εεT

]
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and its propagation equation, solvable for the initial condition P (t0) = P0, is

Ṗ = E
[
εε̇T

]
+ E

[
ε̇εT

]
= FP + PF T +GQGT ,

as derived in [82]. The time dependency is omitted for notation clarity.

Define the discredited state estimate correction

x̂+
k = x̂−

k +Kk

[
yk −Hkx̂−

k

]
where the subscript k denotes the time tk and the superscripts + and − are used for the
instants right after and just before an observation respectively. x̂−

k comes from the differential
equation describing the estimate propagation C.1.

Then the error variance can be written as

P+
k ≡ E

[(
xk − x̂+

k

) (
xk − x̂+

k

)T
]

Plugging in the second equation in the linear time-varying system, the discrete time update
of the matrix P is obtained

P+
k = [I −KkHk]P−

k [I −KkHk]T +KkRkK
T
k ,

The optimal gain Kk is derived by minimizing the cost Jk = trP+
k , thus

Kk = P−
k H

T
k

[
HkP

−
k H

T
k +Rk

]−1

and P−
k from the the propagation equation of P .

Ultimately, substituting the solution for the optimal gain Kk, the discrete time propgation
equation for P becomes

P+
k = [I −KkHk]P−

k .
Summing up, one has

Model ẋ(t) = F (t)x(t) +B(t)u(t) +G(t)w(t), con w ∼ WN(0, Q)
yk = Hkxk + vk, con vk ∼ WN (0, Rk)

Initialization x̂ (t0) = x0, P (t0) = P0

Propagation ˙̂x(t) = F (t)x̂(t) +B(t)u(t)
Ṗ (t) = F (t)P (t) + P (t)F T (t) +G(t)Q(t)GT (t)

Gain Kk = P−
k H

T
k

[
HkP

−
k H

T
k +Rk

]−1

Update x̂+
k = x̂−

k +Kk

[
yk −Hkx̂−

k

]
P+

k = [I −KkHk]P−
k
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