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Abstract
Chatbots are tools that can potentially be utilized
in chat-based child helpline training. In this type
of training, the quality of the feedback received
is of vital importance. This paper aims to ana-
lyze the automated feedback generated by such a
chatbot. The domains analyzed include user com-
prehension, usefulness, and potential improvement
points. In a user study, a formative assessment and
two interviews were conducted for each domain, re-
spectively. For comprehensibility, all participants
could easily understand the feedback report. They
found that the bot could be easier to work around
after reading the feedback, with the table being of
much guidance. They found the transcript to be a
welcome addition, but missing constructive feed-
back. Regarding improvement points, two of them
were tightly related to the limitations of the chat-
bot, rather than the report itself. Extra guidance and
instructions were deemed necessary by the partici-
pants, alongside an easier-to-read transcript inter-
face.

1 Introduction
Chatbots are powerful tools that leverage machine learning to
interact with users in a conversational manner [4]. They have
gained popularity due to their ability to provide personalized
assistance and enhance customer experiences. They are used
in a wide range of domains, with child helplines potentially
becoming one of them.

De Kindertelefoon 1 is the Dutch national child helpline,
and children can opt to either chat via text with a trained coun-
selor on their website or call the helpline. Based on their 2018
publications, they reported receiving more chat-based as op-
posed to call-based conversations [1] from children in need.
Additionally, they report that chat-based conversations tend
to last up to five times longer and children usually open up
more about serious issues than they do on calls [18]. This
evidence shows that the skills and training of helpline work-
ers who engage in chat-based conversations are of paramount
importance for successful child counseling.

To improve communication skills in this area, virtual child
agents could be used to provide learners with scenarios to
practice in. Training on an interactive virtual child in a con-
versational setting is particularly important, because this sim-
ulation provides a realistic and emotionally engaging scenario
in which helpline workers can practice their skills safely. This
means that they can train on a virtual child model with little to
no risks compared to practicing on real individuals [12]. This
type of role-playing, has demonstrated its effectiveness in as-
sisting novice students who have limited access to clients in
acquiring counseling skills, deepening cognitive comprehen-
sion, and enriching their emotional experiences [10][13].

The subject of this study is a training system developed
by Sharon Grundmann [11], in which a virtual child agent
(Lilobot) is used in a conversational setting. Lilobot simulates

1https://www.kindertelefoon.nl/

a child being bullied at school, and is intended to be used as
a tool for learning how to structure counseling conversations
in child helplines.

This chatbot is based on the BDI model [3]. This software
model was developed for programming intelligent agents,
where it simulates a real human’s beliefs, desires, and in-
tentions. By understanding the interplay between these three
values, the BDI model can help psychologists and counselors
gain insights into human decision-making, motivation, and
behavior. Currently, after every interaction with Lilobot, a
feedback report is generated at the end. This paper focuses on
this feedback, which is of vital importance because it plays a
critical role in skill acquisition and gaining insight about ar-
eas of improvement [14]. The aim here is to analyze to what
extent this feedback is understandable by the participants but
also analyze the usefulness and potential points of improve-
ment of this feedback, with the hope of providing valuable
insight for the potential next iteration. From the stated re-
search direction, the following research questions are tied to
the last three points, respectively:

1. To what extent is the feedback understandable?
2. How do participants feel better prepared from reading

the feedback?
3. What other features or aspects would make this feedback

even more useful?
The subsequent sections of the paper are structured as fol-

lows. Section 2 outlines the method employed in our user
study. Section 3 presents the findings obtained from the study,
alongside a discussion in Section 4. Section 5 elaborated on
responsible research measures, and Section 6 concludes the
paper by summarizing the findings and suggesting potential
directions for future research.

2 Method
Here we will report relevant information for the reader to
understand and potentially replicate this study, including de-
tailed information on the sample, measures, and procedures
used.

2.1 Participants
The recruitment of participants happened during a three-week
course between May 2023 to June 2023 through peer refer-
ral sampling (i.e. snowball sampling), on-site at the Techni-
cal University of Delft. Since volunteering at De Kindertele-
foon is accessible to the general public [2], we were not aim-
ing for a specific target population, hence we considered this
sampling method to be suitable for our research. It is worth
acknowledging that such a method departs from probability-
based sampling approaches [16], but for the scope of this ex-
periment that shouldn’t be a problem. The participants were
only required to have a sufficient understanding of Dutch, as
Lilobot’s user interface was in Dutch. In our study, partici-
pants were invited to experiment as devised in the experiment
procedure, followed by a set of interview questions.

A total of ten individuals participated in the study, with
nine being male and one female. All participants fell within
the age range of 18-24. Out of the ten participants, all ex-
cept one had prior experience with chatbots. Three partici-
pants reported using chatbots frequently (more than 10 times



a month), four participants mentioned occasional usage (2-
10 times a month), and two participants reported rare usage
(once a month or less).

2.2 Materials
Here we will lay out and explain all the materials that the par-
ticipant will use. The first two train the participant on conver-
sational skills, the third one is the bot with which the partici-
pants talk to, and finally, the last is the feedback report. These
materials will be presented sequentially to the participant and
all form a cohesive structure.

The Five Phase Model
Communication skills are essential for a counselor so that
they can help the child, regardless of their knowledge about
the issue that child might be facing. Hence, De Kindertele-
foon developed The Five Phase Model with guidelines as to
how you can structure such a conversation [18]. This model
aims to help center the conversation around the child, so that
the counselor can guide him/her to find a viable solution. This
phase overview alongside conversation techniques associated
with each phase will be handed out in printed form.

Pre-training transcript
Snippets of example conversations taken from Sindahl [17]
will be used. The aim here is to show an example of how The
Five-Phase Model works. We avoided including a transcript
of a conversation with Lilobot, as one of the limitations of
the chatbot is that it’s very deterministic. This means that the
responses that the participant might remember from the tran-
script will lead to the same outcome (Lilobot reaching out to
the teacher regarding the bullying). This would completely
skew our results and compromise the validity of the experi-
ment. We also made sure that the theme of the conversation
snippets was modified to avoid any triggers for the partici-
pants. This conversation transcript can be found in Appendix
C.

Lilobot
Lilobot is a chatbot based on the BDI model. This is a soft-
ware model developed for programming intelligent agents.
The BDI model suggests that people’s actions are driven by a
combination of their beliefs, desires, and intentions. The pur-
pose of this model lies in utilizing these concepts to address
a specific problem in agent programming, in our case bully-
ing. Beliefs refer to the thoughts and opinions that this agent
holds about itself and the world around it. Desires represent
the wants, needs, or goals it has, meanwhile, intentions are
the conscious plans or decisions it makes to act in a certain
way. Intentions are based on a combination of beliefs and
desires. Here we want to change the agent’s beliefs through
certain prompts, which will lead to it forming new desires
and intentions, respectively. With Lilobot we are giving the
participant a model simulating a child who is bullied with a
certain BDI model configuration, aiming to guide it to a cer-
tain intentional outcome. The participants will however not
be told about this model before their interaction with Lilobot.
This is because it would skew the experiment results of the
other two researchers.

Feedback Report
This will be a Word document, consisting of navigation in-
structions, a table with the Lilobot’s beliefs according to the
BDI model, and a transcript of the conversation. The first
page consisting of the instructions and the table can be found
in Appendix B. It shows an overview of the chatbot’s beliefs
and which phase (from the Five-Phase Model) they’re tied to.
In addition, the intensity of each belief at the beginning and
the end of the conversation for each belief is presented. Apart
from the table, we also have the transcript. Below in Figure
C, we can see a snippet from an example conversation with
Lilobot. In this example, the Kindertelefoon (KT) asked how
long Lilobot has been bullied, and we can see that the bot’s
belief value of ”I think that the helpline worker is interested in
my story” increases. We can also observe that Lilobot intends
to talk more about its feelings, which follows considering the
response it gives. By understanding the interplay between be-
liefs and intentions, the feedback helps the participant to gain
insight into the child’s decision-making and motivation.

Figure 1: A snippet from the transcript found in the feedback report
with Lilobot, translated from Dutch.

2.3 Measures
Formative Assessment
For usability testing, we will use an observational methodol-
ogy called the ”Thinking Aloud” method [9]. This method is
used to understand participants’ behaviors, thoughts, and mo-
tivations by having them narrate their thought process. The
goal here is to understand how the users interact and navigate
the feedback report, as well as analyze how easy or hard it is
for them to digest the information presented.

To avoid priming [15] at this stage, we will avoid giving
the user any specific tasks besides looking at the report itself.
Their only task is to simply verbalize their thoughts as they
move through the feedback report.

Alongside this process, we want to know to what extent
the feedback is understandable. Hence, formative assessment
[5] will be conducted, which involves asking the participant
to provide detailed explanations of the feedback to the re-
searchers. This will help evaluate their comprehension and
understanding of the given information. We will ask the par-
ticipant about different elements of the report, such as the
table, the percentages shown, and why certain beliefs change
in regard to certain prompts. All the primary qualitative data
recorded at this stage will be transcribed be in the form of a
descriptive text.

Interview
Here we aim to gather primary qualitative data that will later
be used for analysis. The first interview question will tackle



the usefulness aspect of the feedback report. We will give
them a minute of time to reflect on how they felt better pre-
pared from reading the feedback report, noting down impor-
tant points they make. In case of ambiguity, we will further
ask them about what they exactly meant. The same line of
logic goes for the second interview question. For future iter-
ations we wanted to gather data about the possible new fea-
tures which would make the feedback report even more use-
ful. Akin to the previous task, the user’s responses will be
transcribed in the form of descriptive text. The two interview
questions can be found in Appendix A.

2.4 Study Procedure
This user study involved a collaborative effort with two other
researchers who were also investigating various aspects of
Lilobot. Specifically, they focused on examining the notice-
ability of behavioral and belief changes, alongside the believ-
ability of the bot. Together with this paper they contribute to
a more holistic evaluation of this model. Careful consider-
ation was given to the sequencing of the questionnaires and
interviews for the participants. Lilobot was set up on only one
laptop, due to the challenging environment configurations for
the NLP model, the Java Spring Framework alongside the re-
quired processing power. As such, for all participants there
was one moment of measurement with the same setup. Fig-
ure 2 gives an overview of the experiment order.

Consent Form and Demographics Survey
The experiment commenced after the participant signed the
ethical consent form and afterward completing a demograph-
ics survey consisting of the age range, gender, and prior ex-
perience with chatbots.

Training
After collecting this data, the participant is presented with
The Five-Phase model and shown a conversation snippet to
familiarize him/herself with how the model works. In prac-
tice, De Kindertelefoon does not permit the counselor to in-
tervene in the child’s situation, for example by calling the
school or their parents. Rather, the main goal is to foster an
environment where the child can get emotional support so
that they can devise strategies that can be followed to solve
the problem at hand. This will be made clear to participants.

Interaction with Lilobot
Subsequently, the participants get familiarized with Lilobot.
We first introduced them to some of the limitations, such as
the absence of an emotional model, the inability to recog-
nize multiple intents in the user prompts, and the restriction
of using only one sentence as a response, among others [11].
The way that the conversation can go is twofold. Lilobot can
either leave mid-conversation in case it loses trust in the par-
ticipant (failed attempt), or it can decide to talk to the teacher
about the bullying (successful attempt). In both cases, a feed-
back report was generated in the end. That is the focus area
of this paper, evaluating how well the participants understand
that feedback through usability testing, examining whether
they find it useful in any way, and giving ideas for future im-
provement.

Figure 2: The sequence of the study organization.

During this stage we set up two constraints. Firstly, the
participant needed to at least reach the third phase during
their interaction. This is because jumping to the fourth phase
was harder compared to other phases, since the participant
lacked proper experience. Secondly, the other two researchers
deemed 10 minutes to be enough time for the participant
to get a sense of the bot’s believability, noticeability, and a
proper feedback report in the end.

Feedback Report
After the interaction with the bot, the two researchers car-
ried out their questionnaires and interviews with the partic-
ipant, leaving the feedback evaluation study to be done last.
Here the participant will be presented with the auto-generated
feedback, on which we will measure the participant’s input.
Following this, we reach the end of the experiment.

2.5 Data Analysis
Observational Analysis for Comprehensibility
In formative assessment, researchers often assess the success
and efficiency of users in completing specific tasks. In our
case, there aren’t really any specific tasks besides interpreting
the table and the belief changes in the transcript correctly,
so we will only try to assess to which extent the participants
understand these elements.



Hence, here we will perform observational analysis [7].
This involves analyzing qualitative data gathered through di-
rect observation of users interacting with the feedback report.
We will closely analyze user behavior, interactions, and dif-
ficulties encountered during the testing session. We will ex-
tract and identify patterns, recurring themes, or issues that
arise. This analysis helps uncover usability problems, user
preferences, and areas for improvement.

Thematic Analysis for Usability and Points of
Improvement
After gathering all primary qualitative data for usability and
points of improvement, we will perform thematic analysis [8]
on this data. This method is used to identify, analyze, and
interpret patterns or themes within a dataset. It involves sys-
tematically organizing and categorizing the data to identify
recurring topics, ideas, or concepts that are relevant to the
research objectives. Thematic analysis aims to uncover the
underlying meanings and patterns within the data, providing
insights into the experiences, perspectives, or phenomena be-
ing studied.

Additionally, we will perform simultaneous coding [6],
which offers advantages such as enhanced inter-coder relia-
bility, reduced bias, comprehensive analysis, and opportuni-
ties for reflexivity and critical reflection.

3 Results
The thematic analysis regarding usefulness and points of im-
provement produced seven themes in total. It’s important to
consider that the some of meaning units from the two in-
terview questions were mixed between the two. This hap-
pened because participants mentioned points regarding im-
provements during the usefulness interview, and vice versa.
By mixing them, we got a more holistic overview of these
two domains.

Figure 3 depicts a table with the theme names accompanied
by their respective categories. For each category, the number
of codes related to it is shown alongside the total number of
quotes per theme.

Regarding simultaneous coding, Cohen’s kappa [19] is a
statistical measure used to assess the level of agreement be-
tween two raters or evaluators when dealing with categorical
data. It takes into account both the observed agreement and
the agreement that would be expected by chance. In our use-
fulness and points of improvement domains, Cohen’s kappa
statistics were 0.52 and 0.58, respectively. These were both
moderate agreements.

3.1 Comprehensibility
It took on average five to six minutes for the participants to go
through the feedback report. Surprisingly enough, all but one
participant skipped the initial explanatory text of the paper.
Despite this, all of them could comprehend the information
in the feedback easily, with little to no further clarifications.

Table
When the participants were first shown the report, the ele-
ment which caught their attention first was the table. They
directly navigated the beliefs and the respective percentages

Figure 3: Theme overview. For each category, the number of codes
related to it is shown alongside the total number of quotes per theme.

that they were before and after the interaction. However, half
of them reported not knowing whether a certain percentage
entailed a good or bad value. There was no performance met-
ric they could refer to, so they based their interpretation of
these percentages on intuitive reasoning.

All of the participants made sense as to why the phases
were tied to certain beliefs. They often glanced at the Five-
Phase Model printout to see if the beliefs linked with their
respective phase objective were logically coherent. For ex-
ample, they examined why the belief ”I think the helpline
worker is interested in my story” was connected to the sec-
ond phase, where the main objective there is to get a clear
view of the child’s story, perspective, personality, network,
and competencies.

Transcript
Moving to the transcript, the first comment made by all partic-
ipants was that there was a lot of text. This made the readabil-
ity a bit slow, but the content presented was straightforward.
The element that captivated their attention the most was the
belief change. This is because it was presented to them earlier
in the table, and they were familiar with it. In the majority of
cases, they could derive meaning from the prompts they made
and how the beliefs were affected. But there were cases where
it was more challenging for them to interpret. For example,
when some participants said ”We’re gonna find a solution to-
gether” the belief ” I think the helpline worker can help me”
increased, but the belief ”I think the helpline worker can solve
my problem” decreased. This scenario is elaborated on in the
points of improvement domain.

Regarding the intention of the bot, most participants did
not make any remarks about it. All of them quietly acknowl-
edged it and moved on to the next prompt. When asked why,
they responded that there was no direct link between the be-
liefs and the intention, even though the intention was under-
standable. They didn’t see how the intention would be of any
use to their interaction because it was lacking a structure that
they could learn from, unlike the beliefs.

3.2 Usefulness
Tinkering with the model
Half of the users reported having learned a great deal from
the feedback report, mainly in terms of the model that the bot
was implemented. More precisely, they felt like they were
better prepared to tackle the next conversation as they had
more insight into how the model worked.



”It’s useful to see what it thinks and what exactly I said to
make it trust me more so I know how to work around it in the
future as well.”

However, they also found that this would make the bot de-
terministic, meaning that devising a sequence of hard-coded
prompts would always yield a positive outcome. They said
that in this scenario the feedback helped them learn how to
work around the bot and pass to the next phase quickly, which
doesn’t give them a sense of having learned to tackle a deli-
cate matter with a real child.

”I found the feedback useful, because I can learn how to
manipulate it. It’s not a particularly smart chatbot.”

Table guides on phases
The majority of participants found the table to be the most
useful element in the report. They felt that seeing beliefs tied
to certain phases guided them towards which prompts to make
when interacting with Lilobot.

”The first time around I was really thinking about what to
say and now I know which beliefs I need to tackle first, so I
can do that.”

One participant reported that seeing the belief percentages
also helped to tackle areas of improvement.

”So the scores with percentages are quite useful cause it
tells you which areas you’re lacking and which areas you can
improve upon.”

Mixed feelings about the transcript
The feedback regarding the transcript had mixed opinions.
Most participants appreciated this element, as they could see
a step-by-step walkthrough of how each prompt affected the
model.

”I guess I know if an approach worked ’cause I see a bunch
of upward arrows, so at least my approach wasn’t terrible.”

However, they didn’t regard the transcript to be construc-
tive. It only showed changes in the beliefs or intentions with-
out explaining why it happened, meaning that in certain cases
participants were left wondering what they did wrong.

”I didn’t get a sense of where I could improve and what I
could say next time.”

3.3 Extra Features

Better transcript readability
A remark made by almost half of the participants was that
the transcript could have been easier to read. The distinction
between the messages from the child and the helpline worker
alongside the belief change is not very prominent to the user
and requires mental effort to distinguish.

”If stuff was highlighted in different colors it would have
been easier to read. For example if value is ’I don’t trust
KT’ and it’s low then turn it red.” Some participants even
suggested turning the transcript into a table-like format.

”I think it would have been nicer as a table, with the first
column being the helpline worker or child, second the mes-
sage and third the belief. It would make it way more read-
able.”

A more realistic Five Phase Model
In their accounts, more than half of the participants found
that the discrete separation and flow of phases in the feedback
report wouldn’t resemble a conversation with a real child.

”The phases don’t have to follow a sequential order. Think-
ing you can help it is only applicable to phase 3, but why not
1 or 2? This feels a bit unnatural, phases can be a bit more
intertwined.”

In their view, a real-life conversation will hardly ever fol-
low such a structured approach, and having the bot jump from
one phase to another would prepare them better.

”This model is focused on completing every phase, mean-
while the child might just want the bullying to stop and he can
jump to any phase.”

Better comprehension
Half of the users ran into phrasing problems, and for half of
them it made the experience with the bot problematic. In most
cases they needed more than one session with the bot because
the bot wouldn’t understand the message.

”Often I have the right intention of the message but then
I didn’t phrase it the right way so it leaves the conversation
or it doesn’t respond.” These users suggested having a refer-
ence guide as to how you can formulate the sentences would
greatly contribute to the usability of the bot.

”Well, it would help to have a dictionary and guidelines on
how to use this system.”

Getting suggestions
Lastly, the vast majority of participants stated that more guid-
ance is needed with the feedback report. While it was clear
how the elements were connected and how the model worked,
there was a lot of room for interpretation.

”Would be useful having a model that revolves around
problem solving. Like how well did you solve the problem or
something.” In many instances the participants found the bot
to be incoherent with its behavior. For example, they couldn’t
understand why a certain belief was altered when the prompt
they made was used for a different purpose.

”Why does the belief ’I think the helpline worker can solve
my problem’ go down when I say that we can find a solution
together?” ”I don’t understand why at first when I ask if there
is someone that you trust she leaves the conversation.”

In our bullying scenario, the bot approaches the counselor
thinking that they are going to fix the bullying situation and
that it can trust them. And when the participant says other-
wise it loses trust and may leave the conversation. Because of
this, guidance as to why this happened was deemed useful if
they were to be included in the report.

4 Discussion
In this section we reflect on the aforementioned themes and
we attempt to give a possible explanation of the results.

Understanding the report
All the participants interpreted the report the right way. They
could explain what every element meant and how they were
interconnected to each other. This however doesn’t go with-
out reason. The experiment took place on-site at TU Delft,



through snowball sampling. Hence, we expected most par-
ticipants to be students at this university. Having a technical
background means that they took a very methodological and
structured approach to the report. It’s important to consider
that comprehensibility results might not be the same with par-
ticipants from other domains.

Double Coding
The Cohen kappa coefficient ranges from -1 to 1, with dif-
ferent interpretations for different values. A kappa value of 1
indicates perfect agreement beyond chance, while a value of
0 indicates agreement that is equivalent to chance alone. Neg-
ative values represent an agreement that is worse than chance.
In our analysis, the kappa statistics were 0.52 and 0.58, for the
first and second interview questions, respectively. A statistic
of 0.67 or greater is considered a satisfactory to solid agree-
ment [6]. From this we can infer that our coding could have
been more reliable, resulting in an enhanced credibility of the
analysis.

Limitations of Lilobot
A significant number of participants felt that they could
”workaround” with Lilobot after reviewing the feedback. The
rationale behind this will be elaborated as follows. Lilobot is
an initial iteration chatbot, and as such it has significant lim-
itations. One of them is that it doesn’t have an emotional
model, so whenever participants show sympathy it doesn’t
recognize it. The Natural Language Processing (NLP) imple-
mentation is also very limited. This means that there were
very specific sentence structures that participants had to ad-
here to for the NLP model to parse their input. In addition, the
bot’s responses were hard-coded and sparse, and they were
classified into response domains (like the length of getting
bullied or how it felt because of it).

Learning workaround
We propose two sequentially linked reasons as to why par-
ticipants thought they could ”work around” the bot to jump
to the next phase quicker. It’s important to consider that the
participants only tackled the bullying domain, but also the
limitations of the virtual child.

First, interacting with the bot conditioned them to use par-
ticular words and sentences while avoiding others. The phras-
ing problem means that the participant had to conduct more
than one session with Lilobot, and by doing so they recog-
nized the same responses from it. This became repetitive and
it gave them a sense of control and predictability. Subse-
quently, after looking at the table (deemed very helpful by
most participants) they saw which beliefs were tied to which
phase. We already know that the conversation with Lilobot
only supports a sequential flow of phases. Hence, knowing
how to formulate proper prompts and having a sense of the
responses they might receive, they formulated their input in
such a way as to tackle the belief tied to the current phase to
jump to the next one.

Following this line of reasoning, this is why we suspect that
a considerable number of participants perceived the feedback
as a ”workaround” rather than constructive feedback.

The need for extra guidance
Half of the participants suggested adding extra instructions
and guidance to the feedback, especially regarding the tran-
script. In contrast to the brief introduction to only the Five
Phase Model that they received, volunteers of the helpline
usually complete a 30-hour face-to-face group training in-
cluding a wide range of domains. Hence, their training was
very limited and they lacked the experience and knowledge
that a volunteer would have gained regarding different child
counseling topics.

Regarding other points of improvement
In terms of the more realistic Five Phase Model and the phras-
ing problem, it is important to consider that this all depends
on the implementation of the virtual child. The feedback
report only gives feedback regarding the current version of
Lilobot. If this virtual child gets updated in a future iteration,
then the feedback report will reflect that.

5 Responsible Research
Careful consideration was put into how we could conduct
this experiment ethically. Below are some of the main points
which contribute to the responsibility of this research.

The experiment commenced after obtaining ethical ap-
proval from TU Delft, with approval number 2960. When
signing the consent form, it was made clear to the partici-
pants that they could withdraw from the study at any time.
During the data collection process for demographics, we used
Qualtrics 2 which is GDPR (General Data Protection Regula-
tion) 3 compliant and provides technology that enables the
strongest privacy and security law worldwide. As for the
transcription of participant responses during the interview, we
implemented measures for data anonymization. These mea-
sures were implemented to ensure that participants could not
be identified through personal data in the event of a data leak.
In addition to this, we also randomized the participant num-
bers.

The code necessary to implement the chatbot is openly ac-
cessible in the TU Delft repository. This implies that once the
environments are set up and the installations are completed,
anyone can readily execute the chatbot. Upon concluding the
conversation, a feedback report will be generated, which can
be utilized to reproduce this study.

The dataset for this study is available in the 4TU database
4.

6 Conclusions and Future Work
The feedback was understandable to all the participants, with
some of them skipping the initial instructions on how to nav-
igate it. However, this should be approached with a degree of
skepticism given the expected technical background.

In terms of usefulness, most participants found the table to
be the primary element that would guide their future interac-
tions. Seeing which beliefs were tied to which phase gave

2https://www.qualtrics.com/
3https://gdpr-info.eu/
4https://doi.org/10.4121/85110f4b-40e1-4567-9f6e-

e97c6337ad92

https://doi.org/10.4121/85110f4b-40e1-4567-9f6e-e97c6337ad92
https://doi.org/10.4121/85110f4b-40e1-4567-9f6e-e97c6337ad92


them a sense of direction. However, half of the users per-
ceived the table as being a workaround for the virtual child.
This is because of the repetitive responses they encountered
and other limitations of Lilobot, as discussed earlier.

In terms of proposed features and improvements, more
than half the participants stated that improved comprehension
from the bot and a more realistic Five Phase Model would re-
semble a real-life scenario with the child. This is however
dependent on the implementation of the virtual agent. Re-
garding extra guidance and suggestions, we deemed it to be
due to the lack of proper training from the participants. One
last noteworthy point of improvement for the future iteration
is a better user interface for transcripts, using tables and col-
ors.

In summary, the feedback report is constructive for most,
but the limited implementation of Lilobot made some par-
ticipants regard it as a workaround. One intriguing field to
explore further involves enhancing Lilobot’s capabilities by
potentially incorporating an emotional model and possibly a
more advanced NLP model. This would naturally raise the
question: ’How would the feedback report be perceived any
differently in case the of a perfect virtual child model?’
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A Interview Questions
1. How do you feel better prepared from reading this feed-
back?
2. What other feature or aspect do you think would make this
feedback even more useful?



B Feedback Report



C Example Conversation Transcript
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