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Appropriate trust is an important component of the interaction between people and AI systems, in that “in- 

appropriate” trust can cause disuse, misuse, or abuse of AI. To foster appropriate trust in AI, we need to 

understand how AI systems can elicit appropriate levels of trust from their users. Out of the aspects that in- 

fluence trust, this article focuses on the effect of showing integrity. In particular, this article presents a study 

of how different integrity-based explanations made by an AI agent affect the appropriateness of trust of a hu- 

man in that agent. To explore this, (1) we provide a formal definition to measure appropriate trust, (2) present 

a between-subject user study with 160 participants who collaborated with an AI agent in such a task. In the 

study, the AI agent assisted its human partner in estimating calories on a food plate by expressing its integrity 

through explanations focusing on either honesty, transparency, or fairness. Our results show that (a) an agent 

who displays its integrity by being explicit about potential biases in data or algorithms achieved appropri- 

ate trust more often compared to being honest about capability or transparent about the decision-making 

process, and (b) subjective trust builds up and recovers better with honesty-like integrity explanations. Our 

results contribute to the design of agent-based AI systems that guide humans to appropriately trust them, a 

formal method to measure appropriate trust, and how to support humans in calibrating their trust in AI. 

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); • Computing 
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 INTRODUCTION 

I technologies are creating new opportunities to improve people’s lives worldwide, from health-
are to education to business. However, people do over-trust or under-trust these technologies
ccasionally [ 87 , 92 ]. Under-trust can lead to under-reliance, and over-trust can lead to over-
ompliance, which can negatively impact the task. Hence, for AI systems to reach their potential,
eople need to have appropriate levels of trust in these systems, not just trust. Although there are
any ways to define appropriate trust [ 118 ], in this article, we take this to mean that the trust a

uman has in a system needs to align with the actual trustworthiness of the system [ 32 ]. 
It has only been in recent years that we have found research on appropriate trust in AI systems

 7 , 99 , 100 , 118 ]. Appropriate trust is a complex topic, as it requires consideration of the influence
f context, the goal-related characteristics of the agent, and the cognitive processes that govern
he development and erosion of trust [ 18 ]. In this work, we aim to contribute by studying how
xplanations given by the AI, which highlight different integrity-based principles (e.g., honesty,
ransparency, fairness), can influence trust and the appropriateness thereof. 

Explainable AI (XAI) is meant to give insight into the AI’s internal model and decision-making
 112 ] and has been shown to help users understand how the system works [ 16 , 85 ]. Efforts to ensure
hat AI is trusted appropriately are often in the form of explanations [ 7 , 69 , 120 ]. Intuitively, this
akes sense, as understanding an AI system’s inner workings and decision-making should, in

heory, also allow a user to understand better when to trust or not trust a system to perform a
ask. Many are focused on how the system works: what it can do and can not [ 69 , 110 ]. This is
one in many different ways, from highlighting essential features of a decision [ 111 ], contrasting
hat would have happened if something was different [ 91 ], or how confident the system is about

ts answer [ 121 ]. 
Typically, explanations are focused on giving information about a system’s ability to improve

ppropriate trust. However, literature on how humans trust typically sees trust as more than a
elief about ability. Therefore, it is helpful to expand our perspective on explanations as well. A
seful starting point for understanding human trust is the ABI ( Ability, Benevolence, and Integrity )

odel from the organizational context by Mayer et al. [ 73 ]. This model has been used extensively
n modeling trust, such as by Lee and See [ 64 ], Hoffman et al. [ 39 ], and Wagner et al. [ 108 ]. It defines
uman trust as “A trusts B if A believes B will act in A’s best interest and accept vulnerability to
’s action” [ 73 ]. Moreover, it distinguishes three trustee characteristics that influence a trustor’s

rust: belief in ability, benevolence, and integrity. 
Ability indicates the skills and competencies to do something. Benevolence is about a willingness

o do good to a specific trustor. Integrity is defined as the trustor’s perception that the trustee
dheres to acceptable principles [ 73 ]. One of the extensively studied factors in trust research is
he ability of the system [ 12 , 17 , 29 , 45 , 75 , 104 ]. However, fewer studies have investigated the
ntegrity and benevolence dimensions of trust [ 123 ]. Benevolence is a specific attachment and
motional connection between the trustor and trustee, which builds over time [ 73 ]. Human-agent
nteractions are often short-term, and the extent to which we form emotional connections needs
o be clarified. Therefore, more work on long-term social connections between humans and AI
ight be necessary before fully understanding the role of benevolence in XAI and human-AI trust

elationships. 
Prior studies on integrity have linked it to conventional standards of morality—especially those

f honesty and fairness [ 46 , 74 ]. XAI can be regarded as a way to enhance system integrity, i.e., the
ystem being honest about making decisions is a form of integrity. No matter the exact definition,
t is clear that integrity is a concept that can play a role even in short-term interactions. Moreover,
e follow Huberts in claiming that integrity is an essential concept for human-AI interaction [ 46 ].
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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y applying Olaf’s principle, 1 integrity is a necessity and a mandatory requirement of being true
o oneself and others [ 74 ]. This aligns with the notion that, as AI is increasingly used to make
utonomous decisions over time, the principles that underlie these decisions are highly relevant
 1 ]. Furthermore, lack of integrity could cause issues of bias and deception that have already started
o impact humankind [ 62 ]. 

Therefore, the question arises what the effect would be of explicitly mentioning principles re-
ated to integrity into XAI on appropriate trust of a user in the system. In human-human interac-
ions, principles associated with integrity such as accountability, transparency, and honesty have
een suggested as important for appropriate trust [ 61 ]. The question arises whether XAI could
xplicitly use references to these principles in explanations, and how would this affect (the ap-
ropriateness of) trust in the system? More specifically, we consider three principles related to
ntegrity to express through explanations: 

(1) Honesty about the system’s capabilities and confidence. 
(2) Transparency about the process of decision-making. 
(3) Fairness in terms of sharing what risks such as biases exist. 

onesty, transparency, and fairness appear in various studies as common elements of integrity in
CI, HRI, or human-AI interaction literature [ 9 , 25 , 50 , 57 , 58 ] (see Section 3 ). Therefore, in this

tudy, we propose to incorporate references to these principles of integrity in explanations and
osit the following research questions: 

RQ1: How does the expression of different principles of integrity through explanation affect
the appropriateness of human’s trust in the AI agent? 

RQ2: How does human trust in the AI agent change given these different expressions of
integrity principles? 

RQ3: How do these different expressions of integrity principles influence the human’s
decision-making, and do people feel these explanations are useful in making a
decision? 

e conducted a user study with 160 participants, where they were asked to estimate the calories of
ifferent food dishes based on an image of the food with the help of an AI agent. In our user study,
he first research question focuses on how different expressions of principles related to integrity
hereafter referred to as “conditions”) in explanations can affect appropriate trust in human-AI
nteraction. 

In this article, we study RQ1 in the context of making an exclusive choice in the form of a deci-
ion to choose oneself or an agent to complete the calories estimation task. Moreover, to allow us
o study this question, we formally define what it means for trust to be appropriate in this context.
Q2 aims at understanding change in human trust in the AI agent over time under different ex-
ressions of integrity. Finally, RQ3 helps in understanding the effect of expressions of integrity on
uman decision-making and the effectiveness of explanations. Additionally, we were interested in
xploring possible effects of covariates such as propensity to trust. 

Contributions Specially, our research contributes the following: 
1: We present a measurable construct for appropriate trust in the context of a specific task by

roviding a formal definition. 
 McFall [ 74 ] describes Olaf’s principle as “An attitude essential to the notion of integrity is that there are some things that one 

s not prepared to do or some things one must do”. 

ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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2: We illustrate an approach for expressing integrity of the AI systems with explanations focus-
ng on honesty, transparency, and fairness. 

3: By conducting a user-study with 160 participants aligned with our research questions, we
how how explanations can help in building appropriate human trust in the AI system. 

We believe our research holds significance for two main reasons. First, before we can investigate
ethods to establish suitable trust, it is crucial to have a clear understanding of its meaning. Sec-

nd, the potential for conveying integrity-related principles through explanations remains largely
nexplored. Through our contributions, we aim to broaden our comprehension of fostering ap-
ropriate trust between humans and AI, which is vital for effective human-AI interaction [ 79 ]. 

 APPROPRIATE TRUST 

.1 Prior Work on Appropriate Trust 

o understand what exactly constitutes appropriate trust in Human-AI interaction, we need to
nderstand how people trust each other, i.e., interpersonal trust. Mayer et al. define trust as follows:
 trusts B if A believes that B will act in A’s best interest and accept vulnerability to B’s action [ 73 ].
oteworthy in this definition, and what we believe is a key to defining Human-AI trust, are notions
f belief and risk. The interpersonal trust reduces this risk by enabling A’s ability to anticipate B,
here anticipation is A’s belief that B will act in A’s best interest. Following Hoffman and Lee and

ee [ 39 , 64 ], we carry forward this definition of trust in human-AI interaction. 
Recently, there has been rapid progress in studies focusing on building appropriate trust in AI

 7 , 28 , 68 , 103 , 111 , 121 ]. In a recent work by Yang et al. [ 118 ], appropriate trust is defined as
he alignment between the perceived and actual performance of the system. This definition talks
bout the user’s ability to rely on the system when correct and recognize when it is incorrect.
imilarly, Jorritsma et al. relate appropriate trust to appropriate reliance on the system [ 53 ]. On
he contrary, Tolmeijer et al. inform us that although both trust and reliance are related, they should
e treated and measured as independent concepts [ 98 ]. The authors define trust as the belief that
an agent will help achieve an individual’s goal in a situation characterized by uncertainty and
ulnerability,” while reliance is defined as “a discrete process of engaging or disengaging” based
n Lee and See’s work [ 64 ]. We follow the similar distinction as proposed by Tolmeijer et al. [ 98 ] in
ur work, and see trust as a (subjective) belief, while we see reliance as an (objectively observable)
ehavior. 
Recent works in exploring appropriate trust in human-AI interaction have looked at the role

f system trustworthiness and social transparency. For example, Liao and Sundar emphasize the
ediating role of information display on trust judgments, and that appropriate trust relies on

ffective communication of system trustworthiness [ 68 ]. However, Ehsan et al. show that social
ransparency could support forming appropriate trust in human-AI interactions by embedding
ocio-organizational context into explaining AI-mediated decision-making [ 28 ]. Additionally, var-
ous works in human-robot interaction focus on providing end-users with an accurate mental

odel of a robot’s capabilities for establishing an appropriate level of trust [ 23 , 56 , 84 , 107 ]. We
elieve that in the above-mentioned prior works, the provided constructs of appropriate trust are
imited. The majority of these works consider the system’s ability or performance for defining
ppropriate trust. We would argue that there is more to appropriate trust than a correct belief
n the ability of the system; such as the psychology of trust focusing on beliefs [ 67 ], mutualistic
enevolence impacting trust [ 63 ], personal integrity requiring truth telling [ 74 ], and ethics of trust
ocusing on fairness [ 71 ], or even environment-based factors including task and culture [ 94 ]. 

A substantial amount of literature in human-AI interaction focuses on calibrating human trust,
hich is the process of making trust more appropriate over time. For example, De Visser et al.
efined trust calibration based on prior works by Cohen et al. and Lee and See [ 20 , 64 ] as a process
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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f updating the trust stance by aligning the perception of an actor’s trustworthiness with its actual
rustworthiness [ 23 ]. According to them, calibrated trust is a function of perceived trustworthiness
hat helps in eliciting appropriateness of trust. Okamura and Yamada proposed a framework for
etecting inappropriate trust in a system with a behavior-based approach [ 83 ]. Their framework
etects over- and under-trust in the system by monitoring the user’s reliance behavior. In a similar
ork by McGuirl and Sarter, the AI system provided system confidence information to improve

rust calibration [ 75 ]. In the above-mentioned studies, the focus of the task was to calibrate human
rust. These related works can be helpful to understand the appropriateness of trust, as calibration
s about the process that incorporates updating trust levels, and appropriate trust can be Boolean
er situation resulting from that update. 
In other works by Mehrotra et al. and Winikoff [ 80 , 116 ], it has been argued that AI systems’

alue-based reasoning can help achieve appropriate trust. Mehrotra et al. showed the effect of
dis)-similarity of human and agent’s values on a human’s trust, which forms a part of appropriate
rust [ 80 ]. Similarly, in work by Winikoff [ 116 ], we can find theoretical foundations for achiev-
ng appropriate trust based on value-based reasoning. According to Winikoff [ 116 ], value-based
easoning is an essential prerequisite for human-AI interaction, because (a) an AI system that is
ble to conduct reasoning using human values to make decisions could be used as a basis for pro-
iding higher-level and more human-oriented support (b) having an explicit model of values can
elp in verifying AI system’s behavior, for example, in system’s reasoning and decision-making
y taking ethical considerations into account. Building on these works, our research looks for a
eeper understanding in evaluating appropriate trust in human-AI interaction by incorporating
ntegrity-based explanations where integrity in itself is a part of basic inherent human values. 

.2 Our Approach on Appropriate Trust—a Formal Perspective 

e are interested in the effect of integrity-based explanations on appropriate trust, so we need
o first understand what exactly appropriate trust is and what counts as over- or under-trust.
ver-trust is often related to over-reliance on the system leading to misuse, and under-trust is

elated to under-reliance on the system leading to disuse. Also, we define another trust category—
nconsistency—following Sadiku et al. [ 93 ], who quotes famous anthropologist Margaret Mead on
nderstanding psychological notions of human behavior: “What people say, what people do, and
hat they say they do are entirely different things .” Intuitively, inconsistency happens when people

hoose to rely on those they trust less, or vice versa. 
The work described in the previous paragraph provides a conceptual understanding of appro-

riate trust, which we build on. Most notably, we say appropriate trust occurs when a belief about
rustworthiness matches with actual trustworthiness. We consider appropriate trust as a state that
s either true or false, rather than looking at the whole calibration process. However, for our pur-
oses, we also require a practically measurable definition of trust on top of this conceptual un-
erstanding. Therefore, we propose a formal definition that tells us exactly in which situations
rust is appropriate or not. Specifically, we consider appropriate trust from a specific angle in this
rticle. Our definition does not try to give an all-encompassing definition of appropriate trust, but
ather does so in the context of a specific type of task. Namely: Our task involves an exclusive
hoice of who will perform the task, the agent or the human. This selection is motivated by prior
orks on choice behavior by Israelsen and Ahmed and Okumara et al. [ 48 , 83 ] and recent work by
iller [ 82 ]. During our task, a user and an AI agent are working jointly. The user should select

hether for a particular task they want to rely on the AI agent or do it themselves . In this
ituation, we define trustworthiness of the agent as how well they perform this task. 

In our definitions, we use T W for describing trustworthiness. When discussing the trust of a
uman h in an AI agent a for a task t , we do not write T h (a, t ) but T (h uma n→ a д e nt ) , dropping the t
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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or the ease of reading. We then define: 

T (h uma n→ a д e nt ) = Trust of the human in the agent for accomplishing a task 

T W h uma n = (actual) Trustworthiness of the human for a task 

B h uma n (T W h uma n ) = Belief of the human regarding its own Trustworthiness for a task 

T W aд e nt = (actual) Trustworthiness of the agent for a task 

Se le ction h uma n = Selection by the human for the task, i.e., themselves or the agent 

e define appropriate trust based on the action and the subjective opinion of the human, as well
s the trustworthiness of both human and agent. Now, we will describe our concepts with the help
f above-mentioned parameters: 

• Appropriate Trust: (a) the human estimates that the AI agent is better at the task than
the human, (b) also the actual TW of the AI agent is equal to or higher than the human’s
TW, and (c) the human selects the AI agent for the task and vice versa —Equations (1) and
(2). Here, (a) is cognitive trust from the human, (b) is god’s eye view of the TW (described
in the next section) and (c) is human selection that could be based on observable behavior,
rationality or simply delegation of the responsibility. 

[ T (h uma n→ a д e nt ) > B h uma n (T W h uma n ) ] ∧ [ T W h uma n ≤ T W aд e nt ] ∧ Se le ction h uma n = aдent (1)

[ T (h uma n→ a д e nt ) < B h uma n (T W h uma n ) ] ∧ [ T W h uma n ≥ T W aд e nt ] ∧ Se le ction h uma n = human (2)

• Over-trust in the agent: the human estimates that the AI agent is better at the task than
the human and selects the AI agent even though the actual TW of the AI agent is lower
than the human’s TW. 

[ T (h uma n→ a д e nt ) > B h uma n (T W h uma n ) ] ∧ [ T W h uma n > T W aд e nt ] ∧ Se le ction h uma n = aдent (3)

• Under-trust in the agent: the human estimates that they are better at the task than the
AI agent and select themselves even though the actual TW of the AI agent is higher than
the human’s TW. 

[ T (h uma n→ a д e nt ) < B h uma n (T W h uma n ) ] ∧ [ T W h uma n < T W aд e nt ] ∧ Se le ction h uma n = human (4)

There could be instances where one can trust someone more than themselves and still
choose not to rely on them and vice versa. For example, we rarely doubt the efficacy of au-
tomatic shifting mechanisms of today’s cars, yet some people still choose to manually shift
for the pleasure of it. However, people might want to avoid responsibility by delegating to
the other person even if they have higher trust in themselves. Therefore, we formulate two
additional cases based as: 

• Inconsistency with a good outcome: the human estimates that the they are better at the
task than the AI agent however, they select the agent for the task, and the actual TW of
the AI agent is higher (or equal) than the human’s TW and vice versa. 

[ T (h uma n→ a д e nt ) < B h uma n (T W h uma n ) ] ∧ [ T W h uma n ≤ T W aд e nt ] ∧ Se le ction h uma n = aдent (5)

[ T (h uma n→ a д e nt ) > B h uma n (T W h uma n ) ] ∧ [ T W h uma n ≥ T W aд e nt ] ∧ Se le ction h uma n = human (6)
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Table 1. Categorization of the Trust Categories Based on Equations ( 1 ) to ( 8 ) 

Equation Higher TW Human trusts who? Human selects Trust Category 

1 AI Agent AI Agent AI Agent Appropriate 

1 Equal AI Agent AI Agent Appropriate 

2 Human Human Human Appropriate 

2 Equal Human Human Appropriate 

3 Human AI Agent AI Agent Over-trust 

4 AI Agent Human Human Under-trust 

5 Human AI Agent Human Inconsistency with a good outcome 

5 Equal Human AI Agent Inconsistency with a good outcome 

6 AI Agent Human AI Agent Inconsistency with a good outcome 

6 Equal AI Agent Human Inconsistency with a good outcome 

7 AI Agent AI Agent Human Inconsistency with a bad outcome 

8 Human Human AI Agent Inconsistency with a bad outcome 
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• Inconsistency with a bad outcome: the human estimates that the AI agent is better at
the task than the human, however, they select themselves, but the actual TW of the AI
agent is higher than the human’s TW and vice versa. 

[ T (h uma n→ a д e nt ) > B h uma n (T W h uma n ) ] ∧ [ T W h uma n < T W aд e nt ] ∧ Se le ction h uma n = human (7)

[ T (h uma n→ a д e nt ) < B h uma n (T W h uma n ) ] ∧ [ T W h uma n > T W aд e nt ] ∧ Se le ction h uma n = aдent (8)

ur definitions are suited for our task requiring exclusive decision-making, i.e., tasks where one
as to make a decision by either relying on oneself or the other party. We now summarize the
ases mentioned above in the following table. In Table 1 , Equation ( 1 ) represents two conditions
here TW h uma n = TW aд e nt and TW h uma n < TW aд e nt keeping other comparisons same. A similar
attern follows for Equations ( 2 ), ( 5 ), and ( 6 ). 

 INTEGRITY 

.1 Prior Work on Integrity 

ayer et al. state that “the relationship between integrity and trust involves the trustor’s percep-
ion that the trustee adheres to a set of principles that the trustor finds acceptable” [ 73 ]. This defi-
ition of integrity is rooted in the studies on organizational management. However, definitions of

ntegrity vary across disciplines, but even within disciplines. For example, again in management
cience, according to Jeavons [ 49 ], integrity has to do with continuity between appearance and
eality, intention and action, promise and performance, in every aspect of a person’s or an orga-
ization’s existence; whereas Hon and J. E. Grunig [ 42 ] described integrity in public relations as

‘the belief that the other party is fair and just.’’ 
A literature review by Palanski [ 86 ] provides an overview of relevant integrity definitions in phi-

osophy. The review outlines five general categories of integrity: wholeness, consistency of words
nd actions, consistency in adversity, being true to oneself, and moral/ethical behavior. Other re-
earch in human communication research measures integrity by simply “being honest” or “having
ntegrity” [ 117 ]. Turning to integrity in human-computer interaction, we see similar concepts tak-
ng the form of integrity definitions. For example, McKnight defined integrity as beliefs of honesty
nd promise-keeping for building trust in e-commerce systems [ 76 ]. Jensen et al. measured the
ntegrity of a drone system as being truthful in communication, honest, keeping commitments,
eing sincere and genuine, and performing as expected [ 50 ]. In both the studies mentioned above
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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nd in References [ 90 , 102 ], integrity in human-AI interaction is strongly related to honesty and
eing transparent about the process of decision-making. 
Kim et al. [ 57 ] and Wang and Benbasat [ 9 ] explored integrity in terms of fair dealings and

nbiased decision-making approaches. Kim et al. found that a robot’s integrity is responsible for
ediating the relationships between a robot and human trustworthiness. In a recent work by
nowles and Richards, integrity is highlighted in promoting public trust in AI [ 58 ]. According to

he authors, trust in AI arises in part from a perception of coherence between the human norms as
ighlighted by Giddens [ 37 ]. Giddens talks about human norms in two dimensions—the degree to
hich agents within the institution are empowered and the use of language by the AI agents. These
imensions resonate with scholarship on trust that emphasizes the importance of integrity. In
ummary, we can understand that integrity of an AI agent plays an essential role in building trust.
ome approaches link integrity to the sharing of (moral) principles or keeping to human norms.
n other approaches, specific principles are mentioned to constitute integrity. Differences exist,
ut some common principles related to integrity are honesty, keeping promises/commitments,
onsistency, and fairness. For AI in particular, transparency in decision-making is often mentioned
s key to integrity as well. 

.2 Our Approach on Integrity: Expressions of Integrity through Explanations 

s discussed in the previous section, many definitions of integrity in the AI literature focus on
pecific principles. In this article, we specifically focus on three of them: honesty, transparency,
nd fairness. These are all often used as honesty [ 50 , 66 , 117 ], transparency [ 5 , 25 ], fairness [ 15 ,
8 ]. Although keeping commitments [ 97 ] and consistency [ 88 ] are also often used, we choose not
o use them in our setting. Keeping commitments and being consistent both imply longer-term
nteraction and would be most logically related to behaviors more than explanations. Moreover,
e could imagine more principles of integrity are used in different settings. We do not argue our

ist is complete, but rather make a starting point with three important principles to potentially
ncorporate in XAI. 

Honesty, transparency, and fairness are all complex concepts that should be employed in
ecision-making of AI [ 3 ]. In this article, we choose to express elements of honesty, transparency,
nd fairness in a way that suits XAI. This means we do not claim that our explanations fit the
ull picture of what it means for an AI system to be, e.g., “honest.” Rather, we designed a specific
et of explanations aimed at highlighting: honesty in terms of highlighting uncertainty and confi-
ence; transparency in terms of explaining the process of decision-making; and fairness in terms
f sharing with users the possible risks and biases that may exist in the advice. 
We picked these specifications, as they make sense for AI to use in explanations. Uncertainty is

ften highlighted in confidence explanations [ 101 ], transparency is often mentioned as a keystone
f AI, and the decision-making process is something that should be particularly transparent [ 31 ],
nd giving fair advice means not only trying to exclude biases and risks as much as possible,
ut also being open about this [ 78 ]. These specifications also align with the work of Wang and
in, who provided three desiderata of designing effective AI explanations [ 112 ]. These desiderata

nclude (a) designing explanations improve people’s understanding of the AI model, (b) helping
eople recognize the uncertainty underlying an AI prediction, and (c) empowering people to trust
he AI appropriately. For brevity’s sake, we will use the broader terms “honesty,” “transparency,”
nd “fairness about risks” to refer to our specific expressions in the remainder of this article. 

3.2.1 Design of Explanations. Based on these specifications, two researchers with a Computer
cience background and one with a Cognitive Science background brainstormed together and gen-
rated sentences that formed explanations expressing the principles of integrity in three different
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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ays. We followed the notion of situation vignettes following the work by Strackand and Genner-
ch [ 96 ] to create text-based explanations. 

Each explanation creator was provided with a stack of different expressions of the principles of
ntegrity as identified above. Each note card had one expression printed on it. Each creator read
hrough each other’s explanations and decided if they felt it fell within scope or out of scope of
he principle to be expressed. For each explanation, creators then described their reasoning for
lassifying the expression of integrity as within or out of scope. In the end, all creators engaged in
imilar reconstructive processes to finalize the explanations by controlling the length (word limit
 6 ]) of explanations for the three integrity aspects (honesty, transparency, and fairness). Over-
ll, three iterations were performed for each explanation. The main author followed up with any
ecessary questions to determine the researcher’s interpretation of each hypothetical situation. 
Once the explanations were completed, we divided them in a four-part schema. We chose to

ollow a schema to keep consistency and uniformity in the integrity-based explanations through-
ut different conditions. Also, keeping a schema supports designing AI agents who can pro-
ide forward-reasoning decision support [ 122 ], i.e., helping people understand the information
n phases and make an informed decision. 

The first part of the schema shows an explicit reference to the integrity principle, for example, I
hink it is important to be transparent, so I’ll tell you how I came to this decision. This means that the
gent explicitly acknowledges that they value a certain principle. Further, all explanations contain
 reference to the source of the data on which the suggestion is based; an estimation of the total
alorie count based on the identified ingredients; and the answer the agent picks. 

To compare the different expressions of integrity, a baseline explanation was also designed.
his type of explanation did not include a specific reference to an integrity principle, but always
xpressed the source of the data, an estimation of calories without referencing the ingredients, and
he final answer chosen by the AI agent. 

3.2.2 Expressions of Integrity in Explanations. Our expressions of integrity are portrayed based
n the following schemas. In addition to elements of the baseline explanation (the source of the
ngredients and the final answer), all the integrity-based explanations included a list of ingredients
dentified by the AI system of a food plate. Variation was added to avoid mechanical and “fake”-
ooking explanations. Specific examples of the different ways of expressions of integrity through
xplanations can be found in Table 2 and in the supplementary folder. 

(1) Honesty explanations always start with a reference to honesty, followed by an estimation
of how sure about the total calories on the plate (e.g., “so I’ll tell you that I’m not entirely
sure about identifying the total calories on this plate”). Often a confidence % is already
added, and usually there are at least two statements (e.g., one explaining why this confi-
dence level, one giving options on what the dish could be, or what it could contain, e.g.,
“It could be Caprese salad with 88% of confidence or beet salad with 85% of confidence.”

(2) Transparency explanations always start with a reference to transparency, followed di-
rectly by the selected answer and a ‘‘I’ll tell you how I came to this decision.” Following
(usually directly) is an indication of how sure the system is of what it could possibly be,
sometimes in combination (e.g., “I’m almost sure this is x, however, I’m not sure about
item x”). Sometimes there is a further explanation of why the system is this sure (e.g., “be-
cause of the low image resolution,” “My algorithm has failed to recognize the identified
portion”), or some more information about the dish (e.g., “Salsa is usually spooned over
nachos and are sprinkled with grated mozzarella”). 

(3) Fairness about risks explanations always start with a reference to bias, followed by
an indication of how sure the system is of what it could possibly be, sometimes in
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Table 2. Different Ways of Expressing Integrity through Explanation by an AI Agent 

Expression of integrity Explanation 

Baseline (Average 
length = 55 words, SD = 6 
words) 

The ingredients that I can correctly identify are displayed in the list and their 
confidence scores. The information I have is based on the UNESCO food nutrition 
website data. On adding, the total calorie count is 738 calories. Therefore, I would 
tick option 750 based on the identified ingredients. 

Honesty (Average length 

= 125 words, SD = 23 
words) 

I think it is important to be honest , so I’ll tell you that I’m not entirely sure 
about identifying the total calories on this plate. I am not confident about the 
food item encircled in dark white circle. This is because I have limited training 
data matching with this encircled food item. The items that I correctly identified 
are in the table. The information I have is based on the data taken from UNESCO 

food nutrition website. On adding, the total count is 750 calories which is closer to 
738. Therefore, I would tick the option 750 with my overall confidence level as 
62.5%. This confidence level means I am moderately sure about my answer. 

Transparency (Average 
length = 128 words, SD = 
19 words) 

I have selected 750 calories as the answer to this question. I think it is important 
to be transparent , so I’ll tell you how I came to this decision. I found a similar 
dish based on my training data from the UNESCO Food & Nutrition website that 
closely matches the given plate for the calories count. The dish I found is a curry; 
however, I am not sure about which curry it is. The matching visualization is 
shown next to the identified ingredients. Based on my training data and similar 
dish search, the total amount of calories should be 738 calories with 62.5% 

confidence, similar to the best match example. 

Fairness about risk 
(Average length = 130 
words, SD = 25 words) 

I think it is important to be fair and unbiased , so I will explain how I combat 
bias in my answer. I’m not entirely sure about identifying the total calories on 
this plate. I am not confident about the food item encircled in dark white circle. 
This is because there is no clear pattern among human annotators of this image. 
This image is labelled as an Indian Madras curry from UNESCO food nutrition 
website but I can find annotators for its ingredients only from the western 
population out of which no one has a profession tag of chef. They have classified 
the encircled item as bay leaf, fish, meat, chicken or beef. The items that I 
correctly identified are in the table which gives an estimate of 738 calories. 
Combining all the existing knowledge with uncertainty regarding the encircled 
item I will select the option 750 with my overall confidence level as 62.5% . 
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combination (e.g., “I’m almost sure this is x, however, I’m not sure about item x”). The
reasoning explanation can be an explanation of the (lack of) confidence for a choice or
of the choice itself. There is always either an explanation of the confidence or an explicit
reference to how large the chance of bias in the process or data would be or even both.
In some cases, there is a warning with the final answer that bias might be present. The
specific explanation is unique for every dish, so no explanation is repeated exactly. 

3.2.3 Differences between Integrity-based Explanations. 

(1) Baseline vs. Integrity Conditions: The baseline lacks a reference to any specific princi-
ple and only refers to the source of the data used, an estimation of the total calorie count,
and the final answer. The three integrity conditions all include this data source, estima-
tion, and answer as well. In addition, they each explicitly refer to their own principle to
start. 

(2) Honesty vs. Transparency and Fairness: Honesty explanations prioritize providing ac-
curate and truthful information about the AI agent’s decision-making process and high-
lighting uncertainty. Also, it is the only one that explains what the confidence intervals
mean. 
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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(3) Transparency vs. Honesty and Fairness: Transparency explanations aim to provide
a comprehensive and understandable view of the AI agent’s inner workings, without
necessarily prioritizing the accuracy or truthfulness of the information provided. Also,
it is the only one with a visual representation of ingredients identified, includes more ref-
erences to what the decision is based on, and mentions the final decision both at the start
and end, rather than just the end. 

(4) Fairness vs. Honesty and Transparency: Fairness explanations focus on ensuring that
the AI agent’s decision-making process does not unfairly discriminate against certain in-
dividuals or groups. It also explains why it is certain and where biases might occur more
than the others. 

e also designed visual explanations exclusively for the transparency condition of the integrity, as
his notion deals with the process of decision-making. Our classifier provided comparative exam-
les of visual classification. These visualizations categorize confidence values into buckets, such
s High/Medium/Low, showing the category rather than the numerical value. The cutoff points
or the categories were best match (confidence score > 0.8), good match (0.5 < confidence score <
.79), and unsure match (confidence score < 0.49); refer to Figure 9 . These cutoff points were set
n accordance with a prior study by Kocielnik et al. [ 59 ] and Google’s PAIR guidebook [ 2 ]. 

 METHOD 

.1 Participants 

ne-hundred-eighty-two participants (89 female, 93 male) were recruited to participate in the
tudy, via the online crowdsourcing platform Prolific (mean age = 24.8 years, SD = 4.4 years) and
he student university mailing list (mean age = 22.1 years, SD = 2.3 years). We recruited through
wo different methods, because we had less turnout of students from the mailing list due to long
tudy completion time. There were no differences among the two samples of participants for the
esponses we received. 

A total of 121 participants participated through the crowdsourcing platform and 61 through the
niversity mailing list. We chose Prolific platform because it is an effective and reliable choice
or running relatively complex and time-consuming interactive information retrieval studies [ 99 ].
articipants were selected based on the following criteria: age range (18+ years old); fluent level
f English—to ensure that participants could understand the instructions; and had no eating
isorder—to ensure minimal risk to participants for viewing different food items. 
Thirty-five percent of the participants reported having studied computer science or some related

eld. Our participants were from 30 different countries, with most participants reportedly born in
he United Kingdom (35), Germany (26), the USA (20), and India (20). Participants were informed
bout the nature of the task and the total completion of around 35 minutes. Those who accepted
ur task received brief instructions about the task and were asked to sign an informed consent
efore beginning their task session. 
The study was approved by the Human Research Ethics Review Board of Delft University of

echnology (IRB #2021-1779). Prolific participants received an honorarium of £ 5.43/hr for their
articipation. All participants were provided an option to participate in 5x 15 Euro Amazon gift
oucher raffle prize. 

.2 Task Design 

e aimed to establish human-in-the-loop collaboration in our experiment; i.e., a human making
 decision with the assistance of an AI assistant. In our experiment, participants were asked to
stimate the calories of different food dishes based on an image of the food. We designed this task
round calories as an approachable domain for our participants. The food dishes in our experiment
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Fig. 1. A between-subject measure of demonstrated trust. Participants interact with an agent and then must 

choose whether to rely on themselves or the AI assistant to complete each task in a sequence of tasks. An 

incorrect answer is a risk to the trustor causing reduction of 10 points and further away from the required 

points to receive an award. 
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ere specialized dishes from different countries around the globe. It is rare that participants can
udge all the food dishes well but are often good at judging their own cuisine. Therefore, we told
articipants that there is an AI assistant to help them in identifying the correct amount of calories.
During the brainstorming session of the authors, we decided to use the Food-pics database [ 11 ]

or selecting our dishes. We selected this database because it contains most popular dishes for
uropean and North-American populations from across the globe along with detailed meta-data
f the dishes. Fifteen randomly selected food dishes (referred to as ‘‘rounds’’ hereafter) were taken
rom this database in the main experiment. Each round consisted of five steps. 

Steps of the task: At the first step, participants were shown an image of a food dish. They were
sked to select their confidence in correctly estimating the calories of the food dish. Specifically,
e asked our participants, on a scale of 1–10, with 1 being ‘‘Not at all confident’’ and 10 being

‘Fully confident,’’ How accurately can you estimate the calories of this food image (Q1)? A zoom-
n option was also provided to participants to have a closer look at different ingredients of the
ood image. Subsequently, they were asked to guess one of the four options they believed to be
losest to the correct amount of calories in the dish. One option out of four was always the correct
nswer, and the first step only involved guessing the correct answer. 

At the second step, an AI assistant guessed the correct answer from the same options as step
ne. The AI assistant provided a list of ingredients that it believed to be a part of the dish and
he dish name with confidence scores ( for details, refer to Figure 3 ) in real time. The AI assistant
lso explained the reasoning for an answer by providing explanations. Additionally, at this step,
articipants were asked (Q2) to tick a checkbox if they believed that the AI assistant could better
stimate the calories than themselves. At the third step, participants selected their final decision by
hoosing between themselves or the AI assistant (Q3). At the fourth step, participants rated their
omfort level in making the decision (Q4) and usefulness of explanations (Q5). Finally, at the fifth
tep, the correct answer was shown to the participants and participants were asked to adjust their
rust level in the AI assistant. An overview of the above steps is visualized in Figure 1 . 

Scoring method: Each correct answer yielded +10 points, and an incorrect answer cost -10
oints. We specifically applied -10 points for a wrong answer to involve the risk factor associated
ith trust. Additionally, participants were informed that if they end up in the top three scorers on

he leaderboard, they will qualify to receive a 15 Euro gift voucher. The idea to include the leader-
oard was to turn a single-player experience into a social competition and provide participants
ith a clear goal. Participants were only informed about the top scores of the leaderboard and
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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heir rank once they finished the task. We did this to ensure that participants make an informed
election till the end of the task to qualify for the prize. Based on our exit interviews, participants
ere careful with their selection, as they wanted to maximize their chance of winning the award.

.3 Measures 

e used two types of measures. First, subjective measures where users directly report their opin-
on (referred to as “subjective measurement” hereafter) (e.g., References [ 21 , 36 , 119 ]). Second,
ehavioral measures (e.g., reliance [ 14 , 27 ] and trustworthiness, e.g., References [ 32 , 34 , 50 ]). We
sed the wording AI assistant instead of AI agent for the ease of participants. 

Subjective measures: Guided by the trust definition in the human communication research do-
ain [ 114 ], we measured participant’s trust inspired by Yang et al. [ 118 ] as four different measures:

1) cognitive trust to understand human estimation of AI agent capabilities [ 52 ], (2) participant’s
omfort level in making a decision [ 118 ], (3) usefulness of the AI assistant explanation [ 118 ], and
4) a global trust meter that captures changes in trust [ 55 ]. 

First , human cognitive trust to follow the AI assistant recommendation was measured via
2: “Select this [check] box if you think that the AI agent can better estimate the calories than
ourself.” We informed our participants that by selecting the check-box they believe that the AI
gent is better at the task than themselves. 

Second , human comfort was measured by the question: Q4—“How do you feel about your de-
ision?” this question measured participants’ comfort in taking a decision and was rated on a
0-point Likert scale from Not at all comfortable (1) to Very comfortable (10) with a step size of
.2, i.e., step sizes were 1.0, 1.2, 1.4...9.8, 10.0. We included this question in our user study for two
easons: (1) based on recent work by Yang et al. [ 118 ] indicating the importance of human com-
ort in decision-making and (2) based on our pilot study where participants often used the word
comfortable” to describe their decision, which also matches with prior work by Wangberg and
uchinsky [ 109 ]. 
Third , AI assistant explanation was measured by the question Q5: “Was the explanation by the

I assistant helpful in making the decision?” This item was rated on a 10-point Likert scale from
ot at all helpful (1) to Very helpful (10) with a step size of 0.2. 
Finally , a linear “Trust Meter” ranged from complete distrust (0) to complete trust (+100), in-

pired by Khasawneh et al. [ 55 ]. Participants were asked to adjust the trust meter after every
ound if their trust in the AI assistant changes. The trust meter was always available to partici-
ants and took the previous round’s trust meter value in every new round. For the first round, the
efault value of the trust meter was set at 50. 

Behavioral measures: For trustworthiness and reliance on the system, we looked at what the
articipant and AI agent did. First , our trustworthiness (TW) measurement was about who was
etter at the task, so could be either the participant, the AI agent, or both. It was measured by
onsidering how far the selected option was from the correct answer. No two options among the
our options were equal distance from each other. For example, if available options are 25, 66, 97,
nd 143, of which the correct answer is 97, and human selection is 66 and AI agent selection is 143,
hen human TW is higher than the AI. 

Second , participants were asked to “Select your final decision by selecting among the two options—
ourself or the AI assistant’s guess ” (Q3). With Q3, we measured reliance (distinct from trust, as we
iscussed in the introduction) by analyzing the behavior of the participants. If they followed the
I assistant’s advice or decision and selected it, then they were considered to rely on it. If they

witched their answer to another answer than the advised answer, then they did not. In case the
wo options were same, participants were asked to still decide based on the reasoning for calories of
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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he dish, classification of ingredients, and confidence levels. Their choice determined their reliance
ehavior on the AI agent. 
It is important to note that although trust and reliance are related concepts, they should be
easured as independent concepts. In this work, we follow this distinction as pronounced by

olmeijer et al. [ 98 ], where trust is the belief that “an agent will help achieve an individual’s goal in
 situation characterized by uncertainty and vulnerability” [ 64 , p. 51], while reliance is “a discrete
rocess of engaging or disengaging” [ 64 , p. 50] with the AI agent. 

.4 Experimental Setup 

he study was a mixed between- and within-subject design. The within-subject factor was sub-
ective ratings and between-subject factor was the integrity condition. This design choice was
nspired by Hussein et al. [ 47 ]. Participants were randomly assigned to one of four different exper-
mental conditions (“Baseline,” “Honesty,” “Transparency,” and “Fairness”). Each condition had an
qual number of participants. We did not manipulate other factors such as time [ 81 ] and workload
 22 ], but we controlled reliability [ 65 ] and risk factors [ 77 ]. The advantage of this experimental
etup, as stated by Miller [ 82 ], is that we can perform detailed analysis on the relationship Trust-
orthiness → Perceived Trust , which in turn helps in understanding appropriate trust. 
We utilized Clarifai Predict API with the “Food” model to recognize food items in images down

o the ingredient level. 2 Our visual classifier returned a list of concepts (such as specific food
tems and visible ingredients) with corresponding probability scores on the likelihood that these
oncepts are contained within the image. Our pre-trained classifier accuracy was about 75% (11/15
 73.33%), roughly matching the average actual classifier’s accuracy of 72%. The list of ingredients
long with their confidence score was represented in the form of a table, as shown in Figure 3 . 

Sequence of trials: Each participant finished all 15 rounds, including a trial round. The number
f rounds was decided to (1) compare with other experiments that studied trust (e.g., References
 99 , 118 ]), (2) have enough trials to develop trust but prevent participants from memorizing the
rder (serial position effects [ 44 ]), and (3) have sufficient data for all the integrity conditions. 
In each condition, participants finished a sequence of trials. All the sequences had the identical

rder of correct/incorrect recommendations by the AI assistant. This identical order allowed us
o compare different conditions. We also ensured that the AI agent response in the trial round
as always correct to protect trust in an early stage and to not skew or strongly bias towards
rong [ 72 ]. Food dishes in the sequence were randomized, and the instances used for training

nd practice were excluded in the main trials. On completion, participants were asked to fill in a
ost-experiment questionnaire targeted towards (a) their overall experience, (b) possible reasons
or their changes in trust meter, and (c) their decision to select themselves or the AI assistant. 

Pilot Study and Pre-test of Explanations: We used a think-aloud protocol with three par-
icipants for a pilot study. The aim of the pilot study was to test the experiment design and check
he explanations manipulations. In our experiment, participants were comfortable with estimating
alories of the food dishes based on their familiarity with the cuisine and often chose the AI agent
hen they were not confident. For example, a participant who identified himself as an American
ften relied on the AI agent to guess a food dish from Myanmar. Similarly, another participant
ho identified herself as an Asian often relied on the AI agent for a Mexican food dish. Based on

hese observations and UI layout feedback from the participants, we fine-tuned the questions and
nstructions. After the experiment was finished, we checked for manipulation of explanations. We
sked our participants to describe the principle of integrity they saw in the experiment from the
 https://w w w.clarifai.com/models/ai-food-recognition . 
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Fig. 2. This figure illustrates the experimental design of the user study. Each participant was assigned to 

a experimental condition (Baseline, Honesty, Transparency, and Fairness about risk), and they finished 15 

rounds in approximately 35 minutes with a 2-minute break after 7 rounds to avoid fatigue effect [ 19 ]. 
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ote cards that we used earlier with the explanation creators. All participants correctly identified
he integrity principles from the note cards. This result helped us in pre-testing our explanation and
tart with the main experiment. We excluded these three participants from the main experiment. 

.5 Procedure 

fter participants provided informed consent, they saw an overview of the experiment. As shown
n Figure 2 , participants were first asked to complete a pre-task questionnaire consisting of
i) demographic questions about their age and gender as well as (ii) the propensity to trust scale
 35 ] (Q6) and a balanced diet eating question (Q7) on a 10-point Likert scale from “I don’t care of
hat I eat” to “I care a lot of what I eat.”
At the beginning of the experiment, we told participants that they would work with an AI as-

istant and hinted that it could be wrong in its recommendation. They then took part in a trial
ession, read the instructions, saw an example of a food dish, and practiced using the trust meter.
articipants then proceeded to the main session. For each step, as explained in Section 4.3 , partic-

pants first saw an introduction of what they could expect to see. In addition, they were asked to
ocus on the table generated by the AI assistant for specific food items and visible ingredients with
orresponding probability scores. The screenshots of each step are in Figure 3 . 

 RESULTS 

ne-hundred-eighty-two participants participated in the user study, of which 19 (18 from Prolific
nd one from the university mailing list) did not pass our attention checks, leaving us with 163 par-
icipants. Furthermore, one participant selected the AI agent, and two always selected themselves,
ith a total experiment time of only eight minutes, indicating potentially invalid data. Hence, we

emoved the data of those three participants. Thus, the results and analysis include the remaining
160 participants (female = 85, male = 75; mean age = 23.6 years, SD = 2.8 years). A power analysis
f the mixed ANOVA with G*Power tool [ 30 ] revealed that with 40 participants per group, we
ave a power of 0.93 (considering a medium effect size of f = 0.25, αnew 

< .046). 

.1 Effect of Different Principles of Integrity on Appropriate Trust 

n this subsection, we analyzed how the expression of different principles of integrity through ex-
lanation affects appropriateness of the trust of a human in that agent ( RQ1 ). For this analysis,
e first conducted a descriptive statistics and then performed inferential statistics on the collected
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Fig. 3. Illustration (a simplified version) of the four steps performed by a participant of the user study. In 

step 1, participants rate their confidence in accurately identifying the calories (Q1). In step 2, the AI agent 

selects its answer with its reasoning in the form of explanations and confidence scores (Q2). In step 3, the 

participants makes their final decision (Q3). Finally, in step 4, participants rate their comfort in decision- 

making and usefulness of the explanations (Q4 and Q5). 

Table 3. A Contingency Table of Frequency Distribution Illustrating Number of Times Different Trust 

Categories Were Observed Given Explanations Highlighting Different Principles of Integrity 

Condition App. Trust Inconsistency(Bad) Inconsistency(Good) Under-trust Over-trust 

Baseline 0.418 0.078 0.327 0.123 0.050

Honesty 0.433 0.068 0.285 0.158 0.053

Transparency 0.410 0.068 0.302 0.153 0.065

Fairness 0.552 0.060 0.218 0.088 0.088

Occurrences are scaled as % distributions between 0 (no occurrence) -1 (always occurred). 
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ata to study the effect of explanations. The post-experiment questionnaire responses were ana-
yzed to support the results and are reported in Section 6.1 . 

The categorization of trust categories was calculated based on Table 1 . Following the equations
n the table, Higher TW was derived based on the TW measurement (as described in Section 4.3 ).
he value for Human trusts who? was based on the participant’s response for Q2, and for Human
election, it was based on Q3. On entering these values in Table 1 , we got our five different trust
ategories, as described in Section 2.2 . 

Frequency Distribution: Table 3 shows the frequency distribution of different trust categories
s observed for the explanations expressing different principles of integrity. For example, consider
 participant who viewed explanations expressing honesty about uncertainty and who fell into
he appropriate trust category seven times, inconsistency (good and bad outcome) two times each,
nder-trust three times, and over-trust once. Then, for the honesty condition in Table 3 , we report
ppropriate trust as 0.46, inconsistency (good and bad outcome) as 0.13 each, over-trust as 0.20, and
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 



Integrity Based Explanations for Fostering Appropriate Trust in AI Agents 4:17 

Fig. 4. This figure illustrates the frequency distribution of appropriate trust across 15 rounds and how it is 

affected by the wrong answers. 
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nder-trust as 0.06 on a scale of 0–1. Each condition consists of data of 40 participants collected
ver 15 rounds, i.e., 600 data points per condition. 

Effect of Integrity Expressions: We found a statistically significant effect of the integrity
rinciples expressed through explanation on trust categories. A chi-square test of independence
χ 2 (12, N = 40) = 55.11, p < .001, φ c = 0.30 showed that there is a significant relationship between
rust categories and experimental conditions. We further analyzed our contingency table ( Table 3 )
s a mosaic plot [ 40 ] to investigate relationships between different trust categories and conditions.
hile constructing the mosaic plot, we extracted Pearson residuals from the output of the χ 2

esults. 
We visualized Pearson residuals contribution to the total chi-square score using the correlation

lot ( for details, refer to Appendix A , Figure 6 ) as our exploratory analysis. Following the correlation
lot, a correlation value of ρ = 3.45 between the “Fairness about risk” explanation and appropriate
rust category was found. Following Hong and Oh [ 43 ], this correlation implies a strong association
etween the “Fairness about risk” explanation and the appropriate trust category. 
We were also interested in understanding how different trust categories build up or are relatively

table over time and how they are affected by the wrong answer. Figure 4 illustrates the frequency
istribution of appropriate trust across 15 rounds. The figure shows that appropriate trust drops
ith the first wrong answer across the four conditions. However, this effect does not perpetuate

n later rounds. It is interesting to note that appropriate trust builds up over time (rounds 1 to 4)
nd recovers slowly after each wrong answer. We also provide a similar graph as Figure 4 in the
upplementary for other trust categories. 

Predictors for Trust Categories: The trust categories were binary variables in our study: Ei-
her the participant achieved appropriate trust or not. For this reason, we also conducted a multi-
evel logistic regression per category, predicting proportions of the five trust categories separately.
n our model, each round was treated as one observation, i.e., each row was one observation, with
5 rows per participant. 
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Baseline Model : We first created a baseline model, which comprised a random intercept per
articipant and the different explanation conditions. Next, we added the ‘‘Wrong answers by the
I agent’’ as additional fixed effects factor to our baseline model. Our dependent measure indicated
hether this behavior is an appropriate trust behavior or not (similarly for other trust categories).

urthermore, we added a lag factor as a fixed effect to observe the effect of the previous round
nswer on the trust rating of the current round. The lag factor was coded as 1 if the previous trial
as correct and 0 if not. 
Baseline Model plus Covariates : We added three covariates ‘‘Care about eating’’ responses,

‘Propensity to trust’’ responses, and human confidence in estimating the calories (Q1) to our base-
ine model one-by-one. Since the χ 2 -based ANOVA comparison showed no significant improve-

ent in the goodness-of-fit of the model upon adding the covariates and none of the covariates
ere significant predictors of any trust category, we decided not to include them in the models,

ee Table 4 . For comparing the models for goodness-of-fit, AIC and BIC values are provided in
he Appendix B , Table 11 . We also report an marginal and conditional R-squared values, which
ndicates variance explained by both fixed and random effects; see Table 8 . 

Appropriate Trust : For the appropriate trust category, the “Fairness about risk” explanation was
he only statistically significant predictor. The coefficient value of “Fairness” ( β = 0.591, p < .001)
s positive. Thus, we can say that when a participant interacted with the AI agent explaining with
 focus on fairness through exposing risk and bias, the participant was more likely to achieve an
ppropriate level of trust in the AI Agent. 

Inconsistency : For the inconsistency with a bad outcome trust category, we did not find any
tatistical significant predictor variable in our analysis. However, for the inconsistency with a
ood outcome trust category, the “Fairness about bias” explanation was again the only statistically
ignificant predictor variable. The coefficient value of “Fairness about bias” ( β = −0.526, p < .001)
s negative. Thus, we can say that when participants interacted with the AI agent explaining with
 focus on being fair by exposing bias and risk, the participants were less likely to end up in the
nconsistency with a good outcome trust category. 

Under-trust and Over-trust : For both the under-trust and over-trust categories, we did not find
ny statistically significant predictor variable in our analysis. 

.2 Effect of Different Principles of Integrity on Subjective Trust 

n this subsection, we analyzed, how does human trust in the AI agent change given these different
xpressions of integrity principles ( RQ2) ? For this analysis, we performed a similar approach as
Q1 first to conduct descriptive statistics followed by inferential statistics where we focused on a
ultilevel regression model. Here, also, post-experiment questionnaire responses were analyzed

o support the results and are reported in Section 6.2 . 

Change in Trust Level Over Time: We used a global trust meter to capture changes in trust
ver time. First, we calculated changes in human trust towards the AI agent over time by sub-
racting differences in trust meter values between every two subsequent rounds. As can be seen
n Figure 5 , trust in the AI agent dropped whenever the AI agent provided a wrong answer. We
ecorded an average drop of 15 points in trust score when a wrong answer was preceded by a right
nswer by the AI agent. This drop was more than twice the number of points when there were two
rong answers in a row, i.e., around 35 points. These results seem to confirm that the AI agent’s

ccuracy influences trust. 

Predictors of Subjective Trust Scores: Our dataset includes one row for each participant and
ne column for each variable or measurement on that participant. In the context of longitudinal
ata, this means that each measurement in time would have a separate row of its own, therefore,
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Table 4. Results of GLMER Analysis for RQ1 (*: p < .05, **: p < .01, ***: p < .001) 

Independent variables Coefficient z value Pr( > |z|) Significance 

β SE 

Appropriate Trust 

(Intercept) Participants − 0 .262 0.135 − 1 .931 0 .053 

Fairness about bias 0 .591 0 .162 3 .650 < 0 .001 *** 

Honesty 0 .083 0 .161 0 .517 0 .604 

Transparency − 0 .009 0 .162 − 0 .594 0 .552 

Wrong Answer 0 .077 0 .097 0 .793 0 .427 

Lag (Wrong Answer) − 0 .139 0 .097 − 1 .439 0 .150 

Inconsistency (Bad outcome) 

(Intercept) Participants − 2 .572 0 .240 − 10 .692 < 0 .001 *** 

Fairness about bias − 0 .395 0 .274 − 1 .441 0 .150 

Honesty − 0 .181 0 .263 − 0 .689 0 .491 

Transparency − 0 .170 0 .263 − 0 .645 0 .519 

Wrong Answer − 0 .291 0 .196 − 1 .486 0 .137 

Lag (Wrong Answer) 0 .149 0 .190 0 .786 0 .432 

Inconsistency (Good outcome) 

(Intercept) Participants − 0 .843 0 .128 − 6 .570 < 0 .001 ***

Fairness about bias − 0 .526 0 .147 − 3 .571 < 0 .001 *** 

Honesty − 0 .225 0 .142 − 1 .583 0 .113 

Transparency − 0 .059 0 .140 − 0 .425 0 .670 

Wrong Answer − 0 .108 0 .106 − 1 .020 0 .307 

Lag (Wrong Answer) 0 .162 0 .106 1 .519 0 .128 

Under-trust 

(Intercept) Participants − 2 .180 0 .224 − 9 .720 < 0 .001 *** 

Fairness about bias − 0 .485 0 .289 − 1 .681 0 .092 

Honesty 0 .333 0 .266 1 .254 0 .209 

Transparency 0 .246 0 .268 0 .915 0 .360 

Wrong Answer 0 .236 0 .141 1 .667 0 .095 

Lag (Wrong Answer) − 0 .140 0 .143 − 0 .978 0 .328 

Over-trust 

(Intercept) Participants − 7 .006 1 .099 − 6 .373 < 0 .001 ** 

Fairness about bias 1 .000 1 .001 0 .982 0 .326 

Honesty − 0 .125 1 .014 − 0 .124 0 .901 

Transparency 0 .080 1 .007 0 .080 0 .936 

Wrong Answer − 0 .031 0 .229 − 0 .137 0 .891 

Lag (Wrong Answer) 0 .184 0 .233 0 .790 0 .430 

The marginal and conditional R 2 values are provided in the Appendix B for each model of the trust category. 
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n  
e analyzed this data using a multilevel regression model following the instructions by Finch et al.
 33 , Chapter 5]. 

Baseline Model : We analyzed the global trust meter responses as our dependent variable to test
he effect of different principles of integrity expressed through the explanations with a multilevel
egression model with random intercept for trials. In addition, we added the current round correct-
ess and lag as additional factors in our baseline model to test the effect of it on subjective trust
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Fig. 5. Illustration of mean responses for changes in Global Trust Meter over 15 rounds. The red-colored 

boxes represent when the AI agent provided a wrong answer, i.e., rounds 5, 8, 12, and 13. 
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cores. Since our data is linear, we used the LMER method for this analysis with the lmerTEST
ackage v3.1 [ 60 ]. 
Baseline Model with a lag factor plus Covariates : We now added fixed interaction effect between

he correct/incorrect answer and the lag variable to the model. Furthermore, we also examined
he two-way interaction effect between the correct/incorrect answer with different explanation
ypes. This model was significantly better than the other two models for the goodness-of-fit,
 r (> chisq) < 0 . 05 (refer to Appendix B , Table 9 and 10 , for further details). Hence, we finalized
his model as reported in Table 5 . 

Following the same procedure as RQ1, we further explored adding same covariates to our model.
dding these covariates did not improve our model and, therefore, we did not include those vari-
bles in our final model. Finally, we added human comfort and usefulness of explanations ratings
o the model and found that only the usefulness of explanations helps in improving our model. 

Based on the regression results, we can observe that the honesty explanation is a significant
redictor of the trust score compared to other explanations expressing integrity ( β = 7.84, p < .05),
.e., participants who saw the honesty explanation rated their subjective trust in the AI agent higher
han the other conditions. Furthermore, as shown in Table 5 , both the correct/incorrect answer
nd the lag variable are statistically significant predictors of the subjective trust ratings ( p < .05).
his result confirms our intuition observed from Figure 5 , where the effect of the correct/incorrect
nswer on the trust scores can be observed. Interestingly, the significance of the lag variable shows
he effect of the previous round correctness on the current round trust score. In other words, as it
s important to study the effect of the correct answer on the trust score for the current score, it is
qually important to study how the AI agent performed a round before to observe the changes in
he trust score. 

Additionally, our results show that the interaction effect between the correct/incorrect answer
nd the lag variable is significant ( β = −3.38, p < .05). Given that the sign on the interaction
oefficient is negative, we would conclude that there is a buffering or inhibitory effect. Analyzing
he correct/incorrect answer, lag, and their interaction reveals the drop and restoration of global
rust ratings. For instance, two consecutive correct trials yield a combined score of 21.44, while
 correct trial followed by an incorrect one results in a high initial drop of 7.77. Similarly, an
ncorrect trial followed by a correct one leads to a recovery to 17.05, almost reaching 21.44 again.
wo consecutive incorrect trials cause a complete drop to 0, followed by a gradual recovery to
.77, 17.05, and 21.44. These findings align with the results in Figure 5 . 

Moreover, there is a significant interaction effect between the correct/incorrect answer and the
onesty explanation ( β = −4.63, p < .05). This indicates that the impact of errors is smaller in the
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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Table 5. Results of LMER Analysis for RQ2 (*: p < .05, **: p < .01, ***: p < .001) with LMERTest 

R Package 

Independent variables Coefficient t value Pr( > |t|) Significance 

β SE 

Global Trust Ratings 

(Intercept) 46 .11 2 .90 15 .88 < 0 .001 *** 

Participants Round 0 .01 0 .08 0 .12 0 .907 

Fairness about bias 4 .06 3 .20 1 .27 0 .205 

Honesty 7 .84 3 .20 2 .45 0 .015 * 

Transparency 0 .68 3 .20 0 .21 0 .831 

Correct/Incorrect Answer 17 .05 1 .68 10 .14 < 0 .001 ***

Lag Correct/Incorrect 7 .77 1 .30 6 .00 < 0 .001 ***

Correct/Incorrect*Lag − 3 .38 1 .46 − 2 .31 0 .021 *

Correct/Incorrect*Fairness − 2 .71 1 .80 − 1 .51 0 .132 

Correct/Incorrect*Honesty − 4 .63 1 .80 − 2 .57 0 .010 *

Correct/Incorrect*Transparency − 1 .55 1 .80 − 0 .86 0 .391 

Usefulness of Explanations 1 .72 0 .18 9 .45 < 0 .001 *** 

Marginal R 

2 0 .136 

Conditional R 

2 0 .534 
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onesty condition, as depicted in Figure 5 . Also, usefulness of explanations is a predictor of global
rust ratings ( β = 9.45, p < .0001). This result means the participants found the explanations helpful
n adjusting their trust levels after each round. 

.3 Effect of Different Principles of Integrity on Human’s Decision-making and 

Usefulness of Explanations 

n this subsection, we analyzed, how do different expressions of integrity principles influence the
uman’s decision-making, and do people feel these explanations are useful in making a decision
 RQ3) ? For this analysis, we performed a similar approach as in RQ2. 

Descriptive statistics: We used human comfort ratings (Q4) and usefulness of explanations
atings (Q5) by participants to analyze our responses for RQ3. These ratings were measured after
ach trial. Therefore, we followed the same analysis method as for RQ2. For the human com-
ort ratings, we did not find any major differences among the four conditions; refer to Figure 7 ,
ppendix A . The mean ratings for the baseline condition was 6.178 (1.981), for honesty 6.285

1.863), for transparency 6.246 (1.811), and for fairness 6.128 (1.948). Similarly, for the helpfulness
f explanations ratings, we also did not find any major differences among the four conditions; refer
o Figure 8 , Appendix A . The mean ratings for the baseline condition was 6.333 (2.053), for honesty
.675 (1.764), for transparency 6.486 (1.845), and for fairness 6.423 (1.831). 

Predictors of Comfort and Explanations Helpfulness: We analyzed the human comfort
atings and usefulness of explanations responses as our dependent variable to test the effect of
ifferent principles expressed through the explanations with a multilevel regression model with
andom intercept for participants. We followed the similar model as for RQ2 in analyzing the
esults of this RQ. Adding the covariates from RQ1 did not improve both our models (human
omfort and explanations help). Also, adding the interactions as in Table 5 was not helpful in
mproving the model statistics. Therefore, we did not include them in our final models. We report
he regression model of predicting the usefulness of explanations in Table 6 and human comfort
n Table 7 , Appendix B . 
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Table 6. Results of LMER Analysis for RQ3—Helpfulness of Explanations (*: p < .05, **: p < .01, 

***: p < .001) 

Independent variables Coefficient t value Pr( > |t|) Significance 
β SE 

Explanations Help 

(Intercept) 2 .72 0 .25 10 .88 < 0 .001 *** 
Participants Round 0 .01 0 .01 1 .24 0 .217 

Fairness about bias 0 .09 0 .19 0 .45 0 .654 
Honesty 0 .29 0 .19 1 .48 0 .141 
Transparency 0 .13 0 .19 0 .69 0 .491 
Correct/Incorrect Answer − 0 .05 0 .08 − 0 .60 0 .548 
Lag Correct/Incorrect − 0 .14 0 .08 − 1 .87 0 .062 
Trust Score 0 .02 0 .00 10 .30 < 0 .001 ***
Human Comfort 0 .34 0 .02 17 .93 < 0 .001 ***
Marginal R 

2 0 .230 
Conditional R 

2 0 .391 
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Based on Table 6 , we can observe that the trust score is a significant predictor of the useful-
ess of the explanations ( β = 0.02, p < .001), i.e., participants who rated their subjective trust in
he AI agent could have found the explanations provided by it more helpful. Similarly, we found
hat human comfort in decision-making is another significant predictor of the usefulness of the
xplanations score ( β = 0.34, p < .001). None of the other covariates were found to be significant
redictors of the human comfort score except the helpfulness of explanations ( β = 0.35, p < .001).

 DISCUSSION 

ur results offer three major contributions for discussion in the field of the Human-AI interaction: 

(1) We can measure appropriate trust through a formal computation method in the context
of a specific task. 

(2) Appropriate trust can be enhanced by providing expressions of fairness principle of in-
tegrity in the context of human-AI interaction. Furthermore, appropriate trust builds up
over time and recovers slowly if an AI agent provides an incorrect output. 

(3) Subjective trust builds up and recovers better by providing expressions of honesty in
human-AI interaction. 

herefore, in this section, we will discuss our results about how the explanations expressing differ-
nt integrity principles influenced appropriate trust. Next, we will discuss how participants per-
eived the AI agent’s advice and made their decision based on theories from psychology and social
ciences, which possibly led them to select the AI agent. Finally, we will discuss the limitations of
ur work and possible future directions. 

.1 Expressions of Integrity and Appropriate Trust 

e found that the “Fairness about bias” explanations were the most effective for fostering appro-
riate trust in the AI agent. We know from previous work by Asan et al. [ 4 ] that knowing about
iases can influence human trust, which perhaps also explains why trust becomes more appropri-
te if human can intervene in AI decision-making. 

A closer look at our findings shows that, in our case, the explanations highlighting potential
ias and risks actually improved appropriate trust through increasing trust rather than decreasing
CM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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t. This makes intuitive sense, as fairness explanations could have triggered more cognitive effort
esulting in increase of people’s cognitive thinking for engaging analytically with the explanation
 13 ]. Furthermore, recent education research has shown that students’ actual learning and
erformance was better with the more cognitively demanding instructions [ 24 ]. Overall, our
ndings seem to support the proposition that we should be building explainable and bias-aware
I systems to facilitate rapid trust calibration, leading to building appropriate trust in human-AI

nteraction [ 101 ]. 
Interestingly, irrespective of which integrity principle was highlighted, explanations seem to

ave helped our participants in correcting under-trust and over-trust (see Figure 3 ). In particular,
eing explicit about potential biases and risks actually decreased inconsistent behavior with a good
utcome over the other explanation types in some cases (including those cases where trust was
ppropriate). A possible reason is that these explanations exposed potential bias(es) in the data
r the model, which could have convinced the participants to follow the AI agent. For example,
62 reported that “If the AI Assistant says dataset is biased, then [it’s] true I suppose and it’s more
rustworthy than my common sense because I haven’t seen the data, so I will stick to my initial trust
ecision” (P62, Fairness about bias condition) . Similarly, P133 reported “I feel like the results of [the
odel] were strange hence I went with my decision first but I was wrong, so next time for a similar

ound I choose the [AI] Assistant and it was right. Hence, I decided to follow him [AI Agent]!” (P133,
airness about bias condition). 

Another finding of our study was that irrespective of what principle of integrity was expressed
n the explanation, around 30% of the time participants ended up in the inconsistency (good and
ad outcome) trust category. This shows that even when participants reported that they trusted
he AI agent to be better than themselves, they still quite often chose not to rely on it. Based
n our exit interviews, we found that participants acted inconsistently several times during the
xperiment to increase their score leading to winning the gift voucher. For example, P20 told us “I
hink [AI Agent] it is better in identifying this dish, but it was also wrong with a similar dish in one of
he previous rounds, so I will choose myself because I do not want to lose any points. ” Similarly, P77
aid “Ahh, I was just checking if I say I trust [AI Agent] him but do not go with him then what will
appen. If it turns out to be good, I will do this again to keep my score up .”
We found none of the covariates “Care about eating” and “propensity to trust” a predictor of

ubjective trust score and any trust category. For “Care about eating,” a potential reason could
e that people who rated higher on caring about their eating behavior were more aware of the
ifferent ingredients with their calories level that were known to them and vice versa. Given the
mages of the food items in our experiment were diverse, this could have impacted their skills to
udge the calories well. For example, P97 with a score of 10 for the “Care about eating” question
eported that “I am very picky about what I eat as I need my balanced diet. However, this task is
ot easy as it has many international cuisines! ” For, “propensity to trust,” one possible explanation
an be that this dispositional covariate became less important as system experience increased.
lternatively, this covariate could influence trusting behaviors more than trusting beliefs. More

esearch is needed on the effect of propensity to trust factors over time. 

.2 Subjective Trust, Helpfulness, and Comfort 

ubjective trust is not the same as appropriate trust [ 118 ]. Chen et al. [ 18 ] identified in their study
hat participant’s objective trust calibration (proper uses and correct rejections) improved as in-
elligent agent became more transparent. However, their subjective trust did not significantly in-
rease. The “Fairness about bias” explanation in our work helped in fostering appropriate trust in
he AI agent. However, it did not necessarily improve participant’s (subjective) trust. This result
ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 4. Publication date: January 2024. 
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s in line with Buçinca et al. [ 13 ], who showed that there exists a tradeoff between subjective trust
nd preference in a system of human+AI decision-making. 

From Figure 5 and Table 5 , it is evident that the subjective trust ratings for the “Honesty” expla-
ations are significantly higher compared to the other explanation types. This observation can be
xplained by the explicit references to honesty by the AI agent as reported by P102, “It [AI Agent]
ostly talks about being honest and based on all rounds—I think it is, so I trust it” (P102, Honesty con-

ition) . We can recall that the AI agent in the “Honesty” condition expressed its honesty by stating
t cared about honesty and adding further information about uncertainty in the decision-making.
his expression of honesty resonates with Wilson [ 115 ], who argued that as long as communica-

ion is performed in an honest way, it produces ecological integrity affecting trust. 
We also found the effect of the current and the previous round correctness on the subjective

rust ratings; refer to Table 5 . This result is echoed from a prior study by Tolmeijer et al. [ 99 ], who
howed that system accuracy influences the trust development in an AI system. Furthermore, the
ffect of the previous round correctness, i.e., the lag in Table 5 , had an influence on the trust score
s well. This result indicates that trust is not only influenced by how the system is performing now
ut also on how it performed before. Human trust develops over time and depends on many factors.
lso, each interaction with a system can alter the trust in that system. For example, Holliday et al.

 41 ] looked at trust formation within one user session; they found that the impression of system
eliability at each time point shapes trust. Our results align with van’t Wout et al. [ 105 ], who show
hat the outcome of a previous round (whether the trust was repaid or abused) affected how much
 participant trusts another participant to send money. 

Turning to the transparency explanations, based on post questionnaire responses, the partici-
ants found the visual part of the explanation difficult to follow. For example, “I can see there is
est, good and unsure match but I have no idea it really helps as everything looks almost same!” (P140,
ransparency condition) . Additionally, we believe that the combination of visual with textual ex-
lanations may have hampered understandability as reported by P17 “That’s simply too much of
nformation for me!” (P17, Transparency condition) . 

Overall, trust scores exhibit a consistent level of stability, particularly an initial overall level of
rust that remains steady over time, except in cases where an error occurs (Figure 5 ). This is in line
ith our intuition of how trust works. Interestingly, while an increase of trust between rounds

hree and four was expected, trust recovers to same levels between rounds six and seven and nine
nd ten. A potential explanation can be that the AI agent’s early impressions positively influenced
he AI agent’s perceived reliability, leading to increased trust even after inaccurate advice. 

The result in Table 6 demonstrates no effect of type of explanations on participant’s usefulness
f explanations ratings. However, we found that participant’s trust and human comfort scores
ignificantly predicted the usefulness of explanations ratings. We can understand this result as if
n explanation was helpful; participants often rated their trust and comfort in the decision-making
rocess higher than the non-helpful explanations. 
We also found that participant’s decision-making comfort levels were similar across conditions.

owever, the explanations score significantly predicted the participant’s comfort level. A potential
eason might be that other individual factors more strongly influence the subjective notion of
he comfort of decision-making than the differences between our explanations. Another possible
xplanation is that different types of explanations by the AI agent did not necessarily improve
he comfort level but only assisted in decision-making. A previous study focusing on integrity
mong colleagues reported that showing integrity did not increase the comfort level of employees
o rely on each other [ 113 ]. This result aligns with our findings, where it is hard to establish human
omfort by expressing principles related to integrity. 
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.3 Understanding Human Psychology for AI Assistant’s Advice Utilization 

dvice utilization has been studied in the literature of psychology to understand how humans
tilize the advice given by others [ 70 ]. Jodlbauer and Jonas [ 51 ] found that while three different
imensions of trust (competence, benevolence, and integrity) mediate between advisor and lis-
ener, for the acceptance of advice, trust in advisor integrity played the strongest mediating role
n human-human interaction. 

Given that all the AI agents in our user study had the same competence level, the only differ-
nce was what principle of integrity was highlighted in the explanation of the AI agent. This dif-
erence partly explains why integrity expressions of fairness through exposing potential bias and
isk help understand appropriate trust in our study. Furthermore, this difference partly explains
ow integrity expressions of honesty about uncertainty in decision-making help understand users’
ubjective trust in our study. 

The theory by Bazerman and Moore [ 8 ] can help us partly understand why explanations ex-
osing potential bias and risk were significantly different from the other explanations used in this
tudy. They showed that humans are limited in their rationality and are often subject to cogni-
ive bias. Furthermore, when decisions involve risks based on unbiased advice and people cannot
eigh all relevant information, decision-makers often use the advice [ 8 ] that helps in reducing

heir own bias. Therefore, participants’ trust in the “fairness about risk” condition was more ap-
ropriate compared to other conditions. For example, P73 reported, “I was not sure about different
ype of vegetables in the salad but the AI told me correctly that it was also not sure, hence I decided
ot to trust it and went with my best possible option—which was eventually correct!”. 

.4 Reflections on Design Considerations for Building Appropriate Trust 

n the prior research, appropriate trust is often linked with [not] relying on the AI system when it
akes a [in]correct decision. This notion of appropriate trust heavily relies on the capability of the
I system leaving out other factors that can influence trust, such as integrity or benevolence. Here,
ur work serves as an example of how expressing different principles related to integrity through
xplanations can establish appropriate trust in human-AI interaction. Therefore, an essential fo-
us of designing AI for fostering appropriate trust should be both on the capability as well as the
ntegrity of the AI system. However, this comes with the challenge of obtaining accurate mea-
urement information regarding the machine learning models’ performance, bias, fairness, and
nclusion considerations. 

Lord Kelvin has promoted measurement with his memorable statement: “If you cannot measure
t, you cannot improve it” [ 54 ]. There is much discussion on the AI systems to be appropriately
rusted. However, there are very few suggestions for measuring the appropriate trust. Part of this
ack of literature on measurement is because trust is subjective in nature. What seems an appro-
riate trust for person A will not be appropriate for person B. Nevertheless, it is also crucial for
umans to calibrate their trust, recognizing that AI systems can never be 100% trustworthy. Like-
ise, we made an attempt to capture trust into various categories (appropriate, over-/under-trust,

nconsistency) through formal definitions. 
We believe that our proposed formal definitions can help facilitate communication between

esearchers, practitioners, and stakeholders by providing a common language and understanding
f what is meant by measuring appropriate trust. Furthermore, it can set clear expectations for
ow trust should be measured, can promote a better understanding of what trust means, and what
spects of trust should be considered [ 10 ]. We hope this work highlights the need for guidelines
o incorporate a method to capture appropriate trust and develop an understanding of human
ecision-making with psychological theories such as advice utilization. 
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.5 Limitations and Future Work 

ur work limits itself to exclusive decision-making, which does not represent the full spectrum
f possible human-AI interaction. Our task was inspired by scenarios in which a human needs to
ake a conscious choice to either follow the system advice or their own; such as the autopilot
ode or cruise control in a car. Therefore, our findings may not generalize to every scenario such

s human-AI teaming, where the focus is more on the collaboration. Additionally, in our definition
f appropriate trust, we did not further explore the reasons for the selections made by the human.
nteresting notions for further study are how our notions of appropriate trust can be influenced
y the delegation of responsibility, focusing on different choices people make in the delegation.
or example, people are more likely to delegate a choice when it affects someone so as not to take
he blame if something goes wrong [ 95 ]. 

In our user study, we used images of various food items for estimation of food calories based
n a machine learning model. In our day-to-day situations, people hardly use such technological
dvances. Therefore, the level of realism can be further improved in future studies. Furthermore,
ur users got 15 trials in the same condition, which could have led to possible learning or fatigue
ffects even though we provided a break after seven rounds. Also, the order of the wrong AI ad-
ice was same across the conditions, which made it hard for us to control the possible fatigue
ffects. 

We have utilized situation vignettes to craft our explanations. In our work, custom build expla-
ations to highlight different principles related to integrity were better suited to our user study,

.e., by explicitly revealing the importance of individual notions of integrity (honesty, transparency,
nd fairness) in a calories estimation task. In this, we attempted to keep other variables (e.g., length)
ostly the same, but, for instance, it was inevitable that the baseline explanation would be shorter.
he style was controlled for in some way by having the same authors for all explanations, but here,

oo, differences might exist between conditions. For instance, the “fairness about risk” explanation
ight have been a little more technical, as it explained where in the process risks could come from

e.g., bias in training data). Although we cannot exclude such influences, we would argue that such
light differences will always be inevitable when expressing different principles in explanations.
ore research on, e.g., style of writing, length, would be relevant to further control for such factors

 106 ]. 
Finally, our explanations express the related principles of integrity in one specific way, and

ifferent methods of expressing these might have different effects on trust than what we found.
owever, with this work, we show a method for the AI agent to express its integrity in the form of

xplanations, and our aim for this research was not to design effective explanations but to study
ow different expressions of integrity can help in building appropriate trust. 
A future research direction to scale this work could look at how we can create vignettes by sys-

ematically combining actions of the agent based on the affect control theory [ 38 ] in real time. For
xample, one could adopt ensemble machine learning methods, as they are shown to perform well
nd generalize better for generating action-based situations [ 26 ]. One could also look at PsychSim
 89 ] framework, which combines two established agent technologies: decision-theoretic planning
nd recursive modeling for crafting explanations using machine learning models. 

Furthermore, the understandability of explanations might be further enhanced by design spe-
ialists and tested by crowdsourcing with a diverse demographic sampling. Broader findings
ould further enable designers to craft explanations to make AI systems more understandable

nd trustworthy. Finally, further work can explore trusting behavior targeting both integrity and
enevolence as antecedents of trust. 
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 CONCLUSION 

ur user study was a means to employ the formal definition of appropriate trust and understand
ow expressions of principles related to integrity through explanations can help in fostering ap-
ropriate trust. In this article, we (a) provided a formal definition of appropriate trust following the
nterpersonal perspective of trust, (b) investigated different ways of expressing principles related
o integrity through explanations—honesty about uncertainty; transparency about the decision-
aking process; and fairness in terms of being open about potential bias and risk by an AI agent,

nd (c) showed the effect of these different types of integrity-based explanations on the end-user’s
ppropriate trust. Our task involved an exclusive decision-making process where participants were
equired to select either themselves or rely on the AI agent for the task. Our results show a strong
orrelation between expressing integrity focused on fairness in openness about biases and ap-
ropriate trust. In summary, the two key takeaway messages of this work are (1) a measurement
ethod for appropriate trust in exclusive decision-making task and (2) expressing integrity prin-

iples in explanations given by an AI agent has the potential to improve end-users’ appropriate
rust and enhance the appropriate use of AI systems. 

PPENDICES 

 APPENDIX 

ig. 6. A correlation plot between trust categories and integrity conditions. Positive residuals are in blue

nd specify an attraction (positive association). Negative residuals are in red, implying a repulsion (negative

ssociation). The relative contribution of each cell to the total chi-square score provides an indication of the

ature of the dependency between trust categories and conditions. 
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Fig. 7. Illustration of mean responses for changes in human comfort in decision-making ratings over 15 

rounds. The red-colored boxes represent when the AI agent provided a wrong answer, i.e., rounds 5, 8, 12, 

and 13. 

Fig. 8. Illustration of mean responses for changes in helpfulness of explanations ratings over 15 rounds. The 

red-colored boxes represent when the AI agent provided a wrong answer, i.e., rounds 5, 8, 12, and 13. 
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Fig. 9. Screenshot of transparency condition of the user study. This condition provided visualization of con- 

fidence scores in terms of best, good, and an unsure match (refer to top right corner). 

B
 APPENDIX 

Table 7. Results of LMER Analysis for RQ3—Helpfulness of Explanations (*: p < .05, **: p < .01, 

***: p < .001) 

Independent variables Coefficient t value Pr( > |t|) Significance 

β SE 

Human Comfort 

(Intercept) 4 .08 0 .27 15 .31 < 0 .001 *** 

Participants Round 0 .01 0 .01 0 .26 0 .792 

Fairness about bias − 0 .14 0 .23 − 0 .58 0 .562 

Honesty − 0 .04 0 .24 − 0 .16 0 .870 

Transparency 0 .00 0 .23 0 .02 0 .985 

Correct/Incorrect Answer − 0 .16 0 .08 − 2 .08 0 .561 

Lag Correct/Incorrect − 0 .28 0 .08 − 1 .71 0 .069 

Trust Score 0 .01 0 .00 1 .40 0 .162 

Explanation Help 0 .35 0 .02 17 .36 < 0 .001 ***

Marginal R 

2 0 .150 

Conditional R 

2 0 .394 
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Table 8. Marginal and Conditional R 

2 Values for Regression Model of RQ1 

Model Marginal R 

2 Conditional R 

2 

Appropriate Trust 0 .021 0 .082 
Inconsistency (Bad outcome) 0 .011 0 .098 
Inconsistency (Good outcome) 0 .014 0 .032 
Under-trust 0 .028 0 .199 
Over-trust 0 .010 0 .848 

Table 9. AIC and BIC Statistics for the Regression Models of RQ2 

Model AIC BIC 

Baseline 18,617 18,662 
Baseline+Lag 18,566 18,618 
Baseline+Lag+Interactions 18,565 18,639 
Baseline+Lag+Interactions+Helpfulness of Explanations 18,481 18,561 

Table 10. Regression Models Comparisons of RQ2 

Model Baseline Baseline+Lag 

Chi Square Pr( > Chisq) Chi Square Pr( > Chisq) 
Baseline+Lag+Interactions 62 .032 < 0 .001 9 .701 0 .045 

A
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Table 11. AIC and BIC Statistics for the Regression Models of RQ1 

Model AIC BIC 

Appropriate Trust 

Baseline (Correct/Incorrect Answer+Lag) 3,037 .5 3,077 .5 
Baseline+Covariate 1 (Care about eating) 3,039 3,084 .7 
Baseline+Covariate 2 (Propensity to Trust) 3,039 .3 3,085 
Baseline+Covariate 3 (Usefulness of Explanations) 3,039 .1 3,084 .8 
Baseline+Covariate 4 (Human Comfort) 3,039 .3 3,085 
Inconsistency with a bad outcome 

Baseline (Correct/Incorrect Answer+Lag) 1,140 .7 1,180 .7 
Baseline+Covariate 1 (Care about eating) 1,142 .6 1,188 .3 
Baseline+Covariate 2 (Propensity to Trust) 1,142 .5 1,188 .2 
Baseline+Covariate 3 (Usefulness of Explanations) 1,139 .9 1,185 .6 
Baseline+Covariate 4 (Human Comfort) 1,142 .7 1,188 .4 
Inconsistency with a good outcome 

Baseline (Correct/Incorrect Answer+Lag) 2,653 2,693 
Baseline+Covariate 1 (Care about eating) 2,651 .7 2,697 .4 
Baseline+Covariate 2 (Propensity to Trust) 2,653 .6 2,699 .3 
Baseline+Covariate 3 (Usefulness of Explanations) 2,654 .9 2,700 .6 
Baseline+Covariate 4 (Human Comfort) 2,654 2,699 .7 
Under-trust 
Baseline (Correct/Incorrect Answer+Lag) 1,671 .1 1,711 .1 
Baseline+Covariate 1 (Care about eating) 1,672 1,717 .7 
Baseline+Covariate 2 (Propensity to Trust) 1,673 .1 1,718 .8 
Baseline+Covariate 3 (Usefulness of Explanations) 1,671 .5 1,717 .2 
Baseline+Covariate 4 (Human Comfort) 1,670 .3 1,716 .1 
Over-trust 
Baseline (Correct/Incorrect Answer+Lag) 822 .8 862 .8 
Baseline+Covariate 1 (Care about eating) 822 867 .7 
Baseline+Covariate 2 (Propensity to Trust) 824 .4 870 .1 
Baseline+Covariate 3 (Usefulness of Explanations) 824 .6 870 .3 
Baseline+Covariate 4 (Human Comfort) 824 .2 869 .9 

AIC is best for prediction, as it is asymptotically equivalent to cross-validation. BIC is best for 

explanation, as it is allows consistent estimation of the underlying data-generating process. 
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