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Preface

The Cavendish Laboratory in Cambridge is famous for many extraordinary discoveries in the late 19𝑡ℎ
and early 20𝑡ℎ such as the electron and neutron. It has also laid the foundations for the discovery of
quantum mechanics and the double-helix structure of the DNA molecule. If we could go back in time to
the old Cavendish Lab we would see an inscription carved in Latin above the great oak door. Translated
in English it said:

Great are the works of the Lord, studied by all who delight in them

The inscription was put there by the first Cavendish Professor, James Clark Maxwell. Maxwell was the
first to show that electricity, magnetism and light are different manifestations of the same phenomenon
which has become one of the most successful theories in the history of science. Many will recognise
(and struggle to re-derive) the famous Maxwell equations derived by himself over 150 years ago. The
inscription is a verse from the bible, Psalm 111:2. Just as Maxwell was reminded of these words before
entering the lab, these words are placed at the beginning of the thesis as a reminder to me, and perhaps
even to you. This thesis is in honour of the many great scientists that have gone before us and to the
infinitely greater, Creator of All.

W.G. Ras
Delft, November 2022
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Abstract
Today, one of the major goals of modern astronomy is the search for other habitable worlds and the
presence of life on them. Crucial in this search is the atmospheric characterisation of small, rocky
planets orbiting in the habitable zone around solar type stars. The LIFE initiative will be able to per-
form atmospheric characterisation of a sizeable subset of these planets in the mid-infrared (mid-IR)
wavelength regime (5-20 𝜇m). The mid-IR is an important bandwidth as it contains some important
atmospheric biosignatures. Extremely sensitive and highly efficient detectors are required to detect the
faint signal from these small exoplanets. Current state-of-the-art detectors based on semiconductor
technology are unable to meet these requirements. Microwave Kinetic Inductance Detectors (MKIDs)
are superconducting pair-breaking detectors able of single-photon detection with no readout noise or
dark current. This makes MKIDs a promising candidate for mid-IR detectors for the LIFE initiative. In
this thesis we investigate what development is necessary to meet the detector requirements set by the
LIFE initiative. We also investigate how the performance of MKIDs can be reliably measured in the
mid-IR.

Currently, there are no single-photon counting MKIDs designed for the mid-IR. Measurements are
done with two MKID devices that originally have been designed for the near- and far-IR bandwidths.
Prior to this work the near-IR detector has shown single-photon counting 1545 nm and the far-IR de-
tector at 38 𝜇m. In this work we show the single-photon counting ability of MKIDs 3.8 and 8.5 𝜇m. This
is the first time that single-photon counting has been shown at 8.5 𝜇m. The resolving power (𝐸/𝛿𝐸)
at 8.5 𝜇m is found to be about 4. Experiments are planned at 18.5 𝜇m for which a setup has been
designed with a cryogenic black-body radiator as the source. This is the longest wavelength required
for the LIFE spectrometer.

We also perform an optimisation of the near-IR detector geometry to see if a realistic device can be
made that is sufficiently sensitive to 18.5 𝜇m radiation. The results show that a realistic design could
in theory be made but this strongly depends on how the detector is limited by the noise.

Next steps are to design a dedicatedMKID for themid-IR to determine its efficiency and dark current.
This will also require us to improve the current measurement setup as measurements show that we
suffer from thermal background radiation which limits the detector performance.
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1
Introduction

This thesis aims to research the performance of Microwave Kinetic Inductance Detectors (MKIDs) in
the mid-infrared (mid-IR) wavelength regime. The mid-IR wavelength regime, which we define to be
between 5-20 micrometers, is important for finding signs of life on earth-like exoplanets. Highly sensi-
tive and efficient detectors are required for this purpose and a promising one is the MKID, which is a
superconducting, pair-breaking detector. This provides the relevance of the work done in this thesis.
The following section of this introductory chapter will give a more elaborate introduction to the exoplanet
research in the mid-IR and the challenges that accompany it. In section 1.2, it is explained why the
MKID is a promising detector for this application. In section 1.3 we look at the the challenges that we
are faced with in the mid-IR with MKIDs. This chapter closes with the thesis outline.

1.1. Finding Habitable Worlds
Who knows for how long humans have looked up to the night sky wondering about their place in this
universe and the possibility of life out there. For long, the question ’Are we alone?’ has mainly been the
area of philosophers and science fiction writers as no means existed to find an actual answer. How-
ever, this has changed in the last couple of decades as technology has advanced greatly allowing for
revolutionary ground- and space-based observatories able to image across the wide electromagnetic
spectrum of light with extreme sensitivity. Today, one of the major goals of modern astronomy is the
search for other habitable worlds and the presence of life on them [1].

A key role in this search for life are exoplanets; planets orbiting stars other than the sun. Since
the discovery of the first exoplanet by [2] in 1992, we have now discovered more than 5000 confirmed
exoplanets [3] and more are added every week. In our search for life we look for earth-like planets
orbiting sun-like stars since the earth is the only place in the universe where we know life to exist.
These exo-earths, or terrestrial planets, are rocky, relatively small and orbit in the habitable zone of
their host star. The habitable zone (HZ) is the range of distances to the star where liquid water can
exist on the planets surface which is thought to be crucial for life. Our observational methods of the
last 30 years have been biased towards finding mostly large exoplanets, close to their host star at
distances too great to study them in more detail [4]. However, from statistical models is estimated that
the prevalence of small planets around Sun-like stars is particularly frequent [5], [6]. We have even
discovered extra-solar, planetary systems with multiple planets orbiting in the HZ of their host star,
see 1.1 The James Webb Space Telescope or the upcoming Extremely Large Telescope, will increase
our capabilities but will still not be able to detect these smaller planets in the HZ of their host star.
New flagship mission concepts have been presented for the next decade that will be able to do this.
These are the Habitable Exoplanet Observatory (HabEx) [7], Large UV/Optical/IR Surveyor (LUVOIR)
[8] and Large Interferometry For Exoplanets (LIFE) [9]–[12]. The LIFE initiative is unique among these
concepts as it aims to do atmospheric characterisation of large number of terrestrial exoplanets in the
mid-IR, whereas LUVoIR and HabEx aim to do this in reflected light of the host star. The LIFE initiative
requires detectors that are highly sensitive and have very low noise properties as the planet signal
is extremely dim [10]. The current state-of-the-art detectors based semi-conducting technology are
not expected to meet these demanding requirements, whereas the superconducting MKIDs have the
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2 1. Introduction

potential to do so. This is the motivation for the work in this thesis. In section 2.1 we will look more
into the LIFE mission concept, the detector requirements that follow from it and how current detectors
measure up to those requirements. In the next section we will explain the key differences between
semiconducting detectors and MKIDs.

Figure 1.1: An artist’s impression of the plenatary system orbiting Trappist-1. This is the largest extra-solar, planetary system
discovered to this day. Some of these planets have orbits within the habitable zone (the zone where life might exist) of the host
star. Extremely sensitive detectors are necessary to characterise the atmosphere of such planets in the thermal infrared [10].

1.2. Microwave Kinetic Inductance Detectors
Semiconducting detectors have been the standard in industry for the last decades. Their technology
has matured greatly allowing for low noise, megapixel arrays to be used for various astronomical pur-
poses. Semiconducting detectors are based on the creation of electron-hole pairs by absorbed photons
that excite electrons from the valence to the conduction band, see 1.2a. The excitation energy nec-
essary is equal to the bandgap energy of the semiconducting material, which is typically 1 eV. In an
array of such detectors, the excited electrons are captured per pixel during a certain exposure time,
building up charge which can be digitized and readout per detector. Semiconductors, however, have a
major downside: the gap energy is high. This means that most photons above the gap energy can only
excite one electron. This has three implications: firstly, photons that have an energy lower than the gap
energy cannot be detected. Secondly, the detector cannot distinguish between photons with different
energies, as all photons will only excite a single electron. Lastly, an excitation arising from inherent
detector noise (dark current) cannot be distinguished from an excitation by an absorbed photon. In
other words, a semiconducting detector is colour blind, is only sensitive to high-energetic photons and
is effected by dark current.

MKIDs are different, making use of superconducting materials. Superconductors behave as normal
conductors except when they are cooled below a certain critical temperature, which is typically only
a few degrees above absolute zero. Below this point the electrons pair up in so-called Cooper pairs
and the normal state resistance drops to zero, hence the name superconductor. Incident photons can
break up the Cooper pairs and increase the kinetic inductance and with that the complex impedance
of the superconductor, see 1.2. This change is rather small, but gives a large response if the super-
conductor is embedded as a variable inductor in a microwave resonator circuit. The big difference with
semiconductor detectors is that the binding energy, that needs to be overcome in order to break up the
Cooper pairs, is of the order 1 meV, which means that the same photon can break thousands of Cooper
pairs in a superconductor instead of just exciting a single electron in a semiconductor. This makes a
superconducting detector able to detect photons with much lower energies, longer wavelengths, than
a semiconducting detector; up to the mm wavelengths. Pair-breaking detectors are also energy resolv-
ing, i.e. they see colour, as photons with different energies give rise to a different response.

Furthermore, because of the low temperature at which these MKIDs operate, the noise levels within
the detector are very low, much lower than the signal a single photon would produce. This effectively
leads to MKIDs having zero dark current and read noise. And last but not least, due to the inherent
detector design, MKIDs can be easily configured into large detector arrays and be read-out without



1.3. Closing the Mid-IR gap 3

adding much complexity to the system architecture. This multiplexing ability of MKIDs is a great ad-
vantage when compared to other types superconducting detectors.

Figure 1.2: Schematic overview of the fundamental difference between semi- and superconductors. The semiconductor has a
bandgap energy in the order of 1 eV and every high energetic photon can only excite 1 electron from the valence to the conduction
band. In a superconductor electrons pair up in Cooper pairs with a binding energy that is about a thousand times lower than the
bandgap energy of a semiconductor. The same incident photon will therefore break order thousand more Cooper pairs than it
will excite electrons in an semiconductor. Superconducting detectors have no readout noise and have the potential to have zero
dark current; both of which are limitations to the performance of semiconducting detectors.

1.3. Closing the Mid-IR gap
As of today, a great variety of MKIDs have been developed both at wavelengths longer (mm/sub-
mm:[13], [14] far-IR:[15], [16]), and shorter (optical/near-IR:[17]–[21]) than the mid-IR, but there has not
been much development within the mid-IR. The key difference in these two regimes is how radiation is
coupled to the detector: long wavelength radiation can be coupled to the detector using antennas, while
short wavelength radiation cannot, since the antenna structure, which has a characteristic dimension
in the order of the wavelength, would become too small to manufacture with our current methods[22].
Instead, optical MKIDs are directly coupled to free space, or in other words, they have an absorber
design. Other general differences are that (sub-)mm MKIDs are often photon-integrating detectors and
have distributed resonators, whereas optical MKIDs are single-photon counting detectors and have
lumped element resonators. An MKID was actually developed in the mid-IR, at 10𝜇m, [23], but as a
photon-integrating detector, whereas we want to develop a single-photon counting for the mid-IR. In
the mid-IR it is uncertain what general MKID design would work best and it might very well be that
different designs are necessary to cover the complete mid-IR bandwidth. In this thesis we perform
measurements with two different devices developed in the Terahertz Sensing group to investigate their
performance in the mid-IR. The devices are the near-IR LEKID [18] and a far-IR MKID[16], both are
seen in Figure 1.3 and are further explained in chapter 6 and chapter 7 respectively. The far-IR MKID
is an antenna-coupled device, optimised as a photon integrating detector at 200 𝜇m, but but this design
property

Key parameters in the performance of MKIDs are their response, sensitivity and optical efficiency.
The single-photon response of a MKID scales with the energy of the photon: the lower the energy, the
lower the response. The far-IR MKID is designed as a photon-integrating at 200𝜇m, but it starts to
show single-photon detection at 38𝜇m [24]. As the response will only increase for the more energetic,
mid-IR photons, it is very likely that it will be able to do single-photon detection across the mid-IR.
This will be harder for the near-IR LEKID as its response will decrease for longer wavelengths. The
near-IR LEKID must make up a factor 20 decrease in photon energy to detect single photons up to
20𝜇m, whereas it will be a factor 8 increase for the far-IR MKID to detect single photons all the way
down at 5𝜇m. On the other hand, the optical efficiency of the far-IR MKID is expected to be very low
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because the the antenna is of no use in the mid-IR and it has a highly reflective, aluminium inductor,
while the near-IR LEKID has a 𝛽-Ta inductor that couples better to free space. Lastly, the far-IR MKID
is extremely sensitive because of several dedicated design choices to reduce the noise, for example by
using an interdigitated capacitor (IDC) with very wide structures and by suspending the inductor on a
phonon capturing membrane (why this reduces noise can be read in section 3.4). However, the far-IR
MKID is not a realistic detector design for imaging arrays because of its large dimensions, but it could
still be used in spectrometer applications that have less strict requirements for the dimensions of the
detector.

As the reader can tell, the race has not been won by neither the near- nor the far-IR design. To
cover the mid-IR bandwidth the best of both designs might have to be combined. The main research
question of this thesis is as following: how do the near- and far-IR MKIDs perform in the mid-IR and
what developments are still necessary to design a MKID spectrometer for the LIFE initiative? An im-
mediate question is then: how do we measure the performance of MKIDs across the mid-IR? MKIDs
are extremely sensitive, cryogenic detectors, and require a highly characterised, cryogenic setup and
a well defined source. This is extra challenging in the mid-IR, as everything with a finite temperature
emits mid-IR radiation. Therefore, additional goals of this thesis are: develop an experimental setup
that can accurately measure the performance of the MKIDs in the mid-IR and devise a theoretical model
to characterise the measurement setup.

Figure 1.3: Illustrations of the the near-IR and far-IR MKIDs that are investigated in this thesis as they have proven single-photon
detection closest to the mid-IR regime. Their performance in the mid-IR is unknown and this will be investigated in the remainder
of this thesis. The near-IR LEKID is a lens coupled, lumped element MKID with a NbTiN interdigitated capacitor (IDC) and a 𝛽-Ta
inductor. Single-photon detection has been demonstrated with this device up to 1545nm[18]. The far-IR MKID is designed as a
photon-integrating detector at 200𝜇m [16], but it also has shown single-photon detection at 38𝜇m [24]. It combines a leaky-slot
antenna with a lens to effectively couple THz radiation to the Al inductor (THz line). The antenna does not work in the mid-IR
making the THz line the effective absorber for radiation. The device is ultra-sensitive to THz radiation because it has a large,
NbTiN IDC and has its inductor suspended on a thin, SiN membrane to reduce phonon loss, similar to [17].

1.4. Thesis Outline
This thesis is structured as following. In Chapter 2 we explore the LIFE initiative and distill the re-
quirements that it poses on the detectors. We also investigate how current state-of-the-art detectors
measure up to these requirements. In Chapter 3 we provide the reader with the relevant theoretical
background on superconductivity, kinetic inductance and microwave resonators; topics that are crucial
to understand the working principle of MKIDs and how its performance is measured and affected. In
Chapter 4 we present the different experimental setups that will be used in the experiments and a theo-
retical model that is used to characterise the setups. Chapter 5 explains how we analyse the data from
our measurements. Chapter 6 and 7 present the results from measurements with the near-IR LEKID
and far-IR MKID respectively. In Chapter 8 optimisation is performed to design a LEKID at 18.5 𝜇m.
We conclude with a discussion of the results and recommendations for future work.



2
Thermal Spectroscopy in the Mid-IR

2.1. Large Interferometery For Exoplanets (LIFE)
The LIFE initiative aims to perform atmospheric characterization of dozens of terrestrial planets in the
mid-infrared to help answer the big, scientific questions about the development and existence of life on
Earth and other planets. The MKIDs, that are the subject of this thesis, are a very promising solution
for the stringent detector requirements coming forth from this mission objective. This chapter will first
explain the LIFE initiative and its relevancy. Then, the detector requirements are discussed that arise
from the objectives set by the LIFE initiative. Lastly, we will look at how state-of-the-art detectors using
semi-conducting technology measure up to these requirements.

Figure 2.1: Illustration of the different between (left)
direct and (right) indirect spectroscopy. Indirect
spectroscopy used the light of the host star that is
transmitted through the atmosphere when the ex-
oplanet transits in front of the star. In direct spec-
troscopy the starlight is suppressed, improving the
star-planet contrast, such that the planet can be ob-
served outside of transit. Direct spectroscopy can
be done with either the reflected starlight or with the
planets thermal emission.

Exoplanet spectroscopy
Atmospheric characterization means to perform spec-
troscopy on light that has propagated through the atmo-
sphere. The molecular composition of the atmosphere can
be determined from the absorption lines present in the spec-
trum. Certain molecules or combinations of molecules are
designated as atmospheric biosignatures, they indicate the
presence of biological activity. Detecting these biosigna-
tures is the objective of exoplanet spectroscopy.

Two very distinct categories can be distinguished in exo-
planet spectroscopy: direct and indirect spectroscopy, see
2.1.Indirect spectroscopy makes use of the light of the host
star that is transmitted through the atmosphere when the
planet transits in front of the star. This method is heavily bi-
ased towards planets that block a lot of starlight and transit
(frequently). With direct spectroscopy the planet can be ob-
served outside of its transit. This is possible by suppressing
the starlight, reducing the star planet contrast. A larger set
of exoplanets can be studied using direct spectroscopy as
there are more planets that do not have a transiting orbit
than ones that do. To put this in perspective, we now have
5000+ confirmed exoplanets of which the majority has been
discovered in transit and only 20-25 of them have been di-
rectly imaged. However, even though their low numbers,
the directly imaged planets constitute a significant part of
the 175 planets that we have spectroscopic data from [25].
Direct spectroscopy can be done with either the reflected starlight or with the planets thermal emission.
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6 2. Thermal Spectroscopy in the Mid-IR

Thermal spectroscopy
Earth-like planets emit most of their radiation in the mid-IR regime. The LIFE initiative focuses on the
mid-IR because it is particularly rich in molecular absorption bands of the main constituents of terres-
trial exoplanet atmospheres and also contains several strong biosignatures not present in the optical
regime, see Figure 2.2a and also puts more direct constraints on the planet’s effective temperature and
radius[9]. An additional advantage is that the star-to-planet contrast ratio is much more favourable in
the mid-infrared as compared to the optical regime, see Figure 2.2b.

The thermal emission for a black body is given by Planck’s radiation law, which is dependent on
the wavelength and the temperature of the object. Generally, objects with higher temperatures emit
radiation at shorter wavelengths. The black body emission of a sun-like star (T=6000 K) peaks at
𝜆 ≈0.5 𝜇mwhereas the emission of a earth-like planet (T=260 K) peaks at 𝜆 ≈10 𝜇m. The contrast ratio
therefore can be a factor 1000 better in the mid-infrared as compared to the optical regime. However,
the mid-infrared also brings two challenges. Firstly, a much (optically) larger telescope is required
to obtain the same spatial resolution at longer wavelengths. The spatial resolution of a telescope is
fundamentally limited by diffraction and scales in that case as 𝜃 ∝ 𝜆/𝐷 with 𝜃 is the spatial resolution
and𝐷 the aperture diameter. This means that at 𝜆=10 𝜇m (mid-IR) the telescope needs to be a factor 40
larger than at 𝜆=0.5 𝜇m (optical) to obtain the same resolution. Secondly, the mid-infrared is challenging
because the telescope and instruments also emit thermal radiation which increases the background
noise. The telescope and instruments should therefore be cooled more than necessary in the optical
regime.

Figure 2.2: (a) (solid) Spectra of Earth, Venus, and Mars at a spectral resolution (𝜆/Δ𝜆) of 100 in the thermal emission spectrum
of the planets and (dotted) black-body emission of a planet of the same radius at the maximum brightness temperature of the
spectrum. The presence of important biosignatures is seen, like ozone (O3), methane (CH4) and nitrous oxide (N2O). [26], [27].
(b) Absolute flux comparison of Jupiter, Venus, Earth, and Mars in our Solar System as well as a hot extrasolar giant planet
(hot jupiter) shown here as black-bodies for the Sun at a distance of 10 pc on a log-logscale, assuming constant reflectivity and
temperature. The two dark blue arrows indicate the star-planet contrast at 0.5 and 10 𝜇m. The star-planet contrast is an order
1000 lower in the mid-IR. Images are adapted from [27]

Interferometry
The LIFE initiative will use formation-flying interferometry for two purposes: to obtain the desired spatial
resolution and star-planet contrast in the mid-IR, see Figure 2.3. This was already thought of back in
1978 [28] and has been seriously researched for ESA’s Darwin and NASA’s TPF-I concepts from the
early/mid 2000s. However, these did not move forward as technology was not sufficiently advanced
and our knowledge of the exoplanet population was insufficient to construct proper models for the
estimated detection yields. Today, as technology has advanced and our exoplanet archive has grown,
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the concept of formation-flying interferometry should be re-assessed [9].
The simplest configuration of an interferometer combines the signals of two collector apertures

separated by a distance, called the baseline, 𝑏, see 2.3. When the signal arrives coherently (having
the same phase) at both apertures, the response of the instrument will give a sinusoidal fringe pattern
with spacing 𝜆/𝑏, as projected on the plane of the sky. When a 𝜋 phase shift is applied on one of the
signals, the centre of the response will destructively interfere and can thus be used to null the star’s light.
The ’spatial resolution’ of an interferometer is thus determined by the baseline and not by the diameter
of the collecting apertures. As the baseline generally is much larger than the diameter of a single-
aperture telescope, interferometry can obtain lower spatial resolutions. Furthermore, the baseline can
also be re-configured in-flight to meet the required spatial resolution. The interference pattern obtained
is related to the spatial image by the 2D Fourier transform. The coverage in the Fourier plane, also
called uv plane, and thereby of the image plane, can be increased by rotating the interferometer around
its line of sight, by adding more baselines to the configuration and/or by performing multi-wavelength
observations.

LIFE envisions an X-array configuration with four collector spacecraft and a combiner spacecraft in
the middle, flying perpendicular to the line of sight. Having four collecting spacecraft in a rectangle re-
moves the 180∘ ambiguity of the planets position that exists when having only two collecting apertures
and also allows for having a ’nulling’ and ’imaging’ baseline that can be optimized separately.[10]

Scientific output
The most important scientific output of the LIFE initiative is the number of potential habitable worlds
detected in our stellar neighbourhood, meaning small, rocky planets in the habitable zone of main
sequence stars within 20 parsec of our sun.

LIFE defines an initial search phase of 2.5 years and estimates, depending on the observing sce-
nario, that an interferometer consisting of four 2 m apertures covering a wavelength range between 4
and 18.5 𝜇m could detect about 25–45 habitable worlds and about 550 exoplanets total [9]. This is
similar to the estimates of the reflected light missions HabEx and LUVOIR. For comparison, the JWST
will be able to obtain spectroscopic data in the mid-infrared from only a handful of potentially habitable
exoplanets. This shows that the LIFE initiative is important for obtaining a statistically relevant sample
of potentially habitable exoplanets.

2.2. Detector requirements
Even if we can do high-precision formation flying, achieve a good star-planet contrast and have suffi-
cient spatial resolution, we still need to detect the planet signal. We investigate the requirements posed
on these mid-IR detectors based on the LIFE initiative. We also look into how the state-of-the-art mid-IR
detectors today measure up to these requirements.

Quantum efficiency, dark current, and readout noise are the three most important parameters that
describe high performance detectors. The requirements for these parameters following from the LIFE
initiative are compared to the state-of-the-art detectors of today. Figure 2.4 shows us the wavelength
dependent noise contributions for the observation of an Earth-twin located at 10 pc with LIFE in the
baseline scenario where a optical efficiency of 70% was assumed. In panel (a) the contributions of
three fundamental, background noise sources are plotted against wavelength which, when added up,
give a total noise contribution of <10−1 photons/s. The dark current requirement of the detector is given
in panel (b) where we obtain a constant value of about 10−2 photons/s1 across the whole bandwidth.
Furthermore, the planet signal is obtained from panel (c) and gives a contribution of <10−1 photons/s.
Nothing explicit is mentioned in [10] about the readout noise of the detectors, but it should not dominate
the contributions from the fundamental noise sources. Therefore, as a safe estimate, we set the readout
noise equal to the dark current: <10−2 photons/s.

There are two general types of detectors available for the mid-infrared. The first uses Mercury
Cadmium Telluride (HgCdTe). HgCdTe achieves the highest optical efficiency and lowest dark current
of any infrared detector material[29]. By changing the ratio of mercury to cadmium, the bandgap energy,
and therefore cutoff wavelength can be tuned to the desired value. HgCdTe detector are for example
used in the JWST and will be used in the RST (f.k.a WFIRST) and ELT/METIS, however only for
1Normally, the dark current is given as e−/s, but here we follow the notation of the [10].
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Figure 2.3: (a) Artist illustration of the LIFE concept. The four collector and beam combiner spacecrafts are seen in a X-array
configuration, perpendicular to the line of sight. The two baselines can be optimised separately. [credit: LIFE initiative] (b) A
schematic overview of interferometric nulling with a single baseline. The signal received from the star and planet differ in phase
as the planet is slightly off centre. Combining both signals with a 𝜋 phase shift difference will result in a sinusoidal fringe pattern
with spacing 𝜆/𝑏, as projected on the plane of the sky.

wavelengths up to 5 𝜇m. For longer wavelengths another detector type is preferred which is the arsenic-
doped Silicon (As:Si) impurity-band conduction (IBC) detector, which has a longer wavelengths cutoff
(28 𝜇m, [30]) than the HgCdTe. As:Si IBC detectors are used in the JWST/MIRI and will be used
in the ELT/METIS instruments to cover the mid-infrared regime. Let us now compare the detector
performance of these HgCdTe and As:Si IBC detectors to the requirements following from the LIFE
initiative. The results are listed inTable 2.1

The HgCdTe detectors cannot cover the whole LIFE wavelength range. Even for <10 𝜇m their dark
current is a factor 10 more than for the As:Si IBC detectors. As:Si IBC detectors are the only real
alternative for the mid-infrared. The dark current in the order of 10−2 e−/s might eventually meet the
LIFE requirements in the future. The same holds for the optical efficiency. However, the readout noise
will dominate the total fundamental background noise and planet signal.

MKIDs are a promising solution to the stringent requirements that LIFE poses on the detector per-
formance as they have no readout noise and potentially no dark current. Yet, no MKIDs exist yet for
the mid-infrared regime, and therefore, in the remaining of this thesis, experiments and simulations are
done to investigate the performance of MKIDs across the mid-infrared. In chapter 9 we compare our
results to the LIFE requirements in column 1 of Table 2.1.
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Table 2.1: Overview of the LIFE detector requirements and the performance of state-of-the art mid-infrared detectors based on
semiconducting technology.

LIFE(𝑎) [10] HgCdTe [31] Si:As IBC(𝑏) [32]

Wavelength range [𝜇m] 4-18.5 1-16 <28

Optical efficiency [%] 70 >55
>50 (<19 𝜇m),
>60 (12-24 𝜇m)

Dark current [e−/s] 0.01
<0.3(𝑐) (<10 𝜇m, [33]),
<1(𝑑) (∼15 𝜇m, [34])

0.03(𝑒) (<19 𝜇m),
0.17(𝑒) (12-27 𝜇m)

Readout noise [𝑒−] 0.01(𝑓) 12-18 14(𝑔)

Notes: (a) Requirements for the observation of an Earth-twin located at 10 pc with LIFE in the baseline
scenario. (b) Data obtained is obtained for short wavelength (SW) and long wavelength (LW) part of
the IFU spectrometer in JSWT/MIRI. (c) Measured at 𝑇=40 K. (d) Measured at 𝑇=28 K. (e) Measured
at 𝑇 =7.2 K. (f) [10] does not mention a specific readout noise. As a safe estimate we set it equal to
the dark current. (g) This value is not actually measured but is expected to be of this magnitude [32].

Figure 2.4: Noise and signal contributions across the mid-infrared regime for an observation of an Earth-twin located at 10 pc with
LIFE in the baseline scenario. (a) Noise sources due to background radiation. (b) Instrumental noise sources split into systematic
noise sources(green) and additional photon noise sources arising from instrumental effects. (c) Planet signal, fundamental noise
and instrumental noise contributions resulting in a wavelength dependent SNR for the (orange bars) fundamental noise limited
scenario and (green bars) complete scenario. The spectral resolution (𝜆/Δ𝜆) is 20. [figure from [10]]





3
Microwave Kinetic Inductance Detectors
In section 1.2 and 1.3 the (lumped element)kinetic inductance detector has been briefly explained for
the relevance of this thesis. In this chapter a more detailed and mathematical description is provided.
Firstly, superconductivity and kinetic inductance is explained, which is the fundamental phenomenon
on which these KIDs operate. Secondly, the working principal of microwave resonators is explained
and how a response is obtained from a KID. Thirdly, we will discuss the limitations to this responsivity.

3.1. Superconductivity
If a conductor is cooled below its critical temperature 𝑇𝑐 its resistance drops to zero for DC currents
and it becomes superconducting. The mechanism behind this phenomenon is that the electrons in the
superconductor, being fermions, pair up to form a new bound state which is energetically favourable
as the electron-phonon interaction is stronger than the effective Coulomb force between the electrons.
These so-called Cooper pairs can now be considered as bosons, all occupying the same state. A
finite energy is necessary to break up a Cooper pair which is given by Δ ≈ 1.76𝑘𝐵𝑇𝐶 with 𝑘𝐵 the
Boltzmann constant and with 2Δ being the binding energy of a single Cooper pair. Δ is much smaller
than the bandgap energy of a semiconductor giving rise to the advantages of superconductors over
semiconductors mentioned in section 1.2.

When a Cooper pair absorbs energy higher than its binding energy it is split up into two quasipar-
ticles. These quasiparticles are fermions in nature, but can be electron-like or hole-like or a mixture of
the two. Vibrations in the lattice due to the finite temperature, also called phonons, can have energies
exceeding the binding energy of the Cooper pairs. A thermal distribution of quasiparticles therefore
exists in the superconductor that depends on the temperature 𝑇. If 𝑘𝐵𝑇 ≪ Δ the quasiparticle density
within the superconductor can be approximated by

𝑛𝑞𝑝 ≈ 2𝑁0√2𝜋𝑘𝐵𝑇Δ exp(−Δ/𝑘𝐵𝑇) (3.1)

where 𝑁0 is the single-spin density of states at the Fermi surface. The total number of quasiparticles
is then given by 𝑁𝑞𝑝 = 𝑛𝑞𝑝𝑉 with 𝑉 the volume.

As phonons continuously break Cooper pairs into quasiparticles, they also recombine into Cooper
pairs as the system tends towards the lowest energy state. The time scale related to this process is
the recombination time and can be described by

𝜏𝑞𝑝 =
𝜏0
𝑛𝑞𝑝

𝑁0(𝑘𝐵𝑇𝑐)3
2Δ2 (3.2)

which is valid for quasiparticles at the gap edge (𝐸 = Δ) in a thermal distribution where 𝑇 ≪ 𝑇𝑐. 𝜏𝑞𝑝 is
inversely related to 𝑛𝑞𝑝, thus the recombination time is shorter if there are more quasiparticles present
in the superconductor.

This random generation and recombination of quasiparticles gives rise to a noise mechanism intrin-
sic to the detector: the generation-recombination noise (GR-noise).This noise is present even when no

11
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radiation is incident on the detector. More on this in section section 3.4. The conductivity of the super-
conductor in the presence of both Cooper pairs and quasiparticles is often described with the two-fluid
model using the complex conductivity, 𝜎 = 𝜎1 − 𝑖𝜎2, where the real part, 𝜎1, governs the conductivity
of the normal electrons, which is finite for AC currents, whereas the complex part, 𝜎2, governs the con-
ductivity of the Cooper pairs. Expressions for 𝜎1 and 𝜎2 have been found by Mattis and Bardeen [35],
[36]. The change in 𝜎1 and 𝜎2 upon a change in quasiparticle density, 𝑑𝜎/𝑑𝑛𝑞𝑝, is given by [36]

𝑑𝜎1
𝑑𝑛𝑞𝑝

≈ 𝜎𝑁
1

𝑁0ℏ𝜔
√ 2Δ0
𝜋𝑘𝐵𝑇

sinh( ℏ𝜔
2𝑘𝐵𝑇

)𝐾0 (
ℏ𝜔
2𝑘𝐵𝑇

) (3.3)

𝑑𝜎2
𝑑𝑛𝑞𝑝

≈ 𝜎𝑁
−𝜋

2𝑁0ℏ𝜔
[1 + 2√ 2Δ0

𝜋𝑘𝐵𝑇
exp( −ℏ𝜔2𝑘𝐵𝑇

) 𝐼0 (
ℏ𝜔
2𝑘𝐵𝑇

)] (3.4)

with 𝜎𝑁 the normal state conductivity, ℏ the reduced Planck’s constant and 𝜔 the angular frequency of
the AC field. 𝐼0(𝑥) and 𝐾0(𝑥) are the modified Bessel functions of the first and second kind. Raising the
temperature of the superconductor will increase the thermal quasiparticle density, but the absorption
of pair breaking radiation does so as well. A continuous radiation power incident on the detector 𝑃𝑟𝑎𝑑
will create a number of quasiparticles 𝑁𝑟𝑎𝑑𝑞𝑝 as given by

𝑁𝑟𝑎𝑑𝑞𝑝 =
𝜂𝑝𝑏𝜂𝑜𝑝𝑡𝜏𝑞𝑝𝑃𝑟𝑎𝑑

Δ (3.5)

with 𝜂𝑜𝑝𝑡 the optical efficiency and 𝜂𝑞𝑝 the pair-breaking efficiency. 𝜂𝑜𝑝𝑡 is the ratio of the power ab-
sorbed in the sensitive part of the detector 𝑃𝑎𝑏𝑠 with respect to 𝑃𝑟𝑎𝑑. 𝜂𝑝𝑏 reflects the ratio of the the
absorbed power that is converted into the generation of quasiparticles with respect to 𝑃𝑎𝑏𝑠.

It has been experimentally verified that the change to the complex conductivity due to pair-breaking
radiation can also be approximated by a thermal distribution at an effective temperature [36]. We now
have a better understanding of Cooper pairs, quasiparticle densities and the complex conductivity. The
question now is: how can this be made into a detector for radiation? Three key elements necessary will
be discussed in the following sections: kinetic inductance, microwave resonators and the responsivity.

3.2. Kinetic Inductance
We turn to something that is more easily probed experimentally: the complex surface impedance 𝑍𝑠 =
𝑅𝑠 + 𝑗𝑋𝑠, with 𝑅𝑠 the surface resistance and 𝑋𝑠 the surface reactance. Cooper pairs are accelerated
without experiencing any resistance if a voltage is applied across the superconductor. The Cooper
pairs gain kinetic energy and cannot be accelerated in opposite direction instantaneously because of
their inertia. If an AC current is applied the superconductor it effectively acts like an inductor, where the
current lags the voltage because of the kinetic energy of the Cooper pairs. This is called the Kinetic
Inductance of the superconductor, 𝐿𝑘, also expressed as the surface inductance, 𝐿𝑠, in 𝑍𝑠. The surface
impedance in the dirty limit, where the superconducting coherence length 𝜉 is much smaller than the
penetration depth (𝜉 ≪ 𝜆), is given by [37]

𝑍𝑠 = √
𝑗𝜇0𝜔
𝜎1 − 𝜎2

coth(𝑑𝜆√1 + 𝑗
𝜎1
𝜎2
) (3.6)

with 𝑑 the thickness of the film, 𝜇0 the magnetic permeability of vacuum. In the low temperature regime,
𝜎2 ≫ 𝜎1, the following expressions for the surface resistance and inductance are obtained

𝑅𝑠 = 𝜇0𝜔𝛽𝜆
𝜎1
𝜎2

coth(𝑑𝜆 ) (3.7)

𝐿𝑠 = √
𝜇0
𝜔𝜎2

= 𝜇0𝜆 coth(
𝑑
𝜆 ) (3.8)

The complex surface impedance now reads 𝑍𝑠 = 𝑅𝑠 + 𝑗𝜔𝐿𝑠 and is dependent on the complex conduc-
tivity. Pair-breaking radiation changes the complex conductivity of the superconductor. This change in
𝑍𝑠 is rather small but can be converted into a detectable response by embedding the superconductor
in a microwave resonator circuit.
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3.3. Microwave Resonators
The response of the superconductor to pair-breaking radiation can be readout by embedding the su-
perconductor as a variable inductor in a high quality, microwave resonator circuit, see Figure 3.1a+b.
The AC probe signal with angular frequency 𝜔𝐴𝐶 travels through the coplanar waveguide (CPW) and is
capacitively coupled into a parallel resonator circuit with capacitance 𝐶, resistance 𝑅 and inductance 𝐿.
The CPW has an characteristic impedance of 𝑍0. The resonance frequency of the parallel RCL circuit
is given as

𝜔0 =
1
√𝐿𝐶

(3.9)

A change in inductance will cause a change in resonance frequency of the circuit. The resonator quality
factor 𝑄 described the total power lost in the resonator per cycle with respect to the total power stored

𝑄 = 𝜔𝐸𝑠𝑡𝑜𝑟𝑒𝑑
𝑃𝑙𝑜𝑠𝑠

(3.10)

This means that, if 𝑄 is high, the losses are low. The power in the resonator is either lost through the
coupling with the transmission line, which can be described by its own quality factor 𝑄𝑐, or through
internal dissipation, described by 𝑄𝑖. They relate to 𝑄 as following:

1
𝑄 =

1
𝑄𝑖
+ 1
𝑄𝑐

(3.11)

The internal quality factor of the resonator, 𝑄𝑖, is given by [35]

𝑄𝑖 =
𝜔𝐿
𝑅 = 1

𝛼𝑘
𝜔𝐿𝑠
𝑅𝑠

= 2
𝛼𝑘𝛽

𝜎2
𝜎1

(3.12)

with 𝛼𝑘 = 𝐿𝑘/𝐿, as the fraction of the kinetic inductance tot the total inductance, and the geometric
factor 𝛽 = 1 + 2𝑑/𝜆

sinh(2𝑑/𝜆) , which is 1 in the bulk limit (𝑑 ≫ 𝜆) and 2 in the thin film limit (𝑑 ≪ 𝜆). The
effect of pair-breaking on 𝑄𝑖 is visible in its dependence on 𝜎1 and 𝜎2. An expression for a change in
𝑄𝑖, 𝛿𝑄𝑖, is then found as

𝛿𝑄𝑖
𝑄𝑖

≈ −𝛿𝜎1𝜎1
(3.13)

where we have used the fact that 𝛿𝜎1 ≫ 𝛿𝜎2 for 𝑇 ≪ 𝑇𝑐. The effect of pair-breaking on the resonance
frequency can be quantified using a small frequency shift, 𝛿𝜔0 = 𝜔𝐴𝐶 − 𝜔0, which gives

𝛿𝜔0
𝜔0

= 𝛼𝑘𝛽
4
𝛿𝜎2
𝜎2

(3.14)

The resonator response to pair-breaking is thus visible both in a change in resonance frequency and
a change in the internal losses of the resonator. Now we want transform these to a more convenient
set of responses; the phase, 𝜃, and amplitude, 𝐴, relative to the resonance circle in the complex plane.
We derive these in the following. The circuit can be analysed as a two-port network with the forward
scattering parameter between ports 1 and 2 as:

𝑆21 =
2

2 + 𝑍0/𝑍𝑖𝑛
=
𝑄/𝑄𝑖 + 2𝑗𝑄

𝛿𝜔0
𝜔0

1 + 2𝑗𝑄 𝛿𝜔0𝜔0

(3.15)

If 𝜔𝐴𝐶 is swept from below the resonance frequency to above, 𝑆21 traces a circle in complex plane in
clockwise directions. The transmission is minimal at resonance, equalling to 𝑆21,min = 𝑄/𝑄𝑖, which
happens at at if 𝜔𝐴𝐶 = 𝜔0. The centre point of the resonance circle lies at 𝑥𝑐=(1 + 𝑆21,min)/2. In the in
the limits of 𝜔𝐴𝐶 → ±∞, no power is coupled in the resonator as 𝑆21 → 1. The real and imaginary parts
of 𝑆21 are given by

Re(𝑆21) =
𝑆221,min + 4𝑄2(

𝛿𝜔0
𝜔0
)2

1 + 4𝑄2(𝛿𝜔0𝜔0
)2

≈ 𝑄
𝑄𝑖

(3.16)
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Im(𝑆21) =
2𝑄 𝛿𝜔0𝜔0

(1 − 𝑆21,min)

1 + 4𝑄2(𝛿𝜔0𝜔0
)2

≈ 2𝑄𝛿𝜔0𝜔0
(1 − 𝑄

𝑄𝑖
) (3.17)

where the approximation is to the first non-zero order in 𝛿𝜔0/𝜔0. The magnitude of 𝑆21 is then given
by

|𝑆21|2 =
𝑄2/𝑄2𝑖 + 4𝑄2(

𝛿𝜔0
𝜔0
)2

1 + 4𝑄2(𝛿𝜔0𝜔0
)2

= 1 +
𝑆221,min − 1

1 + 4𝑄2(𝛿𝜔0𝜔0
)2

(3.18)

The phase and amplitude response of the resonator are given by 𝜃′ = arg(𝑆21) and 𝐴 = |𝑆21| respec-
tively. For convenience we do transformation and map the resonance circle onto the unit circle and
measure the response in 𝜃 from the negative real axis, giving

𝜃 = 𝜋 − 𝜃′ = tan−1 ( Im(𝑆21)
𝑥𝑐 − Re(𝑆21)

) (3.19)

The response in amplitude 𝐴 is given as

𝐴 = √(Re(𝑆21) − 𝑥𝑐)2 + Im(𝑆21)2
1 − 𝑥𝑐

(3.20)

We have now derived convenient responses for the microwave resonator, but we have to derive the
responsivity to see how response in phase and amplitude relates to the pair-breaking in the supercon-
ductor.

Figure 3.1: Overview of the LEKID readout principle. (a) The hybrid LEKID design with an interdigitated capcitor (IDC) and high
resistivity inductor that functions as the absorber for pair breaking photons. The detector is capacitively coupled to the coplanar
waveguide (CPW) readout line. (b) Electric circuit equivalent of the LEKID where the absorbed photons change the inductance
and resistance of the RLC resonator. (c) Resonance circle in the complex plane as given by the 𝑆21 transmission. An absorbed
photon increases the phase (𝜃) and decreases the amplitude (𝐴). (d) Phase response of an absorbed photon plotted against
time resulting in the characteristic pulse shape.
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3.4. Detector Responsivity
We derive the responsivity for a small change in amplitude, 𝛿𝐴 = 1 − 𝐴, near the equilibrium resonant
frequency 𝜔0 where Im(𝑆21) ≪ Re(𝑆21) and tan(𝜃) ≈ 𝜃 and obtain by substituting Equation 3.16 and
Equation 3.17 in Equation 3.19 and Equation 3.20

𝛿𝐴 ≈ 𝛿Re(𝑆21)
1 − 𝑥𝑐

= 2𝑄
𝑄𝑖
𝛿𝑄𝑖
𝑄𝑖

(3.21)

𝜃 ≈ 4𝑄𝛿𝜔0𝜔0
(3.22)

Substituting Equation 3.14 and Equation 3.13 into Equation 3.22 and Equation 3.21 gives

𝛿𝐴 = 𝛼𝑘𝛽𝑄
𝛿𝜎1
𝜎2

(3.23)

𝜃 = −𝛼𝑘𝛽𝑄
𝛿𝜎2
𝜎2

(3.24)

and, finally, using Using Equation 3.1 we find the responsivity as a function of the change in quasiparticle
density [38]

𝑑𝐴
𝑑𝑁𝑞𝑝

= −𝛼𝑘𝛽𝑄|𝜎|𝑉
𝑑𝜎1
𝑑𝑛𝑞𝑝

(3.25)

𝑑𝜃
𝑑𝑁𝑞𝑝

= −𝛼𝑘𝛽𝑄|𝜎|𝑉
𝑑𝜎2
𝑑𝑛𝑞𝑝

(3.26)

where |𝜎| ≈ 𝜎2 for 𝑇 ≪ 𝑇𝑐 and 𝑄 is assumed constant. The latter is usually assured by making the
resonated coupling limited (𝑄𝑐 ≫ 𝑄𝑖, such that 𝑄 ≈ 𝑄𝑐). In this thesis we mainly make use of phase
responsivity because this response saturates less quickly.

The responsivity is key in our efforts to design a well performing MKID in the mid-infrared, but,
equally so is the noise. In chapter 8 an optimisation method is described to find the MKID design with
the optimal signal-to-noise ratio. However, the detector is not always limited by the signal-to-noise
ratio, but could also be limited by the loss of hot phonons. These two factors make up the so called
resolving power of the detector. This is explained in more detail in the next section.

3.5. Resolving Power and limitations
The responsivity of MKID relates detector response to a change in quasiparticle density. For a single
photon response the quasiparticle density can then be related to the energy of the absorbed photon
through Equation 3.1. How well an MKID is able to detect the correct photon energy, 𝐸𝑝ℎ, is given by
the resolving power, 𝑅. 𝑅 can be measured by making a histogram of all the photon energies detected
from an statistically relevant number of single photon responses using

𝑅 =
⟨𝐸𝑝ℎ⟩
𝛿𝐸𝑝ℎ

(3.27)

with ⟨𝐸𝑝ℎ⟩ as the average detected photon energy and 𝛿𝐸𝑝ℎ as the full width half maximum (FWHM)
of the detected photon energy distribution. The resolving power is made up of two parts; the intrinsic
resolving power, 𝑅𝑖, and the signal-to-noise resolving power, 𝑅𝑆𝑁 and relates to those as following

1
𝑅2 =

1
𝑅2𝑖
+ 1
𝑅2𝑆𝑁

(3.28)

A detector can thus have a poor resolving power, even though is has great signal-to-noise ratio, if it is
limited by the intrinsic resolving power. 𝑅𝑆𝑁 is determined by the responsivity and noise sources includ-
ing the Generation Recombination (GR), Two-Level Systems (TLS) and amplifier noise. 𝑅𝑖 describes
all noise sources that are not contained in 𝑅𝑆𝑁. Often, 𝑅𝑖 is dominated by hot phonon loss. In 3.2b the
different power spectral density contributions of these noise sources is seen. The noise sources are
further explained in their appropriate paragraph in the remainder of this section.
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GR noise
GR noise is caused by the random process of pair-breaking by thermal photons due the finite temper-
ature in the superconductor. These generated quasiparticles on average recombine after the recom-
bination time 𝜏𝑞𝑝, see Equation 3.2. In equilibrium the generation and recombination processes are in
balance, such that the time average quasiparticle number stays constant. In real time, however, there
is this constant fluctuation in the quasiparticle number causing noise in the response of the detector,
i.e. the GR noise. GR noise can be thought of as a fundamental noise floor for MKIDs, which is often
smaller than the other noise sources, but it can be relevant at high temperatures.

TLS noise
TLS noise is caused by atoms tunnelling between two energetically similar sites in a deposited layer
of an amorphous solid. These sites are often modelled as two minima in a double-well potential with a
difference in minimal energy 𝜀, see Figure 3.2a. At sufficiently low temperatures the atomic tunneling
between these sites is driven by an applied electric field. The random arrangement of these tunnel-
ing states in the solid causes a time-dependent variation in the dielectric constant of the solid. This
introduces frequency noise that is most dominant in the phase response of the resonator. For 𝑇 ≪ 𝑇𝑐
TLS noise is seen to decrease with increasing temperature, ∝ 𝑇−2 and is inversely proportional the
square root of the internal power in the resonator, ∝ 𝑃−1/2𝑖𝑛𝑡 [36]. TLS is weighted by the electric field
and thus has a larger contribution at the capacitive end of the resonator and to decrease when using
larger structures. Methods to decrease the TLS noise in a resonator are then to increase the structure
size of the capacitor and choosing a material that does not oxidize well.

Amplifier noise
There are also noise contributions at the system level originating from all instruments in the readout
chain, such as attenuators and amplifiers. These noises are generated internally in the instrument
and are usually caused by random motions of electrons. The system noise generally has a flat, white
spectrum and can therefore be modeled as an equivalent thermal noise source, and characterized with
an equivalent noise temperature, 𝑇𝑁. The dominating noise sources is most often the first amplifier right
after the detector as it has the largest gain. This is also the case for the measurement setup used in this
thesis where the system dominated noise sources originates from a low noise high-electron-mobility
transistor (HEMT) amplifier with a noise temperature of 1.5-2 K which is mounted on the 3 K stage [39].
The system noise level in 𝐴 or 𝜃 is related to the (single sideband) 𝑇𝑁 as [35]

𝑆𝐴,𝜃 =
𝑘𝐵𝑇𝑁
𝑟2𝑃𝑟𝑒𝑎𝑑

(3.29)

with 𝑃𝑟𝑒𝑎𝑑 the microwave readout power and 𝑟 = 𝑄/2𝑄𝑐 = (1 − 𝑆21,𝑚𝑖𝑛)/2 ≤ 0.5 the radius of the
resonance circle.

Hot phonon loss
There is a fundamental limit to the resolving power of the detector caused by the statistical variation in
the number of quasiparticles generated by photons with the exact same energy. It is impossible that
100% of the energy from an absorbed photon can be converted into the breaking of Cooper pairs. After
the breaking of the initial Cooper pair the excess energy is converted into momentum of the generated
electrons and/or phonons which can cause the breaking of more Cooper pairs. The energy of the
photon thus down-converts through these electron-electron and electron-phonon interactions until their
energy is insufficient to brake any more Cooper pairs. This down-conversion process is statistical and
is captured in the pair-breaking efficiency 𝜂𝑝𝑏. 𝜂𝑝𝑏 is limited to about 0.59 for photons with energy≫2Δ.
This means that on average an effective energy of 1.7Δ is required to generate a single quasiparticle,
instead of the theoretical 1Δ [40]. The resolving power is limited by the variation in this down-conversion
process. In the limit, called the Fano limit, the resolving power 𝑅𝐹𝑎𝑛𝑜 is given as [41]:

𝑅𝐹𝑎𝑛𝑜 =
1

2√2 ln(2)
√𝜂𝑝𝑏𝐸𝑝ℎ

Δ𝐹 (3.30)

with 𝐹 (≈ 0.2) the Fano factor, which does not vary significantly across different superconductors [40].
𝑅𝐹𝑎𝑛𝑜 is thus the maximally attainable resolving power for a superconducting detector.
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The Fano limit only holds in the perfect scenario that all energy is contained within the superconduc-
tor. If, however, phonons, and especially energetic (hot) phonons escape the superconductor during
the down-conversion process the statistical limit is reduced. The effect of excess loss on the resolving
power is usually accounted for by introducing a phonon loss factor, 𝐽, in Equation 3.30 giving [42]

𝑅𝑖 =
1

2√2 ln(2)
√ 𝜂𝑝𝑏𝐸𝑝ℎ
Δ(𝐹 + 𝐽) (3.31)

𝐽 is dependent on material parameters and detector geometry; it can be reduced by suspending the
detector on a thin membrane or by introducing a phonon blocking layer[43]. A factor 8 reduction in 𝐽 has
been shown in NbTiN-Al hybrid coplanar waveguide resonators suspended on a thin SiN membrane.
With these devices the highest MKID resolving power has been measured to date 𝑅=52 (𝑅𝐹𝑎𝑛𝑜=92)[17]
.

Figure 3.2: (a) Visualisation of TLS tunneling states in an amorphous material. An atom can sit in one of two potential wells. The
well differ in minimal energy 𝜀. [44]. (b) Power spectral densities of the phase and amplitude response of an aluminium coplanar
waveguide resonator showing the spectral behaviour of the GR, TLS and amplifier noise.[39]





4
Experimental Setup and Modelling

The LIFE initiative requires detectors to operate from 4-18.5 𝜇m, see section 2.1. In this thesis we
conduct experiments to measure the performance of MKIDs in this bandwidth at the wavelengths 3.8
𝜇m and 8.5 𝜇m. We also do an additional measurement at 1545 nm. Two different types of detectors
are measured: the near-IR LEKID and far-IR MKID, see section 1.3 and Figure 1.3. Results of the
first are presented in chapter 6 and of the latter in chapter 7. In this chapter we first explain the gen-
eral experimental setup and how it varies for the different wavelengths. Then, a theoretical model is
introduced that aids in designing and characterising the measurement setup.

4.1. Experimental Setup
All the experiments conducted for this thesis make use of the same cryostat and microwave read-
out. These parts are explained first. Then, we explain the variations made on this general setup that
accommodate the experiments at different wavelengths.

Cryostat setup
An cross section of the Bluefors® cryostat is seen in Figure 4.1a. It consist of four vacuum pumped
temperature stages separated by aluminium shields which are denoted as the ’300 K’, ’40 K’, ’4 K’
and ’100 mK’ stage. The names of these stages do not indicate their exact temperature, as these
very between experiments. The 300K stage is short for the ’room temperature stage’. The detector is
contained within an additional light-tight box at the 100 mK stage, called the sample stage. A pulse tube
refrigerator cools the stages down to 4 K and a He3-He4 dilution refrigerator lowers the temperature
to several tens of mK. The detector is very sensitive to the presence of external magnetic fields, like
the earth magnetic field, and is therefore protected by a Cryophy and Niobium shield encapsulating
the 100 mK stage. It it possible to mount transparent windows in the aluminium shields such that the
detector can be exposed to radiation from a source outside of the cryostat.

Microwave readout
The response of the detector is read-out using a homodyne detection scheme, see Figure 4.1b. A
microwave signal is generated outside of the cryostat and is split into two; one going directly to IQ mixer
and the other is fed into the cryostat. In the cryostat it is attenuated at every temperature stage before
entering the sample stage where it is modulated by the microwave resonator. The signal is amplified at
the 3 K and 300 K stage with a Low Noise Factory cryogenic LNA and a Miteq, respectively, before it is
mixed with the copy of the original microwave signal in the IQ mixer. The IQ mixer delivers the in-phase
(I) and quadrature (Q) components of the modulated signal which are converted to the detector phase
and amplitude response as described in chapter 5. The sampling rate is 1 MHz.

The general workflow for a measurement is as following. An initial 𝑆21 scan is made using the vector
network analyzer (VNA) to locate all the MKIDs in the frequency domain. The readout powers are then
manually optimised per MKID by choosing the maximal power before bifurcation starts to appear in its
resonance dip. Now the initialisation is done and the VNA is replaced by the signal generator and I/Q
mixer for the measurement. A 𝑆21 scan is made at the start of every measurement to determine the
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resonance frequency and resonance circle in the complex plane which will function as the reference
for the response following on this. The 𝑆21 scan is measured anew for every MKID or readout power.
Usually, every MKID is measured at three different readout powers: one being the initially chosen
readout power and the other two being 2 dBm above or below it. The data gathered per MKID, per
readout power is the I/Q response over time, usually for a duration of 40s and longer if necessary.

Figure 4.1: An overview of the general experimental setup that is used for the experiments in this thesis. (a) A cross section
of the cryostat. The different temperature shields are indicate, as well as the Cryphy and Niobium shields. The laser can be
mounted at the 100 mK stage. The cryostat can also be opened up to an external source. For this purpose optical filters are
installed at the indicated positions. The limiting aperture for the detector looking at the the 300 K stage is located at the 40 K
stage and is equal to 1 inch. (b) The microwave components in the readout system. The signal from the generator is first split
feeding one signal direct to the IQ mixer and the other is fed into the cryostat using flexible SMA cables. Within the cryostat
the signal is attenuated at every temperature stage and interrupted with double and single DC blocks. After the sample box the
signal is amplified at the 3 K and 300 K stages before it is mixed with a copy of the original signal in an IQ mixer. Alternatively the
signal generator and IQ mixer can be replaced by a vector network analyser (VNA) for quick characterisation. The VNA replaces
the complete system above the thick black dots.

Variations on the experimental setup
Two different experimental setups have been used for the experiments of this thesis: a closed setup for
laser measurements at 1545 nm and a open setup for measurements at 3.8 and 8.5 𝜇m. A third setup
has been designed for future experiments at 18.5 𝜇m: the black-body setup. A schematic overview of
these difference setups is found in Figure 4.2.

Closed setup The closed setup is used for measurement witht the 1545 nm laser. An external
source generates a laser that is fed into the cryostat through an optical fiber and collimated at the
100 mk stage where it illuminates the sample stage. The laser power can be attenuated to obtain
the desired radiation power. This setup is ’closed’ as all higher temperature shield are closed with
aluminium lids. This does not mean all stray light is rejected.

Open setup At 3.8 and 8.5 𝜇m the detector is exposed to a source external to the cryostat. Using
an external source will expose the detector to the thermal background originating from the 300 K,
40 K and 4 K stages. The thermal background of the 300 K stage will dominate as the radiated
power scales with temperature to the fourth. The peak spectral radiance of the 300 K background
is at about 10 𝜇m. Optical filters are used to attenuate the radiation at undesired wavelengths
as much as possible, while ensuring sufficient power at the desired wavelength. The optical
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filters can be installed at all temperature stages and sample stage. At 3.8 𝜇m a monochromator
is used as the source to increase the power at the desired wavelength. A monochromator, in
essence, is a lamp emitting a black-body like spectrum combined with a set of slits and gratings
that allow for the selection of a specific wavelength from the spectrum with a defined bandwidth.
The monochromator that is used in this thesis is the CornerstoneTM 260 (model: CS260-USB-4-
MC-A) manufactured by Oriel®. The grating (model nr. 74080 ) has 150 lines/mm and reciprocal
dispersion of 25.8 nm/mm at a blaze wavelength of 4000 nm. It covers the bandwidth 2.5-12 𝜇m
with >20% efficiency (peak efficiency is 70%). The source is a 100 W, Quartz Tungsten Halogen
(QTH) lamp with its peak spectral radiance at 800 nm. The monochromator light is collimated
and manually aligned at the centre of the opening of the 300 K shield such that is shines up in to
the cryostat onto the detector. The power can be manually adjusted using an variable aperture
right before the vacuum window. The spectral radiance of the QTH lamp at 8.5 𝜇m is about a
factor 1000 less than at 3.8 𝜇m. Therefore, it is not expected to add significant power on top of
the thermal background at 8.5 𝜇m. The thermal background will act as our source of radiation as
the 8.5 𝜇m. Attenuating the undesired radiation at 8.5 𝜇m will be more convenient as it is closer
to the peak spectral radiance of the 300 K background.

Black-body setup No experiments have been done at 18.5 𝜇m, but a setup has already been
designed and manufactured. The setup consists of a cryogenic black-body mounted under the
4 K stage. Its temperature can be externally adjusted which allows us to manipulate the emitted
spectrum for the benefit of our measurement. Two holders have been designed that tilt the optical
filters to 45∘. This prevents standing waves between the filters by reflecting the radiation to an
absorbing layer applied on the inside of the tilted holders.

Figure 4.2: Schematic overview of the different experimental setups that are used for measurements at different wavelengths.
(left) The open setup used for the laser measurements at 1545 nm. An external source generates a laser that is fed into the
cryostat through an optical fiber and collimated at the 100 mk stage where it illuminates the sample stage. The laser power can
be attenuated to obtain the desired radiation power. (middle) The open setup that is used at 3.8 𝜇m and 8.5 𝜇m. At 3.8 𝜇m the
main source of radiation is a 100 W, quartz tungsten halogen (QTH) lamp. The monochromator selects a specific wavelength
with a defined bandwidth from this spectrum using a grating and slits. Optical filters are present at every temperature stage
to attenuate the undesired radiation from the thermal background. At 8.5 𝜇m the monochromator is not expected to deliver
sufficient power and the thermal background will act as the main source of radiation. (right) The black-body setup used for the
experiment at 18.5 𝜇m. A cryogenic black-body is installed at the 4 K stage that can be heated from the outside by running a
current through a resistor attached to the black-body. Two filter holders are designed that can be mounted to the black-body and
the 100 mK stage. The holders tilt the filters with 45∘ such that the reflected radiation is absorbed by the absorbing layer applied
on the inside of the holders.
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4.2. Modelling of the Experimental Setup
In this section we model the open setup that is described Figure 4.2. The model is important as it helps
to characterise the contribution of the thermal background radiation in our experiments. The model also
helps in optimising the optical filtering configuration. The optical filters should attenuate the undesired
radiation as much as possible, while ensuring the right amount of power at the desired wavelength.
The model can also give insight into the optical efficiency of the detector. However, this is not meant
to be an exact determination, but more an order of magnitude estimate. In this section we describe
the model, starting with how we calculate the radiated power on the detector pixel. Then, we explain
how the absorbed power is calculated. Next, we explain the different optical filters that are used in the
experiments. We concluded by determining the that is used to find the optimal filter configuration for
the different experiments. We will start at the source, after which we will characterise the optical filters,
then we explain how we model our detector and conclude with how we calculate the power absorbed
by the detector.

Radiated and absorbed powers
Every temperature stage emits thermal radiation. We calculate the pair-breaking, radiated power inci-
dent on the detector per temperature stage as

𝑃𝑇𝑟𝑎𝑑 = 𝐴Ω∫
ℎ𝑐/2Δ

0
Θ(𝜆)𝐵𝜆(𝜆, 𝑇)𝑑𝜆 (4.1)

with

• 𝐴 the surface of the detector pixel. It is equal to the surface of the detector lens, see Figure 4.5.

• Ω = 2𝜋 × [1 − cos (tan−1 ( 𝑟𝑑))] is the the opening angle of the detector pixel with 𝑟 the radius of
the limiting aperture as seen by the detector and 𝑑 the distance from the detector to the limiting
aperture. In our experiments we have a limiting aperture with 𝑟=12.70 mm at the 40 K stage such
that 𝑑=353.45 mm, see Figure 4.1.

• Θ = ∏𝑖 𝜗𝑖 the product of all the transmission spectra 𝜗𝑖 of all the optical filters 𝑖 that are in between
the temperature stage and detector.

• 𝐵𝜆 is the spectral radiance emitted by the temperature stage with temperature 𝑇. We model the
temperature stage as a black body such that its spectral radiance is described by Planck’s law:

𝐵𝜆(𝜆, 𝑇) =
2ℎ𝑐2
𝜆5

1
𝑒ℎ𝑐/𝜆𝑘𝐵𝑇 − 1 (4.2)

We realise that the actual spectrum can differ greatly, especially for reflective materials such as Al.
Therefore, we estimate a relative uncertainty in 𝐵𝜆 of 20% and assume a triangular distribution.
The Stefan-Boltzmann law is used to validate the algorithm: 𝐵(𝑇) = ∫∞0 𝐵𝜆(𝜆, 𝑇)𝑑𝜆 = 𝜎𝑇4 with 𝜎
the Stefan-Boltzmann constant. The exact temperatures used in themodel for the different stages
are: 292 K, 37.8 K, 2.85 K and 0.1 K. The total radiated power 𝑃𝑟𝑎𝑑 is obtained by summing over
𝑃𝑇𝑟𝑎𝑑 for every stage. As 𝐵(𝑇) ∝ 𝑇4, the radiation emitted by the 300 K stage will dominate the
radiation from lower temperature stages. However, this radiation is also subjected to the most
optical filtering so we cannot neglect the radiation from the lower temperature stages.

The total absorbed power 𝑃𝑎𝑏𝑠 is calculated from the total 𝑃𝑟𝑎𝑑 = ∑𝑇 𝑃𝑇𝑟𝑎𝑑 from all temperature stages
as

𝑃𝑎𝑏𝑠 = 𝜂𝑜𝑝𝑡𝑃𝑟𝑎𝑑 (4.3)
similar to Equation 3.1. 𝑃𝑎𝑏𝑠 can also be retrieved from measurement as 𝑃𝑎𝑏𝑠 = 𝐸𝑝ℎ𝑁𝑝ℎ with 𝑁𝑝ℎ the
detected photon count rate. We find the standard deviation 𝜎 in the radiated and absorbed powers by
propagating the uncertainty of their individual variables. For the absorbed power this gives

𝜎𝑎𝑏𝑠 ≈ 𝑃𝑎𝑏𝑠√(
𝜎𝑜𝑝𝑡
𝜂𝑜𝑝𝑡

)
2
+ (𝜎𝐴𝐴 )

2
+ (𝜎ΩΩ )

2
+ (𝜎𝐼𝐼 )

2
(4.4)

with 𝜎𝐼 the standard deviation in the integral part 𝐼 = ∫𝜆 Θ(𝜆)𝐵𝜆(𝜆, 𝑇)𝑑𝜆.
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In-, near- and out-of-band powers
It is necessary to make more specific distinctions in the pair-breaking radiation in Equation 3.5 as not all
radiation has the same effect on the detector. We define three distinct wavelength bands: the in-band,
the near-band and the out-of-band, see Figure 4.3. We explain these below and also apply them to the
near-IR LEKID.

In-band The in-band is defined as the full width of the bandpass filters that are used in the ex-
periment. This bandwidth will ultimately limit the resolving power in case of a perfect detector.
The minimum in-band power should provide a statistically relevant set of pulses within the time
of measurement. In our experiments we adjust the measurement time to obtain at least a 1000
pulses per detector. The maximum in-band power is set at 𝐸𝑝ℎ/2𝜏𝑞𝑝 which ensures that pulses
do not overlap too often. For the near-IR LEKID with 𝜏 50 𝜇m this gives 0.52 and 0.23 aW at 3.8
and 8.5 𝜇m respectively.

Near-band The near-band is defined as the wavelength range which can still result in detectable
single photon pulses and thus depends on the resolving power of the detector. This near-band
radiation limits the resolving power by introducing an additional variation in the detected pulse
heights and by adding photon noise. For a valid measure of the resolving power we need the
near-band power to be much lower than the in-band power, i.e. 𝑃𝑖𝑛/𝑃𝑛𝑒𝑎𝑟> 1000. We estimate
the near-band for the near-IR LEKID using the signal-to-noise resolving power obtained for the
detector at 1545 nm: 𝑅𝑆𝑁 10. If we assume linearity in response, the noise to be constant and
require a pulse response to have at least 𝑅𝑆𝑁=2, we expect to see single photon pulses up to a
8 𝜇m. Consequently, we define the near-band from 0-8 𝜇m.

Out-band The out-of-band is defined as all wavelengths longer than the near-band and up to
ℎ𝑐/2Δ. The out-of-band radiation limits the resolving power of the detector as it increases the
quasiparticle density, which lowers 𝜏𝑞𝑝, thereby lowers the response. Furthermore, it contributes
additional photon noise. We require the out-of-band power to add only a slight fraction of the num-
ber of quasiparticles created by a single, in-band photon. Say we take a factor 1000 difference,
we then obtain 𝐸𝑝ℎ/𝜏𝑞𝑝𝑃𝑜𝑢𝑡> 1000 from Equation 3.1. The factor 1000 is just an illustrative ex-
ample that allows us to relatively compare out-of-band powers. We stay away from interpreting
the values in an absolute manner. For the near-IR LEKID we define the out-of-band is every-
thing from 8 𝜇m up to 4.1 mm. If we use the value of 𝜏𝑞𝑝=53 𝜇s found at 1545 nm, we obtain
𝑃𝑜𝑢𝑡<9.9×10−19 W at 3.8 𝜇m.

Figure 4.3: Visualisation of the in-, near- and out-of-band regions. The in-band is equal to the full width of the bandpass filter
which is the 3.8 𝜇m bandpass filter in this example. The near-band is everything below 𝜆 = 8𝜇m as longer wavelengths will not
result is distinct single photon pulses. The out-of-band is everything shorter than the pair-breaking wavelength ℎ𝑐/2Δ (4.1 mm
for 𝛽-Ta, 2.6 mm for Al)
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Optical Filtering
The optical filters are characterised by their manufacturer for only a limited spectral range. This suffices
to compute the in- and near-band powers, but it does not suffice to compute the out-of-band power.
We look to the literature to make an estimation of the transmission at wavelengths much longer than
the characterised spectral range. For the bandpass filters we pose a relative uncertainty of 5%, for the
neutral density filters 20% and for all other filters 10%. The bandpass filters have lowest uncertainty
as they have been specifically characterised for us by their manufacturer. The remaining uncertainty
is because they have been characterised at 77 K while we use them at temperatures below 4 K. The
neutral density filters have the largest uncertainty. They are reflective filters with a metal substrate
so their transmission is expected to be even more dependent on temperature. In all transmission
uncertainties we assume a triangular distribution. The filters used in this thesis are seen in Figure 4.4
and are described below:

• The 1mm thick, 3.8𝜇m band pass filter (BP3.8) has a peak transmission of 0.78 at the central
wavelength 𝜆=3.828𝜇m and a full width of 209nm. The filter is manufactured by Northumbria Op-
tical Coatings Ltd (NOC) and is characterised at 77K from 0.8-45𝜇m. The filter has an 1 mm thick
infrared fused-silica (IR-FS) substrate and based on literature [45] we estimate a transmission of
0.75 for 𝜆>100 𝜇m.

• The 1mm thick, 8.5 𝜇m band pass filter (BP8.5) has a peak transmission of 0.73 at the central
wavelength 𝜆=8.473 𝜇m and a full width of 436 nm. The filter is manufactured by Northumbria
Optical Coatings Ltd (NOC) and is characterised at 77 K between 0.8-45 𝜇m. The filter has
an 1mm thick Germanium substrate and we estimate a transmission of 0.3 for 𝜆>45 𝜇m [46].
In our experiments a BP8.5 filters will always be combined with a CaF2 filter to attenuate the
considerable transmission that is seen between 20-40 𝜇m.

• The 1mm thick, Germanium filter (Ger) is manufactured by Thorlabs and is characterised up to
25 𝜇m and, similar to the BP8.5, we estimate the transmission for the longer wavelengths to be
0.3[46].

• The 1mm thick, CaF2 filter (CaF2) is manufactured by Eksma Optics and is characterised up to
25𝜇m and, similar to the BP3.8, we estimate its transmission 𝜆>200𝜇m to be equal to 0.5 [47].

• Neutral density filters attenuate the radiation approximately uniformly across the spectrum. They
are characterised by their optical density, 𝑂𝐷 = log10(1/𝑇) with 𝑇 the average transmission. We
use neutral density filters with 𝑂𝐷=2 (ND2) and 𝑂𝐷=3 (ND3), meaning that they will attenuate the
incident optical power by a factor 102 and 103, respectively. These filters are manufactured by
Thorlabs Inc. and have been characterised for 0.2-18 𝜇m. We do not expect the transmission to
increase at longer wavelengths as the neutral density filters have a metal coating. We extend the
value found at the end of the characterised region, at 18𝜇m, to all longer wavelengths for both
ND2 and ND3.
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Figure 4.4: Overview of the transmission spectra of the various filters that are used in the experiments and for the modeling of
the experimental setup. The blue regions denote the wavelength ranges where the filters have been characterised. Outside
of the blue range we have to estimate the transmission based on literature. The top row show the 3.8𝜇m (BP3.8) and 8.5𝜇m
(BP8.5) bandpass filters. The middle row shows the CaF2 (CaF2) and Germanium (Ger) filters whereas the bottom row shows
the neutral density filters of order 2 (ND2) and of order 3 (ND3).
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Detector model
In this section we estimate 𝜂𝑜𝑝𝑡 and its uncertainty such that we can model 𝑃𝑎𝑏𝑠. This is supposed to
be more of an order of magnitude estimation rather than a definite determination of the true efficiency.
The true value of the optical efficiency should be obtained from dedicated measurements. For now we
only model the near-IR LEKID. The far-IR MKID was designed for a different wavelengths, so we do
not really know anything about the optical coupling in the mid-IR.

𝜂𝑜𝑝𝑡 is built up of all elements that influence the fraction of 𝑃𝑎𝑏𝑠 in the inductor to 𝑃𝑟𝑎𝑑 at surface of
the lens, see Figure 4.5a. Below describe all the elements that are included in the model.

manufacturing tolerances in the microlens array The array (APO-Q-P150-R0.39) is manu-
factured by Advanced Micro-optics Systems (AMS) and has positive orthogonal lenses with pixel
pitch 𝐷=150±1 𝜇m, focal length 𝐹=0.85mm±5% and spectral transmission 𝜗𝑓𝑠. The uncertainties
in 𝐷 and 𝐹 are provided by the manufacturer and assumed to be ±2𝜎.

transmission of fused silica Themicrolens array is made of of 1.25mm thick, fused silica. Fused
silica is only characterised up to 5𝜇m, however, similar to the BP3.8 filter, we estimate a trans-
mission of 0.75 for 𝜆>100𝜇m, see Figure 4.5b. We estimate a relative uncertainty of 10% in its
transmission and assume a triangular distribution.

the inductor surfaceWe model the inductor as a square surface with sides 24 𝜇m (=√2𝑅). The
uncertainty in 𝑅 is 2 𝜇m which is introduced because the inductor is not a perfect square. We
assume a rectangular distribution for the uncertainty.

diffraction In the diffraction limited case the airy pattern describes the intensity of the light on
the focal plane as a function of radius 𝑟, 𝐷, 𝐹 and 𝜆. We can obtain the relative enclosed power
within the inductor, 𝜂𝑒𝑛𝑐𝑙, as a function of 𝜆, seeFigure 4.5d. The uncertainties in 𝐷, 𝐹, 𝑅 are
numerically propagated to find the uncertainty in 𝜂𝑒𝑛𝑐𝑙.

lens misalignment We estimate an uncertainty lens alignment 𝑑𝑥, 𝑑𝑦=5 𝜇m and assume a tri-
angular distribution. These uncertainty are also numerically propagated in 𝜂𝑒𝑛𝑐𝑙.

fill fraction 𝛽-Ta does not cover the full inductor area but only about 75% due to the 2 𝜇m sepa-
ration of the inductor lines. We correct for this by adding a fill fraction 𝜂𝑓𝑖𝑙𝑙 in the model. However,
𝜂𝑓𝑖𝑙𝑙 is wavelength dependent, but its exact dependency is not modeled here. 𝜂𝑓𝑖𝑙𝑙 must between
0.75 and 1, so we estimate 𝜂𝑓𝑖𝑙𝑙=0.88±0.10.

absorption efficiency The absorption efficiency 𝜂𝑎𝑏𝑠 of 𝛽-Ta is approximated to be wavelength
independent with a value of 0.25±0.02. The uncertainty is introduced by extrapolating the value
from [48].

Finally, we find
𝜂𝑜𝑝𝑡 = 𝜂𝑓𝑖𝑙𝑙𝜂𝑎𝑏𝑠𝜂𝑒𝑛𝑐𝑙𝜗𝑓𝑠 (4.5)

and the standard deviation 𝜎𝑜𝑝𝑡 by analytically propagating the uncertainties of the individual variables,
similar to Equation 4.4. We have not considered the optical aberrations introduced by the lens when
not in the diffraction limited case. We also have assumed that all the light incident on the square lens
is focused onto the detector, even though this is probably not the case. We also approximated Ω to be
constant across 𝐴 and also equal for all temperature stages. These aspect could be implemented in
future work.
𝜂𝑜𝑝𝑡 and 𝜎𝑜𝑝𝑡 are wavelength dependent and are plotted in Figure 4.5d. The relative standard deviation
in 𝜂𝑜𝑝𝑡 is 13%. At 3.8 𝜇m we find 𝜂𝑜𝑝𝑡=0.08±0.02. At 8.5 𝜇m 𝜂𝑜𝑝𝑡 ≪0.01 due to the low transmission of
the lens and diffraction. Furthermore, we find that the contribution to 𝜎𝑜𝑝𝑡 is largest from the uncertainty
in 𝜂𝑒𝑛𝑐𝑙 and the other contributions are similar, see Table 4.1. Overall, we find the relative standard un-
certainty in 𝑃𝑎𝑏𝑠 to be 21%. We find that 𝜎𝑜𝑝𝑡 and 𝜎𝐼 have similar contributions to 𝜎𝑎𝑏𝑠, both dominating
𝜎𝐴 and 𝜎𝐼.
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Table 4.1: Overview of the contributions to the uncertainty in 𝑃𝑎𝑏𝑠, see Equation 4.4. The have also split up the different
contributions to 𝑒𝑡𝑎𝑜𝑝𝑡, see Equation 4.5.

Rel. 𝜎 [%] Rel. contr.
to 𝜎𝑎𝑏𝑠 [%]

𝜂𝑜𝑝𝑡

𝜂𝑓𝑖𝑙𝑙 5.8 7.7
𝜂𝑎𝑏𝑠 4.9 5.5
𝜗𝑓𝑠 4.1 3.8
𝜂𝑒𝑛𝑐𝑙 10 24

Subtotal 13 41
𝐴 <1 ≪1
Ω <1 ≪1
𝐼 16 59

Total 100

Figure 4.5: (a) Schematic overview of the various elements that influence the optical efficiency 𝜂𝑜𝑝𝑡=𝑃𝑎𝑏𝑠/𝑃𝑟𝑎𝑑 of the detector.
𝑃𝑟𝑎𝑑 is the power incident on the 𝐷 × 𝐷 lens with transmission 𝜗𝑓𝑠 and focal length 𝐹. 𝑃𝑎𝑏𝑠 is the power absorbed in the 𝛽-Ta
inductor with size √2𝑅 × √2𝑅. The 𝛽-Ta has an absorption efficiency 𝜂𝑜𝑝𝑡 and fill fraction 𝜂𝑓𝑖𝑙𝑙. (b) The transmission 𝜗𝑓𝑠 of the
1.25 mm thick, fused silica lens. (c) The relative enclosed power within radius 𝑅, 𝜂𝑒𝑛𝑐𝑙 as a function of wavelength 𝜆. 𝜂𝑒𝑛𝑐𝑙 is
obtained in the diffraction limited case when the intensity of the light on the inductor plane is described by the Airy pattern as a
function of radius 𝑟, focal length 𝐹, aperture 𝐷 and wavelength 𝜆. We also incorporate uncertainties in the lens alignment: 𝑑𝑥
and 𝑑𝑦. All of these factor combined give (d) the total 𝜂𝑜𝑝𝑡 as a function of 𝜆. The inset shows a the same plot but with the
y-axis on a logarithmic scale.
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MKID Data Analysis

The homodyne readout, see section 4.1, delivers the raw data of the detector response in the 𝐼 and 𝑄
coordinates as a function of time. These coordinates can be converted to a response in phase 𝜃 and
amplitude 𝐴 using the following relations:

𝐴 = 𝑋
⟨𝑋⟩ (5.1)

𝜃 = 𝜋 − tan−1 (𝑄𝐼 ) (5.2)

with 𝑋 = √𝐼2 + 𝑄2. 𝐴 is normalised to 1. A 𝜋 phase shift is applied to 𝜃 such that is has its axis of
orientation in the negative 𝐼 direction. Incident photons will cause a sudden increase of response, a
pulse, and the height of the pulse is a measure for the energy of the photon, see Figure 3.1. An optimal
filter is applied to obtain a more accurate estimation of the actual pulse heights by compensating for the
frequency dependent noise. First, we explain how this optimal filter is applied and conclude with how
we compute the resolving power of the detector. An overview of the data analysis process described
in this chapter is visualised in Figure 5.3.

5.1. Optimal Filter
The optimal filter is a signal processing technique that computes a ’frequency weighted’ average in
the presence of coloured noise, i.e. noise that is frequency dependent. We apply an optimal filter
to construct the best possible estimates of the pulse heights 𝐻 for every pulse 𝐷(𝑓) . As inputs it
requires the normalized pulse model 𝑀(𝑓), the noise model 𝑁(𝑓), such that 𝐷(𝑓) = 𝐻𝑀(𝑓) + 𝑁(𝑓). 𝐻
is computed as following [49], [50]

𝐻 =
∫∞−∞

𝐷𝑀∗
|𝑁|2 𝑑𝑓

∫∞−∞ |
𝑀
𝑁 |
2
𝑑𝑓

(5.3)

In the discrete and finite domain 𝐷(𝑓) and 𝑁(𝑓) are equal to their power spectral density (PSD) esti-
mates. In Figure 5.3b we have plotted the typical PSD estimates for the 1545 nm measurement. The
effect of the optimal filter on the 1545 nm data is seen in panel d. The blue histogram gives the distri-
bution of peak heights without optimal filter, whereas the red histogram gives the distribution after the
optimal filter has been applied. The average of the distribution is slightly higher and so is the resolving
power as the standard deviation has stayed the same.

In the following subsections we will explain how the noise and pulse models are obtained from the
data.

Pulse Model
The findpeaks function in Matlab is used to detect the peaks of the photon pulses in the data. To obtain
the most accurate indication of the detector performance we only want to analyse single-photon pulses:
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the pulses that are due to the absorption of a single photon. We use the singe-sided, fast Fourier Trans-
form (FFT) of the pulses to find 𝐷(𝑓). Similarly, we find 𝑀(𝑓) from the average, normalised pulse in
time domain. How we find the photon pulses and filter for single-photon pulses is explained in the
following paragraphs.

Selecting photon pulses
The findpeaks function accepts additional criteria to improve the selection of the desired peaks. Two
criteria are used in this thesis: the MinPeakHeight (MPH) and MinPeakProminence (MPP). MPH sets
a minimum height for the peaks, whereas MPP sets a minimum prominence. The prominence of a
peak is the minimum vertical distance that the signal must descend on either side of the peak before
either climbing back to a level higher than the peak or reaching an endpoint. Basically, it is a measure
for the how much the peak ’stands out’ compared to surrounding peaks.

Previously, the values of MPP and MPH would be chosen manually, but a method is presented
here that provides a more objective way. This method involves making a 3D surface plot of the number
of peaks 𝑁𝑝𝑘𝑠 found in the data while independently varying both the MPP and MPP. Two examples
are shown in Figure 5.1 at 3.8 𝜇m and 1545 nm data. Note the logarithmic scale of the Z-axis. Three
general areas can be distinguished in the surface plot. These are related to three types of peaks present
in the data: peaks originating from noise, peaks from photons and peaks from high-response outliers.

Peaks from noise These are in the area where 𝑁𝑝𝑘𝑠 is highest and where MPH and MPP are
lowest. The peaks found here are mostly peaks from noise; the number of peaks from noise
decreases rapidly for increasing MPH and MPP.

Peaks from photons The second area is where 𝑁𝑝𝑘𝑠 seems to stay relatively constant for a
certain range of values before dropping off again. These peaks result from absorbed photons
that are clearly distinguishable from the noise. A clear plateau is visible in the transition from the
noise to the photon peaks. Values for MPP and MPH should be chosen from somewhere on this
plateau. This is more challenging at 1545 nm than at 3.8 𝜇m as the plateau is smaller, indicating
that the pulses from photon are less distinguishable from noise.

Peaks from outliers The third area is starts at the second plateau where 𝑁𝑝𝑘𝑠 is lowest for the
highest values of MPP and MPP. This area indicates the presence of very high response pulses
in the data. These outliers are due to high energetic stray light or cosmic rays. These outliers are
rejected by setting a response limit at 3 sigma above the average photon response.

The process of choosing the optimal MPP and MPH from this plot could be automated in future work.
The values chosen for MPP and MPP are experiment specific and will be provided together with the
results from the experiments.

Rising edge alignment
In order to obtain the pulse model for the optimal filter we need to align all the pulses. The pulses are
aligned on their rising edge because this is themost accurate indication of the start of the pulse. Aligning
on the rising edge means aligning at the point which is closest to half of the pulse maximum. However,
the rising edge often comprises of just a few data points which makes it hard to find the point at half the
maximum. Therefore, the data is upsampled to accurately find the rising edge. The upsampling is done
using the resample function in Matlab. Generally, we increase the number of data points with a factor 8.

Removing overlapping pulses
We filter all the peaks that are too close to each other in order to remove overlapping pulses. How-
ever, sometimes pulses overlap and only one of the overlapping pulses is detected. These pulses are
clearly visible when we plot all filtered and aligned pulses on top of on another. In Figure 5.2a we have
highlighted the two examples of misaligned, overlapping pulses in yellow and orange. These pulses
are aligned on the rising edge of their secondary pulse. A correctly aligned pulse is highlighted in red.
We see that the overlapping pulses give a higher maximum response than the correctly aligned pulse
which influences the results. These overlapping pulses are rejected using a filter that requires a manual
input of the maximal height a pulse can have before the average rising edge. This process should be
automated in future work.
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Figure 5.1: 3D surface plots of the number of peaks 𝑁𝑝𝑘𝑠 found with the findpeaks function in Matlab as a function of the peak
selection attributes MinPeakHeight (MPH) and MinPeakProminence (MPP) for (left) 3.8𝜇m data and (right) 1545nm data. Note
the logarithmic scale of the y-axis. Three areas can be identified, at 1545 nm better than at 3.8 𝜇m. Peaks from noise, peaks from
photons and peaks from outliers. The latter can be high energetic stray light, cosmic rays or a response artifact. A clear plateau
is visible in the transition from the noise to the photon peaks. Values for MPP and MPH should be chosen from somewhere
on this plateau. This plateau is much smaller in size for at 3.8𝜇m. This is because the lower energetic photons trigger a lower
response. The smaller the plateau, the more challenging it becomes to distinguish photons from noise.

Figure 5.2: Illustration of the removal of overlapping pulses. (a) All pulses from a data set plotted on top of one another with a
couple of misaligned pulses. Three pulses (yellow, orange and red)have been highlighted by a thicker line width. The yellow
and orange pulses are two examples of overlapping pulses that are incorrectly aligned on the rising edge of their secondary
pulse. The red pulse is an example of a correctly aligned pulse. (b) The same plot as in (a) but now with the overlapping pulses
removed.
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Noise Model
The noise is obtained from a ’dark’ measurement, meaning that the radiation source is turned off. This
does not mean that there is no background radiation or even pulses present in the data. Stray light and
cosmic rays can still causes pulses in the dark data. Noise data is cut from in between the detected
pulses. If there are many pulses present in the data the maximal obtainable bandwidth of the noise
power spectral density estimate (PSD) decreases. We use the pwelch function in Matlab to compute
the average PSD of the noise data. The periodogram is not a consistent estimator of the true PSD
of a wide-sense stationary process. Therefore, Welch’s technique is used which cuts the time series
into overlapping segments of equal length, computes a modified periodogram for every segment and
averages these to obtain an estimate of the power spectral density with reduced variance [51]. The
noise model for the optimal filter, 𝑁(𝑓), is obtained from a 1000 noise segments with a segment length
equal to the pulse window used for the pulse model.

5.2. Resolving power
The resolving power 𝑅 can be computed with Equation 3.27 if we know how to convert the heights 𝐻
to energies 𝐸. For this we assume to be in the small response limit, i.e. 𝜃 < 1.5 rad, where the relation
between 𝐻 and 𝐸 is simply linear, meaning

𝛿𝐸 = |𝐸|
|𝐻|𝛿𝐻 (5.4)

This allows us to compute 𝑅 with ⟨𝐻⟩ and 𝛿𝐻. The latter is obtained by applying a kernel density
estimate to 𝐻 and determining the FWHM of the estimate. If 𝜃 >1.5 rad, a different coordinate system
can be used to correct for the non-linearity [18], [52]. However, in this thesis we constrain ourselves to
the small response limit. The bin width of the distribution is important for the goodness of the estimate
and is optimised using the method proposed by [53].

𝑅𝑆𝑁 is computed similar to 𝑅 but by substituting 𝛿𝐻 with 𝛿𝐻𝑛: the FWHM of the noise response.
𝛿𝐻𝑛 is the fundamental resolution limit that is attainable by 𝐻 as [49], [54], [55]:

𝛿𝐻𝑛 = 2√2 ln(2) [∫
∞

−∞

|𝑀(𝑓)|2
|𝑁(𝑓)|2 𝑑𝑓]

−1/2

(5.5)

which is obtained by computing the standard deviation in 𝐻 that would be measured if no pulse were
present, i.e. 𝐷(𝑓) = 𝑁(𝑓). The factor 2√2 ln(2) is due to the conversion from the standard deviation
to the FWHM. If we now substitute Equation 5.5 and Equation 5.4 we obtain:

𝑅𝑆𝑁 =
1

2√2 ln(2)
⟨𝐻⟩
𝜎𝐻

(5.6)

Finally, the intrinsic resolving power, 𝑅𝑖, can be obtained using Equation 3.27 with 𝑅 and 𝑅𝑆𝑁 known.



5.2. Resolving power 33

Figure 5.3: Overview of the data analysis process that is used for this thesis. The data is from a 1545nm measurement. (a)
Single photon pulses are selected with the Matlab findpeaks function using the peak selecting attributes MinPeakHeight (MPP)
and MinPeakProminence (MPH). (b) The average pulse shape in phase as a function of time 𝑡 with its ±3𝜎 uncertainty. A
pulsewindow of 256 𝜇s has been used. (c) Typical power spectral density (PSD) estimates in phase as a function of frequency
𝑓. We plotted the PSD𝜃 estimate of the average pulse seen in panel (a) in blue, the average PSD𝜃 estimate of the noise in
orange and the average PSD𝜃 estimate of all pulses in yellow. Note that the latter can be found by adding the two others. (d)
The effect of the optimal filter on the distribution of pulse heights. The average of the distribution slightly increases when the
optimal filter is applied, improving the resolving power of the detector.





6
Near-IR Detector Performance

In this chapter we present the results of measurements with the near-IR LEKID at 3.8 𝜇m and 1545 nm.
Firstly, we explain the experimental setup specific to the measurements in this chapter. Secondly, we
compare the pulse rates of the different measurements and prove single-photon detection at 3.8 𝜇m.
Following on that, discuss the accuracy of our theoretical model in predicting the absorbed powers.
Lastly, we compare the detector (and setup) performance at both wavelengths before summarising the
most important conclusions.

6.1. Experimental Setup
The near-IR detector is located on LT192chip1. It is a hybrid, lumped element device with an NbTiN
IDC and 𝛽-Ta inductor, see Figure 6.1. To increase optical coupling a fused silica microlens array on
placed on top. The device is optimised for the optical and near-IR wavelenghts with resolving powers
at these wavelengths of about 5 [18]. The resonance frequency of the detector is 𝑓0=7.6538 GHz.

The optical filter configuration consists of 4 bandpass filters at 3.8𝜇m (BP3.8), a neutral density fil-
ter of order 3 (ND3) and a germanium window, see Figure 6.1.

At 1545 nmwe use a closed setup with a laser source and at 3.8 𝜇man open setup with a monochro-
mator source, see section 4.1. The laserpower at 1545 nm is set to 50 nWwith 46 dB attenuation, which
is equal to 1.26 pW. The monochromator is set to 3800 nm. The width of the exit slit is set to 1 mm so
we understand the bandwidth of the monochromator light to be 25.8 nm. This is well within the 209 nm
full width bandwidth of the 3.8 𝜇m bandpass filters.

6.2. Measured pulse rates
In Figure 6.2 an overview is presented of the different pulse streams for every measurements during
an arbitrarily chosen time period of 1 s. The top row is from the 3.8 𝜇m measurement at a temper-
ature of T=27 mK and the bottom row is from the 1545 nm measurement at T=22 mK. The laser on
measurements at 1545 nm are done at a slightly different temperature compared to the laser off mea-
surement (T= 31 mK) because of technical difficulties with the cooler. However, the change from 22-31
mK should not matter for response or for the noise, so the comparison to 3.8 𝜇m measurement is still
valid. The peak selection criteria (see section 5.1) that were used were MPH=MPP=0.3, for both the
1545 nm and 3.8 𝜇m data.

For the 3.8 𝜇m data we see that the monochromator off measurement at 3.8 𝜇m is not dark at all:
on average 115 photons/s are present. We see an increase of 336 photons/s for the monochromator
on measurement.

The laser off measurement at 1545 nm is not completely dark either; on average 2 pulses per
second are seen to be present.

Nevertheless, we see from the laser on measurement that the laser adds 92 pulses per second on
average. Only about 9% is rejected at 1545 nm versus 27% at 3.8 𝜇m. This is because the pulse rate
at 3.8 𝜇m is almost 5 times higher, leading to more overlapping pulses.
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Figure 6.1: (a) Micrograph of a single near-IR LEKID [18]. The coupler is connected to the NbTiN coplanar waveguide (CPW)
readout line with a galvanic contact. The resonator is made of a NbTiN interdigitated capacitor (IDC) and a meandering 𝛽-Ta
inductor. The fingers and gaps of the IDC are 2 𝜇m wide as is the inductor line. (b) The microlens array that is placed on top
of the near-IR detector array. The array is made of 1.25 mm thick fused silica and has positive orthogonal lenses with pitch
𝐷=150±1 𝜇m, radius 390 𝜇m±5% and focal length 𝐹=850 𝜇m±5%. (c) The optical filter configurations for the measurements
at 3.8 𝜇m. The corresponding filter transmission spectra are presented in Figure 4.4. All filters have a thickness of 1 mm except
for the 6 mm thick, CaF2 vacuum window.

Figure 6.2: Overview of the pulse selection process for (top row) the 3.8𝜇m and (bottom row) the 1545nm measurements. The
peak selection criteria that were used were MPH=MPP=0.3 for both the 1545 nm and 3.8 𝜇m data. The left column shows the
data of the dark measurement with the monochromator/laser turned off. It is clearly visible that the 3.8𝜇m setup is significantly
less dark than the 1545nm setup. The middle column shows the increase in pulses when the monochromator/laser are turned
on. The right column shows the decrease of selected pulses due to the filtering of cosmic rays, too tightly spaced pulses or
multiple photon pulses.
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We will now more clearly proof that the pulses we see in Figure 6.2 are indeed caused by 3.8 𝜇m
photons. For this purpose we plot the pulse height histogram fro three measurements: monochromator
off,monochromator on at set to 3800 nm andmonochromator on and set to 3700 nm. These histograms
are plotted in Figure 6.3. We see nearly the same distribution of pulse heights when themonochromator
is off and set to 3.7 𝜇m. We also see a significant increase of pulses with the same heights when the
monochromator is set to 3.8 𝜇m. This proves the additional pulses we detect at 3.8 𝜇mare generated by
themonochromator as nothing else has changed between thesemeasurements. We can also conclude
that the pulses seen in the other distributions originate from the thermal background as these pulses
have the same average pulse height. We can also conclude that the resolving power of the detector is
not limited by the monochromator or the bandwidth of the bandpass filters. This is because the width
of the distribution corresponds to a larger wavelength range of absorbed photons, assuming linearity
between phase response and photon energy, than can be accounted for by the monochromator and
bandpass filters.

Figure 6.3: Histograms of the pulse heights for the experiments where (left) the monochromator was turned off, (middle) set to
3.8𝜇m and (right) set to 3.7𝜇m. The increase in the distribution for when the monochromator is set to 3.8𝜇m proves that most
pulses are caused by the absorption of 3.8𝜇m photons and that the 3.8𝜇m pulses in the left and right distributions originate from
the thermal background.

6.3. Comparing to the theoretical model
The expected radiated and absorbed powers have been computed using the model described in sec-
tion 4.2. The results from the model are presented in Table 6.1

In-band For the absorbed power in the in-band 𝑃𝑖𝑛𝑎𝑏𝑠 we expected to have a photon count rate of
𝑁𝑝ℎ,𝑖𝑛=570±239 photons/s. The experimental data reveals a photon count rate of 116 photons/s
which is obtained by averaging over the 40s time stream with the monochromator turned off. The
experimental result differs 4𝜎 from the predicted outcome, so the model is not really accurate.
However, the model can still be used as tool for designing the optical configuration of the setup.

Near-bandWe did not expect to see detectable pulses from the near-band as 𝑃𝑛𝑒𝑎𝑟𝑎𝑏𝑠 ≪ 𝑃𝑖𝑛𝑎𝑏𝑠. We
can conclude this was true for our measurements even if the model is only correct to the order of
magnitude.

Out-of-bandWe computed 𝑃𝑜𝑢𝑡𝑎𝑏𝑠 =3.4±1.4×10−19Wwhich would be factor 100 smaller than 𝑃𝑖𝑛𝑎𝑏𝑠.
This is the same order of magnitude as the upper limit we required in Figure 4.2: 𝑃𝑖𝑛𝑎𝑏𝑠<9.9×10−19
W. If this is true to the order of magnitude, we can conclude that the number of quasiparticles gen-
erated by the background at any given moment is in the order a factor 1000 less than generated
per photon at 3.8 𝜇m.

The model should be made more accurate by implementing the factor that were left out, see the end
of Figure 4.2. Furthermore, an effort should be made to characterise the thermal background more
accurately, especially at 3.8 𝜇m. Now we model the background as a perfect black-body located at the
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vacuum window with a relative uncertainty of 20%. This should be re-iterated. It will also be helpful
if we would measure and/or model the effect of cryogenic temperatures on the neutral density filters.
This might also be a probable cause of the lower in-band power we measure.

Table 6.1: Overview of the relevant powers computed for the configuration that is seen in Figure 6.1. The theoretical model
described in chapter 4 was used for this. We also show the in-band photon count rate 𝑁𝑝ℎ = 𝑃𝑎𝑏𝑠/𝐸𝑝ℎ. The uncertainties are
±2𝜎. A analysis of the different contributions to the uncertainty is presented in Table 4.1

𝑃𝑖𝑛 𝑃𝑛𝑒𝑎𝑟 𝑃𝑜𝑢𝑡 𝑃𝑡𝑜𝑡

𝑃𝑟𝑎𝑑 [W] 3.7±0.1×10−16 5.8±1.9×10−21 2.6±0.8×10−15 2.9±0.9×10−15
𝑁𝑝ℎ,𝑟𝑎𝑑 [photons/s] 7140±2304

𝑃𝑎𝑏𝑠 [W] 3.0±1.2×10−17 4.0±1.7×10−23 3.4±1.4×10−19 3.0±1.2×10−17
𝑁𝑝ℎ,𝑎𝑏𝑠 [photons/s] 570±239

6.4. Comparing detector performance
We now compare the performance of the detector at 1545 nm and 3.8 𝜇m, see Figure 6.4 and Table 6.2.
It is important to compare the quality factor 𝑄 as it is related to the responsivity. We calculate that the
average response ⟨𝐸⟩ decreases proportionally with photon energy when also correcting for the small
difference in 𝑄, Equation 3.26. This confirms that we are in the small response regime, see section 5.2.

We see that the internal quality factor 𝑄𝑖 is much higher at 3.8 𝜇m than at 1545 nm. This is probably
because there is additional stray light, as was noted in section 6.2. It is known that this radiation is
comes from the laser fiber, even when the laser is turned off [56]. This was showed in a measurement
where the pulses disappeared when tape was covering the end of the laser fiber. The is probably be-
cause the fiber comes from a 300 K environment without being attenuated at the colder temperatures
stages. To get a better idea of the different noise contributions in both experiments we plot the PSD esti-
mates for a larger bandwidth, see Figure 6.5. Both measurement are seen to have a lot of photon noise
present. We investigate this by obtaining the quasiparticle lifetimes 𝜏𝑞𝑝 from fitting 𝑦 = 𝑎 exp(−𝑥/𝜏𝑞𝑝)
to the tail of the average pulses, see Figure 6.4. This gives a measure of the background power present
in the detector [57]. Indeed, we find a longer lifetime at 3.8 𝜇m than at 1545 nm, there must be more
background radiation present in the 1545 nm measurement. We do see 50 Hz contribution in the 1545
nm PSD estimate. This probably has an electrical cause. Also, more contributions are seen at other
frequencies. More research should be done into the origin of this stray light in the laser fiber and its
effect on the measurements.

The stray light at 1545 nm is probably the cause of the resolving power 𝑅 being lower than for other
measurements with similar devices (𝑅 5 [18]).

Nonetheless, we can conclude that measurements with this device at 8.5 𝜇m will be pointless. 𝑅 is
expected to be more than a factor two lower at 8.5 𝜇m than at 3.8 𝜇m. This will be too low to reliably
distinguish pulses.

Table 6.2: Near-IR detector performance at 1545 nm and 3.8 𝜇m. The resonance frequency of the detector is 7.6538 GHz. The
readout power is -104 dBm for both measurement. The temperature was 22 mK for the 1545 nm measurement and 27 mK for
the 3.8 𝜇m measurement.

⟨𝐻⟩ [rad] 𝑄 𝑄𝑖 𝜏𝑞𝑝 [𝜇s] 𝑅 𝑅𝑖 𝑅𝑆𝑁
1545 nm 1.1 2.54×104 1.98×105 52 3.5 3.7 9.9
3.8𝜇m 0.5 2.51×104 5.78×105 86 3.2 4.1 5.0
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6.5. Conclusion
We list our most important conclusions from our measurement with the near-IR LEKID:

• We have proven single-photon detection at 3.8 𝜇m with a resolving power of about 3

• The measured in-band power was found to be 4𝜎 below the theoretically predicted value. This
makes the model only good for estimating powers to the order of magnitude.

• More background radiation was found to be present in the 1545 nm measurement than in the 3.8
𝜇m measurement. This is caused by stay light coming through the laser fiber.This has lowered
the resolving power found at this wavelength.

Figure 6.4: Near-IR detector performance at 1545 nm and 3.8 𝜇m. The resonance frequency of the detector is 7.6538 GHz. The
readout power -104 dBm. The temperature was 22 mK for the 1545 nm measurement and 27 mK for the 3.8 𝜇m measurement.
(left) The average pulse response in phase 𝜃 as a function of time 𝑡. A pulsewindow of 256 𝜇s was used. (middle) The pulse
height distribution resulting from the optimal filter and the kernel fit that is used to obtain the resolving power 𝑅. (right) The power
spectral density (PSD) estimates of the average pulse and the average PSD estimate from 100 segments of noise. These PSD
estimates are used to obtain the signal-to-noise resolving power 𝑅𝑆𝑁, see Equation 5.6
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Figure 6.5: Noise power spectral densities (PSD) estimate of the near-IR detector for the 1545 nm measurement and the 3.8
𝜇m measurement. The readout power is -104 dBm in both measurements. The temperature was 22 mK for the 1545 nm
measurement and 27 mK for the 3.8 𝜇m measurement. The bandwidth for the 3.5 𝜇m measurement is less than for the 1545
nm measurement because pulses present in the noise limit the maximal obtainable window size for the PSD. Both measurement
are seen to have similar photon noise present with slightly less for the 3.8 𝜇m measurement. The roll-off corresponds to the 𝜏𝑞𝑝
of both measurements, see Table 6.2. For the 1545 nm measurement the PSD has 50 Hz contribution which probably has an
electrical cause. Also, contributions are seen at other specific frequencies for which the causes are unknown.
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Far-IR Detector Performance

In this chapter we present the results of measurement done with the far-IR MKID at 1545 nm, 3.8 𝜇m
and 8.5 𝜇m. These are the very first measurements we have ever done at 8.5 𝜇m. Firstly, we will
explain the experimental setup specific to these measurements. This includes a detailed description of
the detector, the optical filtering configurations and radiation sources. Secondly, we present the results
in two parts: the first part will compare a single detector across all three wavelengths and the second
part will compare different detectors at the same wavelength. Lastly, we present our most important
conclusions from this chapter.

7.1. Experimental setup
The general detector geometry of the far-IR MKIDs (LT218chip1) is seen in panel a and b of Fig-
ure 7.1. The far-IR MKID is designed as an ultra-sensitive, photon-integrating detector for 200 𝜇m
radiation through coupling with a leaky-slot antenna [16]. Nonetheless, it has also been able to detect
single-photons at 38 𝜇m [24] and based on the response at 38 𝜇m it is even expected that it can do
single-photon detection across the mid-IR for which the near-IR LEKID was not sensitive enough, see
chapter 6. This makes the far-IR MKID a very relevant detector in our research.

However, it is important to understand that in the mid-IR the detector effectively functions as having
an absorber design because the antenna does not couple mid-IR radiation. The radiation is directly
absorbed in the aluminium THz line instead. So, the near- and far-IR detectors are both considered to
be absorber designs for mid-IR wavelengths despite their differences. Our main goal here is to prove
that MKIDs can do single-photon detection at 8.5 𝜇m. Secondary to that, we want to investigate how
these differences affect the detector performance in the mid-IR. The major differences between the
near- and far-IR MKID are:

• the far-IR MKID has an Al absorber while the near-IR LEKID has a 𝛽-Ta absorber. This will affect
the optical efficiency and the response of the detector.

• the absorber geometry is very different. For the far-IR MKID it is a straight line with only the very
end in focus of the lens, while the near-IR LEKID has a square inductor at the focal point of the
lens. This effects the optical efficiency.

• the far-IR MKID absorber is suspended on a SiN membrane, reducing phonon-loss

• the far-IR MKID has a IDC with larger structures, decreasing TLS noise

• the far-IR MKID has a 40 nm, 𝛽-Ta mesh which rejects THz stray radiation
It is highly uncertain what the exact radiation coupling will be across the mid-IR. It might be that

long-wavelength background radiation will have a greater impact on the measurement than it had for
the near-IR LEKID because the detector is optimised for those wavelengths. It may also be that we
see pulses arising from photons that are absorbed in the SiN membrane because the detector is so
sensitive. Therefore, we cannot construct a theoretical model of the optical efficiency of the MKID and
therefore we focus only on the analysis of the detector response and sensitivity.

41
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We compare three different detectors in this chapter: KID5, KID10 and KID21. We choose these
detectors as they are one of the few that have a response within the small response limit. They also
have three different absorber volumes (THz line, see Figure 7.1a). It will be interesting to see how this
will affect the performance. We cannot compare all three detectors at all three wavelengths as they
are not within the small response limit at all wavelengths, see section 5.2. We briefly describe each
detector:

KID5 has a resonance frequency of 𝑓0=2.74 GHz and the length of its THz line is 913 𝜇m. The
readout power is -115 dBm at 1545 nm and 8.5 𝜇m and -113 dBm at 3.8𝜇m. We compare the
performance of this detector at all three wavelengths. Its average pulse response at 1545 nm
is just about 1.5 rad. However, as many pulses also have heights above 1.5 rad, we should be
careful in drawing definite conclusions about the resolving power. Peak selection at 1545 nm and
3.8 𝜇m is done using MPP=MPH=1 and at 8.5 𝜇m using MPP=MPH=0.7.

KID10 has 𝑓0=3.34 GHz, a THz line length of 663 𝜇m and is read out with -116 dBm power. Its
response at 1545 nm and 3.8 𝜇m is too high so we only compare it to KID5 and KID21 at 8.5 𝜇m.
Peak selection has been done with MPP=MPH=0.8

KID21 has 𝑓0=4.55 GHz, a THz line length of 113 𝜇m and is read out with -103 dBm power. We
compare this detector only at 3.8 and 8.5 𝜇m. At 3.8 𝜇m we use MPP=MPH=0.7 and at 8.5 𝜇m
MPP=MPH=0.5

The optical filter configurations for the 3.8 𝜇m and 8.5 𝜇m measurements are both seen in Fig-
ure 7.1c. At 3.8 𝜇m we have added an additional ND3 filter compared with the near-IR LEKID. At 8.5
𝜇m we have replaced the BP3.8 filters with pairs of BP8.5 and CaF2 filters, but at the sample stage
there was only room for one CaF2 filter. All filters are 1 mm thick, except for the 6 mm thick, CaF2,
vacuum window. The relevant filter spectra are seen in Figure 4.4. All measurements are done at a
temperature between 99-102 mK.

The laser power for the 1545 nm measurement is set to 20 𝜇W with 11 dB attenuation, equal to
1.59𝜇W. For the 3.8 and 8.5 𝜇m measurements the same slit and grating are used as described in
section 6.1.

Figure 7.1: (a) Micrograph of a single detector, consisting of a NbTiN CPW line loaded with an IDC coupled, to the readout line
via a coupling structure. Its shorted end consists of an aluminium CPW (THz line) that is 400 nm wide, 16 nm thick and has
a length that can vary from 113 𝜇m to 913 𝜇m. The THz line is thought to function as a direct absorber for mid-IR radiation in
our experiments, as the leaky-slot antenna cannot couple these short wavelengths. The THz line is suspended on a thin SiN
membrane, which is highlighted by the backlighting in the micrograph. (b) Cross-sectional diagram of the detector assembly (not
to scale). The detector chip, as depicted in panel a, is coupled to a Si lens array using a spacer wafer with a Ta absorbing mesh,
with an opening aligned to the antenna to enable radiation coupling. The vacuum gap 𝑡 is created using spin-on PermiNex®
glue pillars as indicated. The graphs in panel a and b are adapted from [16]. (c) The optical filter configurations for the 3.8 𝜇m
and 8.5 𝜇m experiments. The corresponding filter transmission spectra can be seen in Figure 4.4. All filters have a thickness of
1 mm except for the 6 mm thick, CaF2 vacuum window.

7.2. Results
All the results in this chapter are presented in Table 7.1. We compare the detectors at their appro-
priate wavelengths as explained in the previous section. Additionally, we compare the results of an
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alternative 3.8 𝜇m measurement where we replaced the ND3 filter on the sample stage with an ND2
filter, see Figure 7.3c. We will zoom in on Table 7.1 part by part in the following subsections. Firstly,
we will compare the performance of KID5 across all three wavelengths. Secondly, we compare the
performance of KID5 and KID21 at 3.8 𝜇m. Finally, we compare the performance of KID5, KID10 and
KID21 at 8.5 𝜇m.

Table 7.1: Far-IR detector performance at the different wavelengths. The resonance frequencies of KID5, KID10 and KID21 are
2.74, 3.34 and 4.55 GHz respectively. The absorber volumes are 5.84, 4.24 and 0.773 𝜇m3 respectively. Not all detectors are
compared at all wavelengths because we require their response to be within the small response limit. Additionally, we compare
the results of an alternative measurement at 3.8 𝜇m where we replaced the ND3 filter on the sample stage with an ND2 filter,
see Figure 7.3c.

𝑃𝑟𝑒𝑎𝑑 [dBm] ⟨𝐻⟩ [rad] 𝑄 𝑄𝑖 𝜏𝑞𝑝 [𝜇s] 𝑅 𝑅𝑖 𝑅𝑆𝑁
1545 nm KID5 -115 1.43 3.79×104 2.74×105 287 3.85 3.90 25.4

3.8 𝜇m
KID5 -113 1.55 3.67×104 4.61×105 268 8.05 9.02 17.8

KID5, ND2 -115 1.59 3.48×104 2.06×105 147 5.82 7.80 8.73
KID21 -103 1.46 7.81×103 1.13×104 27 8.18 9.75 15.04

8.5 𝜇m
KID5 -115 0.84 3.96×104 3.63×105 203 3.73 4.80 5.94
KID10 -116 1.13 3.00×104 2.88×105 84 4.26 5.03 8.01
KID21 -103 0.75 6.55×103 1.07×104 29 4.51 5.43 8.12

Comparing the same detector across all wavelengths
Firstly, we investigate the absorbed powers at the different wavelengths. The photon pulse rates for the
laser/monochromator off, on and the selected pulses for all three experiments are seen in Figure 7.2.
We list some noteworthy observations:

• the 1545 nm and 3.8 𝜇m setups have no distinct pulses present in the laser/monochromator off
measurements, while the 8.5 𝜇m setup still has an average pulse rate of 62 ph/s.

• The monochromator only adds about 1 ph/s on average at 3.8 𝜇m. This is due to the low
monochromator power and heavy ND filtering. We increase the measuring time at 3.8 𝜇m from
40 s to 200 s to increase the number of photons. However, about 200 photons is still a fairly
little amount for accurate statistics. Measurements were also done with less attenuation, see
Figure 7.5 and Table 7.1. This led to more photons but also increased noise levels significantly,
worsening the resolving power.

• The monochromator does not add any power at 8.5 𝜇m, the slight difference in detected photons
is just a deviation from the average. This confirms our expectations, see section 4.1.

• The 1545 nm laser is seen to add 154 ph/s at 1.59 𝜇W power where it added 92 ph/s at 1.26
pW power for the near-IR LEKID. The difference in power is approximately a factor 106. So,
it seems that the detector is very inefficient at 1545 nm. The monochromator adds 1 ph/s on
average at 3.8 𝜇m, where it added 336 ph/s for the near-IR LEKID. However, this corresponds
with the increased attenuation due to the additional ND3 filter. So, at 1545 nm we have ended
up with a similar absorbed power as for the near-IR LEKID, while we have increased the radiated
power significantly. However, at 3.8 𝜇m the absorbed power has scaled with the radiated power.
This might be due to the optical coupling being different at different wavelengths. No definite
conclusions can be made about the optical efficiency as long as we do not know more about the
optical coupling.

• Furthermore, we see that 40% of the 1545 nm and 50% of the 8.5 𝜇m pulses are rejected. This
appears to happen for different reasons. For the 1545 nm data this is because a pulses are either
too closely spaced to one another or have secondary peaks. Not much improvement can bemade
here with respect to the data analysis. If we want to increase the number of singe-photon pulses,
we could increase measurement time and/or reduce laser power.
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At 8.5 𝜇m this is different as the majority of pulses are simply poorly aligned and are then rejected,
see section 5.1. The poor alignment is due to the pulses having a long pulse decay time and low
response. If the pulse is long and has low response, it is very likely that the noise in the pulse
creates a higher peak somewhere else in the pulse instead of right at the start of the pulse. If the
peak is detected somewhere else in the pulse, the pulse often gets misaligned. This should be
improved upon in further work. The rejection is not thought to be biased towards a specific pulse
height, such that the selected pulses are still deemed representative for the detector performance

Figure 7.2: Overview of the detected and selected pulse rates for KID5 located on the LT218chip1. The readout power is -115
dBm at 1545 nm and 8.5 𝜇m and -113 dBm at 3.8𝜇m. Peak selection at 1545 nm and 3.8 𝜇m is done withMPP=MPH=1 while at
8.5 𝜇m with MPP=MPH=0.7. The rows from top to bottom are the 1545nm, 3.8𝜇m and 8.5𝜇mmeasurement. The columns from
left to right are the monochromator/laser off measurement, the monochromator/laser on measurement and the pulses selected
after filtering.

We now compare the resolving powers for KID5 at the three different wavelengths, see Table 7.1.
We have plotted average pulse shapes, the pulse height distributions and the optimal filter models in
Figure 7.3 and in Table 7.1. We also compare an alternative filter configuration where we replaced
the ND3 filter on the sample stage with an ND2 filter, see Figure 7.5. We list the most important
observations:

• 𝑄 is limited by 𝑄𝑐 and fairly similar at all wavelengths.

• The amplifier noise only varies slightly across wavelengths, consistent with the slight difference
in 𝑃𝑟𝑒𝑎𝑑.

• At 3.8 and 8.5 𝜇m we see a growing contribution of a frequency dependent noise in the noise
PSD. The nature of this noise is further investigated in Figure 7.4 where we have increased the
bandwidth of the PSD. We see that the frequency dependent noise seen in Figure 7.3c is the
roll-off of the photon noise. The photon noise increases significantly at 3.8 and 8.5 𝜇m compared
to 1545 nm. The roll-off of the photon noise corresponds with the different 𝜏𝑞𝑝 in Table 7.1. We
conclude that we have significantly more background radiation present at 3.8 𝜇m compared to
1545 nm even though no pulses are detected. Additionally, we confirm the photon noise hypoth-
esis when we replace the ND3 filter at the sample stage with a ND2 filter, see Figure 7.1c. This
increases the contribution of the photon noise significantly, lowering the lifetime, see Figure 7.5
and Table 7.1. We also use our theoretical model of the setup (see Figure 4.2) to compute the
difference in radiated power at 3.8 and 8.5 𝜇m. It shows almost a factor 14 increase in radiated
power on the detector. This increase is mostly in the in-band region. This confirms the fact that
we see a lot of photons in the monochromator off measurement at 8.5 𝜇m and the increase of
photon noise.

• Surprisingly, we see similar average pulse heights at 1545 nm and 3.8 𝜇m where we expected
it to decrease with more than a factor 2. The difference in 𝑃𝑟𝑒𝑎𝑑 is little and not expected to be
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the cause of this. We suspect that the pulse response at 1545 nm is lower than it should be
because the response between 3.8 and 8.5 𝜇m does scale linearly with photon energy. Probably
connected to this is the worse 𝑅 at we find at 1545 nm compared to 3.8 𝜇m; 𝑅 is 8 at 3.8 𝜇m
and 4 at 1545 nm. We do note that the uncertainty in 𝑅 is greater at 3.8 𝜇m than for the other
wavelengths as the distribution is made with much fewer pulses. The non-linearity of the pulses
might also be limiting the resolving power at 1545 nm. Another coordinate system should be used
to incorporate the non-linearity of the response, see section 5.2. Another plausible cause might
be that at 1545 nm more photons are absorbed in the SiN membrane. The thin, SiN membrane
traps phonons making it more likely that pair-breaking energy from elsewhere in the membrane is
transferred to the absorber line. This would lead to a greater variation in pulse heights, reducing
𝑅. Reasons why we see more of these pulses at 1545 nm might be the difference in optical
coupling and/or the higher photon energy.

Figure 7.3: Overview of the detector performance of KID5 located on the LT218chip1. The readout power is -115 dBm at 1545
nm and 8.5 𝜇m and -113 dBm at 3.8𝜇m. Detector temperatures are in between 99-102 mK. The performance is compared at
1545 nm, 3.8 𝜇m and 8.5 𝜇m with (left) the average pulse response in phase as a function of time, (middle) the pulse height
distributions in phase and the kernel density estimate and (right) the average pulse and noise power spectral densities in phase
(PSD𝜃). The frequency dependent noise contribution seen in the right panel is due to the roll-off of the photon noise.

Figure 7.4: Noise power spectral densities in phase (PSD𝜃) of KID5 located on the LT218chip1 at 1545nm, 3.8 𝜇m and 8.5 𝜇m.
The readout power is -115 dBm at 1545 nm and 8.5 𝜇m and -113 dBm at 3.8𝜇m. Detector temperatures are in between 99-102
mK. The bandwidth at 8.5 𝜇m is less than for the other because pulses from background radiation limit the maximal obtainable
window size for the PSD. Pulse rejection has been applied with MPP=MPH=1 at 1545 nm and 3.8 𝜇m. At 8.5 𝜇m we have
applied MPP=MPH=0.6. The roll-off of the photon noise corresponds with the different 𝜏𝑞𝑝 seen in Table 7.1.
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Figure 7.5: Overview of the detector performance of KID5 located on the LT218chip1 at 3.8 𝜇m for two different filter configura-
tions. The first configuration is equal to Figure 7.1c and is labeled ND3. The second configuration has a ND2 filter at the sample
stage instead of the ND3 filter and is labeled ND2. The readout power is -115 dBm for ND2 and -113 dBm for ND3. Detector
temperatures are in between 99-102 mK. (left) The average pulse response in phase as a function of time. The pulses have the
same average height but ND2 has a shorter 𝜏𝑞𝑝.(middle) The pulse height distributions in phase. We see an increase in the
number of pulses for ND2, just as we would expect. For both configurations the number of pulses is quite low. This causes a
larger uncertainty in the resolving power 𝑅 which is obtained from the kernel density estimate. (right) The average pulse and
noise power spectral densities in phase (PSD𝜃). We see that the pulse PSD𝜃 is similar but the noise PSD𝜃 has increased
significantly for ND2.

Comparing different detectors at the same wavelength
We compare the performance of KID5 and KID21 at 3.8 𝜇m in Figure 7.6 and KID5, KID10 and KID21
in Figure 7.7. The results are presented in Table 7.1. We list noteworthy observations:

• Both at 3.8 𝜇m and 8.5 𝜇m we see that 𝜏𝑞𝑝 inversely scales with the absorber volume 𝑉. This is
not what is expected from theory. The shorter lifetimes indicate the increase of the quasiparticle
density 𝑛𝑞𝑝 in the detector. However, it is unclear how the volume would effect 𝑛𝑞𝑝. The same
phenomenon has been observed in [16], but not in the Appendix of [58] with similar aluminium
absorber MKIDs.

• We see that at both 3.8 and 8.5 𝜇m the average pulse heights of KID5 and KID21 are similar,
even though their volumes differ a factor 8. However, we also see that 𝑄 has decreased a lot:
almost a factor 5 at 3.8 𝜇m and a factor 6 at 8.5 𝜇m. This compensates the response for the
decrease in volume, see Equation 3.26. Another effect might be the changing kinetic induction
fraction 𝛼𝑘 due to parasitic inductance in the IDC [16]. The smaller volume KIDs have a larger
IDC and smaller 𝛼𝑘, lowering the response.

• 𝑅 does not vary significantly across the detectors per wavelength. We find an average 𝑅 of 8.1
at 3.8 𝜇m and 4.2 at 8.5 𝜇m.

7.3. Conclusions
In this chapter we have analysed the performance of the far-IR MKID at 1545 nm, 3.8 𝜇m and 8.5
𝜇m. The far-IR MKID has not been designed for these wavelengths, but as it is an extremely sensitive
device, it has been able to show that single-photon detection is possible at 8.5 𝜇m and it is highly
probable that it can do that at 18.5 𝜇m as well. This means that we potentially have a device that can
do single photon counting across the entire mid-IR regime (5-20 𝜇m). We list some other important
conclusions from the data analysis:

• No conclusions can be drawn about the optical efficiency of the far-IR MKID at all the wave-
lengths measured here. This should be measured when we make dedicated devices for these
wavelengths.

• We have found that the 1545 nm measurement has the least amount of photon noise present.
This increases for 3.8 𝜇m and even further for 8.5 𝜇m. The theoretical model also showed a large
increase in radiated power on the detector when comparing the setup at 8.5 𝜇m to the one at 3.5
𝜇m.
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• Surprisingly, we find a higher resolving power at 3.8 𝜇m than at 1545 nm. Also, the average pulse
height is similar at both wavelengths. It is unclear why this might be.

• We find that the quasiparticle lifetime 𝜏𝑞𝑝 varies with the absorber volume, as was observed by
[16].

Figure 7.6: Performance of detectors KID5 and KID21 compared at 3.8 𝜇m. 𝑃𝑟𝑒𝑎𝑑 is -113 dBm for KID5 and -103 dBm for
KID21. Detector temperatures are in between 99-102 mK. (left) The average pulse shape in phase as a function of time for
both detectors. (middle) The pulse height histogram for both detectors and their kernel density estimate (KSD) that is used to
obtain the FWHM of the distribution. (right) The power spectral densities (PSD) of the average pulse and noise model for both
detectors.

Figure 7.7: Performance of detectors KID5, KID10 and KID21 compared at 8.5 𝜇m. 𝑃𝑟𝑒𝑎𝑑 is -113, -116 and -103 dBm respectively.
Detector temperatures are in between 99-102mK. (left) The average pulse shape in phase as a function of time for both detectors.
(middle) The pulse height histogram for both detectors and their kernel density estimate that is used to obtain the FWHM of the
distribution. (right) The power spectral densities (PSD) of the average pulse and noise model for all three detectors.
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MKID Spectrometer for LIFE

In chapter 6 we found that the near-IR LEKID could do single photon detection up to 3.8 𝜇m. However,
its low resolving power made it not possible for single photon detection at much longer wavelengths. In
chapter 7 we have experimentally demonstrated that MKIDs can be made sensitive enough for photon
counting in the mid-IR band, but the devices used there were very inefficient at these wavelengths. To
increase efficiency we investigate if and how we can design the near-IR LEKID such that can do single
photon detection across the mid-IR. We investigate the extreme case: single photon counting at 18.5
𝜇m. We construct a model for the signal-to-noise ratio based on the geometry of the MKID. We validate
the model with simulations and optimise the geometry for optical efficiency and sensitivity. We start this
chapter by posing a general instrument design to constrain our model.

8.1. Spectrometer Design
The general detector design mostly depends on the type of instrument. This can be either be a camera
or spectrometer, see Figure 8.1. A camera requires a 2D detector array limiting the detector size by
the pixel pitch in two dimensions. A spectrometer only requires a 1D array and only limits the detector
size in a single dimension. The other dimension might have a practical limit too, dependent on how the
light couples from the dispersive optics, but this is assumed not to constrain our model.

The LIFE initiative will require a spectrometer as the instrument. The spectrometer will consist of
multiple spectral channels each covering different parts of the mid-IR bandwidth. For each of these
channels we could optimise the detector design such that is works best for that bandwidth. In this
chapter we focus on the longest wavelength, 18.5 𝜇m to see if a detector design is realistic across
the whole mid-IR bandwidth. There are no specific requirements known yet for the dimensions of the
spectral pixels. In our optimisation we constrain ourselves to spectral pixels 25×25 𝜇m2 in size. This
causes the width of the IDC to be limited at 50 𝜇m. The absorber part of the detector is designed
as two parallel, straight lines. We use straight lines because having angles in the inductor will cause
the current density to increase when it goes around corner [59]. This might cause the critical current
to be reach sooner than in a straight line. The critical current is the current density that breaks the
superconducting state, analogous to the critical temperature. Therefore, we design the absorber such
that all turns are made in NbTiN which has a higher critical current.

8.2. Detector Geometry Optimisation
We want to have a detector that is as sensitive and efficient as possible. Perfectly efficient means
that we absorb all of the photons incident on the spectral pixel. Perfectly sensitive means that every
absorbed photon leads to a detected pulse while having no false counts. The requirements on optical
efficiency and dark current that are posed by the LIFE initiative are presented in section 2.1. We desire
a theoretical model that can calculate the optical efficiency and sensitivity given a detector design. We
present a model in this chapter based on the geometrical dimensions of the detector. Other aspects
like material properties or general design are not considered as they require very different optimisation
approaches. The model is based on the near-IR LEKID, see section 6.1. This detector has a lumped
element design and a 𝛽-Ta absorber. Three detector metrics are important in the optimisation: optical
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Figure 8.1: Visualisation of the general difference in instrument design for (a) an camera and (b) spectrometer. The camera has
a 2D array design constraining the pixel dimensions in two dimensions by the pixel pitch. The spectrometer is a 1D array pf
spectral pixels in the direction of the dispersed light. The detector design is based on the 𝛽-Ta/NbTiN, lumped element, near-IR
LEKID, see section 6.1

efficiency, signal and noise. All these metrics depend differently on the geometry of the detector. Gen-
erally speaking, the optical efficiency depends on the absorption surface 𝐴, the signal depends on the
inductor volume 𝑉 and the noise scales with the cross sectional area of the inductor, see Figure 8.2a.
The exact geometry dependency of every metrics is further explained in their respective subsection.
Additionally, there exists a practical constraint in the optimisation: the readout frequency of the detec-
tor. The readout frequency, and therefore the resonance frequency 𝑓0 should be between 2-8 GHz.
This is because of the readout electronics; no low-noise amplifiers are available for frequencies >8 GHz
and amplifiers and amplifiers <2 GHz will be too slow for single-photon counting.

We make a back-of-the-envelope calculation of what general detector geometry we would require
at 18.5 𝜇m to do single photon detection. This is important in designing the model for our simulations.
From Equation 3.26 we estimate that we need to decrease 𝑉 with the same factor as we lose in photon
energy; this is about a factor 12 between 1545 nm and 18.5 𝜇m. In order to keep the same resonance
frequency we have to increase the capacitance 𝐶 with the same factor, see Equation 3.9. So, we
generally need a very different detector as compared to the near-IR LEKID. The general detector model
we use in the simulations is seen in Figure 8.2b. Some parameters are unchanged in the simulations
while others are varied. The constant parameters are: 𝑊=50 𝜇m, 𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟=46 𝜇m, 𝑔=𝑑=𝑠=2 𝜇m and
𝐿𝑜𝑣𝑒𝑟𝑙𝑎𝑝=42𝜇m.

Optical efficiency
The optical efficiency, 𝜂𝑜𝑝𝑡, is defined by the ratio of the absorbed power to the total incident power on
the pixel. A lot of different parameters influence 𝜂𝑜𝑝𝑡, some are seen in Figure 4.2 but there are many
more, depending on the specific optical design. In the optimisation exercise done in this chapter we
only focus on the parameters that are clearly influenced by the geometry of the detector. Therefore, we
will first optimise the detector geometry with respect to the signal and noise and then reflect on what
this means for 𝜂𝑜𝑝𝑡 and the general optical design.

Signal
The signal of the detector is given by the responsivity. The responsivity scales with the kinetic induction
fraction 𝛼𝑘, the volume of the inductor 𝑉, and the photon energy 𝐸𝑝ℎ

𝜃 ∝
𝛼𝑘𝐸𝑝ℎ
𝑉 (8.1)

The volume depends trivially on the dimensions through 𝑉 = 𝑡𝑤𝑙, with 𝑡 the thickness of the inductor.
The kinetic induction fraction is defined as 𝛼𝑘 = 𝐿𝑘/𝐿 with 𝐿𝑘 the kinetic and 𝐿 the total inductance of
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Figure 8.2: (a) A simplistic visualisation of the trade-off that exist between the signal, noise and optical efficiency of a detector. All
three metrics depend differently on the geometry of the detector. Important geometry parameters are the volume 𝑉, absorbing
surface 𝐴 and cross sectional area 𝑆 of the inductor. (b) Schematic view of the detector model that is used in the simulations with
the relevant parameters indicated. 𝑊 is the width of the IDC and 𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟 is the length of the coupler. 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 is the number,
𝑑 the width and 𝐿𝐼𝐷𝐶 the overlap of the IDC fingers. 𝑔 is the gap between the IDC fingers. The inductor is parameterised by the
width 𝑤 length 𝑙 of the inductor line. The inductor lines are separated by 𝑠.

the detector. 𝐸𝑝ℎ does not depend on geometry, however we will use this dependency later on when
we compare the response at 18.5 𝜇m to the response at 1545 nm.

In theory, especially when having a very large capacitor, the total inductance of the detector does
not only originate from the inductor part of the detector, but also from the capacitor. The complete
definition of the inductance of a detector is then given by

𝐿 = 𝐿𝑘 + 𝐿𝑔 = (𝐿𝑖𝑘 + 𝐿𝑐𝑘) + (𝐿𝑖𝑔 + 𝐿𝑐𝑔) (8.2)

where 𝐿𝑔 is the geometrical inductance and the superscripts indicate whether it is the inductance is of
the inductor, 𝑖, or capacitor, 𝑐. Simulations are done in Sonnet and compared to analytical models to
determine each of these individual contributions to 𝐿. We will now discuss the different contributions to
𝐿 seen in Equation 8.2 based on the results from simulations seen in Figure 8.3.

𝐿𝑐𝑘 The kinetic inductance clearly depends on the detector geometry as following [60], [61]

𝐿𝑘 ≈
ℏ
𝜋Δ

𝑙
𝑤
𝜌
𝑡 =

ℏ𝑅𝑠
𝜋Δ 𝑁𝑠𝑞 = 𝐿𝑠𝑞𝑁𝑠𝑞 (8.3)

with 𝑅𝑠 = 𝜌/𝑡 being the normal state sheet resistance, obtained from the resistivity, 𝜌, and 𝑁𝑠𝑞 =
𝑙/𝑤 being the number of squares. For the NbTiN we use 𝑡=120 nm and 𝑅𝑠=11 Ω resulting in
𝐿𝑠𝑞=0.918 pH/sq. For 𝛽-Ta we use 𝑡=60 nm and 𝑅𝑠=39.8 Ω, giving 𝐿𝑠𝑞=54.6 pH/sq. So, 𝐿𝑐𝑘 is a
factor 60 lower 𝐿𝑖𝑘 for the same 𝑁𝑠𝑞. Therefore, we assume in our model that 𝐿𝑐𝑘 ≈ 0, but we
have not yet been able to show that this is also true for very large IDCs. Additional simulations
should be done for purpose.

𝐿𝑖𝑘: In Figure 8.3a we plot 𝐿𝑖𝑘 as a function of 𝑁𝑠𝑞. 𝐿𝑖𝑘 is obtained in two steps by simulating 𝑓0 for both
a detector with a PEC and a 𝛽-Ta inductor while keeping the geometry the same. For the PEC
inductor holds 𝐿𝑖𝑘 = 0 such that 𝐿𝑃𝐸𝐶 ≈ 𝐿𝑖𝑔 + 𝐿𝑐𝑔. 𝐿𝑖𝑘 can now be computed from the difference in
𝑓0 when the capacitance 𝐶 is known. The analytical model proposed by [62] is used for this. 𝐿𝑠𝑞
should be equal to the slope of a straight line fitted to the data. We find a slope of 𝐿̂𝑠𝑞=55.4 pH/sq
which is sufficiently close to the true value and thereby confirms the models for the 𝐶 and 𝐿𝑖𝑘. The
slight difference in 𝐿𝑠𝑞 is most likely caused by simulation inaccuracies and rounding errors.

𝐿𝑖𝑔: In our simulations we design the inductor as two parallel lines that connect both sides of the IDC.
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The geometrical inductance for two coplanar flat lines, that are separated by 𝑠, is given by [63]

𝐿𝑖𝑔(𝑤, 𝑙) =
𝜋𝑙𝑍

𝑐 ln [21+(1−𝜂
2
𝑖 )1/4

1−(1−𝜂2𝑖 )1/4
]
∀ 0 < 𝜂𝑖 < √2/2 (8.4)

with 𝜂𝑖 =
𝑠

𝑠+2𝑤 , 𝑍 = 𝑍0/√(1 + ̂𝜖𝑟)/2 the impedance of the medium between the inductor lines
and 𝑐 the speed of light in vacuum. We use an average relative permittivity ̂𝜖𝑟 = (𝜖𝑠 + 1)/2 as
the lines are in between vacuum (𝜖𝑟=1) and the c-plane Sapphire substrate (𝜖𝑠=11.6).

𝐿𝑐𝑔: In Figure 8.3b we plot 𝐿𝑃𝐸𝐶 as a function of 𝑙 for different 𝑤. We observe an offset 𝑏 in 𝐿𝑃𝐸𝐶 that
is independent from 𝑤 and 𝑙. As 𝐿𝑖𝑔 does depend on 𝑤 and 𝑙 we conclude that 𝑏 ≈ 𝐿𝑐𝑔 =984 pH.
This is confirmed in Figure 8.3c where we plot 𝐿𝑃𝐸𝐶 − 𝑏 as a function of 𝑤 for different 𝑙 and see
that 𝐿𝑃𝐸𝐶 − 𝑏 ≈ 𝐿𝑖𝑘(𝑤, 𝑙). Furthermore, see that 𝐿𝑖𝑔 ≪ 𝐿𝑐𝑔 for this geometry. We assume that 𝐿𝑐𝑔
linearly scales with 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 if 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 is large. 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 is assumed large when 𝐶 scales linearly
with 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠: 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 >50.

We now have all the elements to construct a model for the signal 𝜃 depending on the geometric dimen-
sions of the detector.

Figure 8.3: Simulations were done for a variety of inductor widths, 𝑤, and lengths, 𝑙, to estimate all the contributions to the total
inductance 𝐿, see Equation 8.2. The IDC used in the simulations is characterised by 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠=204, 𝐿𝐼𝐷𝐶=42 𝜇m and 𝑔=𝑑=2
𝜇m, see Figure 8.2. (a) The kinetic inductance of the inductor 𝐿𝑖𝑘 as a function of the number of inductor squares 𝑁𝑠𝑞 = 𝑤/𝑙.
𝐿𝑖𝑘 is obtained from two simulations with the same detector geometry: one with a lossless PEC inductor and the other with a
𝛽-Ta inductor. The difference in resonance frequency allows us to compute 𝐿𝑖𝑘. We fit a straight line through the data and find
𝐿̂𝑠𝑞=55.4 pH/sq.(b) 𝐿𝑃𝐸𝐶 as function of 𝑙 for different 𝑤. 𝐿𝑃𝐸𝐶 is the detector inductance when having a PEC inductor. We fit
straight lines to the data and obtain the same offset 𝑏 in 𝐿𝑃𝐸𝐶 for all 𝑤. 𝑏 has a value of 984 pH. (c) 𝐿𝑃𝐸𝐶 − 𝑏 as a function of 𝑤
for different 𝑙. The solid lines are obtained from the analytical expression for the geometrical inductance of the inductor 𝐿𝑖𝑔, see
Equation 8.4. The data clearly shows the same dependencies on 𝑤 and 𝑙 as the model suggests but for larger 𝑙 a discrepancy
starts to appear.

Noise
The main noise sources in the resonator are the TLS and amplifier noise. The amplifier noise scales
inversely with the readout power of the resonator

𝑁𝑎𝑚𝑝𝑓 ∝
1

𝑃𝑟𝑒𝑎𝑑
(8.5)

and the TLS noise scales inversely with the square root of the internal power [36]

𝑁𝑇𝐿𝑆 ∝
1

√𝑃𝑖𝑛𝑡
(8.6)
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The value of 𝑁 used here is the power spectral density of the noise with no frequency dependence
taken into account. The internal and readout power are linearly related through the quality factor of the
resonator

𝑃𝑖𝑛𝑡 =
1
𝜋
𝑄2
𝑄𝑐
𝑃𝑟𝑒𝑎𝑑 ≈

𝑄𝑐
𝜋 𝑃𝑟𝑒𝑎𝑑 (8.7)

where the approximation is only valid when losses in the resonator are small, i.e. 𝑄𝑖 ≫ 𝑄𝑐, such that
𝑄 ≈ 𝑄𝑐. The readout power is constant at 𝑃𝑟𝑒𝑎𝑑 =

𝑉2𝑠
4𝑍0

with 𝑍0(≈ 50 Ω) the characteristic impedance
of the readout line and 𝑉𝑠 the source voltage. The quality factors are obtained from the simulated |𝑆21|
resonance dip resonance dip with 𝑄 = 𝑓0/𝐹𝑊𝐻𝑀 and 𝑄𝑖 = 𝑄/𝑆𝑚𝑖𝑛21 . 𝑄𝐶 is obtained with Equation 3.11.

So, both the amplifier and the TLS noise go down when the readout power is increased, however
there is a limit to the internal power that can be applied before bifurcation. An internal power that is too
high will cause the resonator to exhibit a non-linear response. For sufficiently high power the resonator
can occupy two stable states, which is called bifurcation.

We define, 𝑗∗, as the maximal current density that can exist inside the inductor before bifurcation.
This value is dependent on material properties and therefore constant in this optimisation. A theoretical
relation relating 𝑗 and 𝑃𝑖𝑛𝑡 is derived using the magnetic energy in the resonator, 𝐸𝑚 = 1

4𝐿|𝐼|
2, the

internal power, 𝑃𝑖𝑛𝑡 = 2𝜔0𝐸𝑚, and current density as 𝑗 = 𝐼/𝑤𝑡. We obtain the relation

𝑗 = 1
𝑤𝑡√

𝑃𝑖𝑛𝑡
𝜔0𝐿

(8.8)

This assumes that at resonance the same current is present in the IDC as in the inductor. It is also
assumed that the current in the inductor is uniform over its cross sectional area, 𝑆 = 𝑤𝑡. This as-
sumption is valid if the magnetic penetration depth, or London penetration depth, 𝜆𝐿, is greater than
the dimensions of the conductor, i.e. 𝜆𝐿 ≫ 𝑤, 𝑡[39]. If 𝜆𝐿 ≪ 𝑤, 𝑡 for all the different geometries within
this optimisation, a skin-effect would occur where the current mostly resides at the edge of the conduc-
tor. However, 𝜆𝐿 then still is independent from the size of the conductor and 𝑗 would thus only differ
a constant factor from the uniform current assumption, making the optimisation still valid. Only when
𝜆 ∼ 𝑤, 𝑡 this is not true and would make the optimisation invalid.

We need to validate Equation 8.8 before we can use it in our optimisation. Therefore, we obtain
the maximum current in the inductor, ̃𝑗𝑚𝑎𝑥, from simulations in Sonnet and compare this value to 𝑗
which we analytically compute with Equation 8.8. In our simulation we independently vary four different
parameters: 𝑤, 𝑁𝑠𝑞, 𝐶 and 𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟. The results are seen in Figure 8.4. If we fit a straight line to the
data from all graphs combined we obtain the blue dotted line. The solid blue line represents the relation
as stated by Equation 8.8. We notice that nearly all data points lie very close to the blue dotted line.
So, we can conclude that the following relation is valid

𝑗𝑚𝑎𝑥 ∝
1
𝑤𝑡√

𝑃𝑖𝑛𝑡
𝜔0𝐿

(8.9)

when 𝑤, 𝑁𝑠𝑞, 𝐶 and 𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟 are varied. However, there is a constant factor difference between 𝑗 and
̃𝑗𝑚𝑎𝑥. As of this moment it is not clear what the cause is of this factor, however as it is constant it is not
of influence on our model.

𝐶 is changed by varying 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠. However, if 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠 >50, 𝐶 linearly scales with 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠. The
relation obtained from fitting a straight line (dotted blue line, 𝑦 ∝ 𝑥) to all the blue data points that are
seen in (d) differs a constant factor from the theory (solid blue line, 𝑦 = 𝑥).

When we limit ̃𝑗𝑚𝑎𝑥 = 𝑗∗, which is constant for all LEKID geometries, we can extract a relation for,
𝑃∗𝑖𝑛𝑡, the maximal power that can be applied before bifurcation

𝑃∗𝑖𝑛𝑡 ∝ 𝑓0𝐿(𝑤𝑡)2 (8.10)

Now we can obtain the relation between the minimal noise levels before bifurcation, 𝑁∗, and the internal
power. For the amplifier noise this is

𝑁∗𝑎𝑚𝑝𝑓 ∝
𝑄2

𝑄𝑐𝑃∗𝑖𝑛𝑡
∝ 1
(𝑤𝑡)2

𝑄2
𝑄𝑐

1
𝑓0𝐿

(8.11)
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and for TLS noise

𝑁∗𝑇𝐿𝑆 ∝
1
𝑤𝑡√

1
𝑓0𝐿

(8.12)

The amplifier noise is dependent on 𝑄𝑐. We do not know how to compute 𝑄𝑐 analytically from the
detector geometry. Other variables factor in, such as the width of the coupling bar and its separation
from the IDC. 𝑄𝑐 is a design choice and should be simulated separately. The total noise equivalent
power is given by

𝑁 = √𝑁2𝑎𝑚𝑝𝑓 + 𝑁2𝑇𝐿𝑆 (8.13)

8.3. Results and discussion
We now have a model for the signal and noise of our detector. Let us combine the optimisation of the
signal and noise by optimising the signal-to-noise resolving power

𝑅𝑆𝑁 ∝
𝜃
√𝑁

(8.14)

We normalise by the value for 𝑅𝑆𝑁 that we find for the near-IR LEKID at 1545 nm, 𝑅′𝑆𝑁. We do this
to know how 𝑅𝑆𝑁 changes relative to 𝑅′𝑆𝑁. This requires computing the response 𝜃′, amplifier noise
𝑁′𝑎𝑚𝑝𝑓 and TLS noise 𝑁′𝑇𝐿𝑆 for the near-IR detector at 1545 nm. We compute 𝜃′ using Equation 8.1
with values 𝛼′𝑘 = 1, 𝑉 = 2 × 218 × 0.06 𝜇𝑚3 and 𝐸′𝑝ℎ = ℎ𝑐/1545𝑛𝑚. 𝑁′𝑎𝑚𝑝𝑓 and in 𝑁′𝑇𝐿𝑆 are computed
using Equation 8.11 and Equation 8.12 with values 𝑓0=7.6 GHz, 𝑤=2 𝜇m and 𝐿 = 𝐿𝑘 = 109 × 𝐿𝑠𝑞. We
assume that all other parameters are kept constant between the near-IR LEKID and our model here.

We study two separate cases, one where the detector is TLS noise limited and one where it is
amplifier noise limited. We have four optimisation parameters; 𝑤, 𝑙, 𝑡 and 𝐶. The results of our
model are seen in Figure 8.5 with in (a) the resonance frequency 𝑓0, in (b) The relative, amplifier
noise limited signal-to-noise: 𝑅𝑆𝑁𝑎𝑚𝑝𝑓/𝑅′𝑆𝑁𝑎𝑚𝑝𝑓 and in (c) the relative, TLS noise limited signal-to-noise:
𝑅𝑆𝑁𝑇𝐿𝑆/𝑅′𝑆𝑁𝑇𝐿𝑆 . All of them are plotted as a function of inductor length 𝑙. Five lines are visible in every
graph. We identify the purple line as the ’default’ line with parameters 𝑤 =2 𝜇m, 𝐶 =0.47 pF and 𝑡 = 60
nm. The other lines (blue, green, yellow) have the same values, except that one parameters has been
varied. This gives us insight in what the effect is of individually changing the parameters:

• all the parameters influence the amplifier and the TLS noise limited relative signal-to-noise in
the same general way: decreasing the value of the parameter increases 𝑅𝑆𝑁/𝑅′𝑆𝑁. However, the
effect is larger for the TLS noise limited case.

• decreasing 𝑤 from 2 to 1 𝜇m (blue line) gives the largest increase in 𝑅𝑆𝑁/𝑅′𝑆𝑁, followed by de-
creasing 𝑡 from 60 to 40 nm (yellow line). Decreasing 𝐶 from 0.47 pF to 0.35 pF (green line) has
the smallest effect.

• decreasing 𝑡 and 𝑤 decreases 𝑓0, while decreasing 𝐶 increases 𝑓0.

In both the TLS and amplifier noise limited cases we see that 𝑅𝑆𝑁/𝑅′𝑆𝑁 < 1 for all 𝑙. This means that the
signal-to-noise will decrease with respect to what we had at 1545 nm with the near-IR LEKID. However,
this is the case if only one parameters is changed. We also plot the black line, for which all parameters
have been decreased with respect to their default values. This greatly increases the signal-to-noise.

So, let us try and answer the main question of this chapter: can we make a realistic LEKID design
at 18.5 𝜇m?

The signal-to-noise at 1545 nm was about 10, see Table 6.2. Assuming we want to maintain this
value even at 18.5 𝜇m, and assuming we are in the TLS noise limited case, we would require a induc-
tor with dimensions 1×15×0.04 𝜇m3 and a 0.35 pF IDC. This would give us a resonance frequency of
𝑓0=6.2 GHz. In the amplifier noise limited case with the same design, the 𝑅𝑆𝑁 would decrease a factor
2. This design is not unrealistic to manufacture. The greatest challenge is rather its optical efficiency.
It is a very small inductor with only 15 𝜇m2 of absorbing surface. If we assume that we have the same
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optical design at 18.5 𝜇m as at 1545 nm, see Figure 4.5, then the optical efficiency will decrease a
lot as the absorbing surface has decreased and the diffraction increased. Future research can look to
other options to increase the optical efficiency. Some suggestions are given in chapter 9.

In future work the model presented here could also be applied on a design with a Aluminium inductor.
Al has a longer quasiparticle lifetime than 𝛽-Ta and this might improve the signal-to-noise. However,
probably at the cost of optical efficiency.

Figure 8.4: The relation between 𝑗 and ̃𝑗𝑚𝑎𝑥 visualised for four different cases. 𝑗 is the current density in the inductor analytically
calculated with Equation 8.8. ̃𝑗𝑚𝑎𝑥 is the maximum current density in the inductor obtained from Sonnet simulations. The blue
markers and lines in all graphs correspond with ̃𝑗𝑚𝑎𝑥 when read from the left y-axis. Every blue marker has a corresponding
orange marker, displaced in y, that gives the value of the kinetic induction fraction 𝛼𝑘 when read from the right y-axis. The solid
blue line represents the relation 𝑗 = ̃𝑗𝑚𝑎𝑥. The dotted blue line is a fit of a straight line, 𝑦 = 𝑎𝑥, to all the blue data points
combined from all four graphs. The solid and dotted blue lines are exactly the same in all graphs. As nearly all blue data point
lie close to the dotted line we can conclude that the relation 𝑗 ∝ ̃𝑗𝑚𝑎𝑥 is valid. We find that having a 50 𝜇m coupler along the
width of the IDC (see Figure 8.2) did not couple enough power to the resonator to obtain the FWHM necessary for determining
𝑄. Instead, a coupler is used that runs alongside the back of the IDC with a length of 200 𝜇m. In (a) the width of the inductor, 𝑤,
is varied (f.l.t.r 𝑤=[5, 2, 1]𝜇m) with a constant number of inductor squares, 𝑁𝑠𝑞 = 4. In (b) 𝑤=2 𝜇m and 𝑁𝑠𝑞 is varied from 2 to
200 and 𝛼𝑘 from 0.1 to 0.9. We see that ̃𝑗𝑚𝑎𝑥 is unaffected by the change in 𝑁𝑠𝑞. In (c) the inductor size is kept constant while
the size of the IDC is varied by changing the number of fingers (f.l.t.r 𝑁𝑓𝑖𝑛𝑔𝑒𝑟𝑠=[100, 200, 300]). In (d) the length of the coupler
𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟 was varied. (f.l.t.r 𝐿𝑐𝑜𝑢𝑝𝑙𝑒𝑟=[300, 150, 75]𝜇m). We can conclude that the current density is independent from 𝛼𝑘. All
other dimensional parameters regarding the readout, coupling, and material thicknesses were constant in all simulations



56 8. MKID Spectrometer for LIFE

Figure 8.5: Results of the geometric detector model. We vary four different parameters in all graphs: the inductor length, 𝑙,
inductor width 𝑤, inductor thickness 𝑡 and IDC capacitance 𝐶. The legend shows how these parameters are varied for all four
graphs. For the blue, green and yellow lines only 1 parameter was changed with respect to the ’default’, purple line. For the
black line all parameters have been varied. (a) The resonance frequency 𝑓0 as a function of 𝑙. Also, data from simulations in
Sonnet has been plotted to show the accuracy of the model. These are the dots that have a corresponding color according to
the values used in the simulation. (c) The relative signal-to-noise resolving power, 𝑅𝑆𝑁/𝑅′𝑆𝑁 in case the noise of the detector is
limited by the TLS noise. 𝑅′𝑆𝑁 is the value of 𝑅𝑆𝑁 at 1545 nm for the near-IR LEKID, see chapter 6. (c) 𝑅𝑆𝑁/𝑅′𝑆𝑁 in case the
detector is limited by the amplifier noise.



9
Discussion and Conclusion

The main objective of this thesis is to investigate how the near- and far-IR MKIDs perform in the mid-
IR such that we know what developments are necessary to design a MKID spectrometer for the LIFE
initiative. We have done measurements with two different devices. First, we have the near-IR LEKID
with a 𝛽-Ta inductor designed for imaging arrays in the optical and near-IR regime, see chapter 6.
This device has shown single-photon detection at 1545 nm. Second, we have the far-IR MKID with Al
inductor, which is designed to be extremely sensitive to radiation at 200 𝜇m but also has shown single
photon detection at 38 𝜇m, see chapter 7. We have compared the performance of these devices in the
mid-IR at 3.8 and 8.5 𝜇m.

Based on the performance of the near-IR LEKID we have also devised a model to estimate whether
a realistic design can be made at 18.5 𝜇m that is sufficiently sensitive for single-photon counting.

A secondary objective of the thesis was to develop an accurate measurement setup for MKIDs in
the mid-IR that would enable single photon-counting at 3.8 and 8.5 𝜇m. For this purpose a model
has been made to help characterise the setup. The accuracy of the model has been compared with
measurements.

Let us now reflect on the progress we have made with this. Firstly, we discuss the mid-IR measure-
ment setup and its theoretical model. Secondly, we summarise the MKID performance in the mid-IR.
Lastly, we discuss several improvement to increase MKID performance in the mid-IR.

Mid-IR measurement setup and model
The energy necessary to break Cooper pairs in a superconductor is very low such that photons up
to the mm regime can still break Cooper pairs. This means that the radiation emitted by any object
with a finite temperature could add to the background noise of our superconducting MKIDs. Especially,
objects at room temperature emit most of their radiation in the mid-IR with the peak of their spectral
radiance at 10 𝜇m.

Different setups have been designed for the experiments at different wavelengths, see Figure 4.2.
At 3.8 and 8.5 𝜇m the radiation source was external to the cryostat and optical filters were used to ob-
tain the desired radiation. We specifically optimised the optical filter configuration for each experiment
conducted at a different wavelength or with a different detector. We also did measurement at 1545 nm
using a laser as a reference.

The thermal background is either more of a blessing or a curse depending on the wavelength. The
thermal background is a curse at 3.8 𝜇m as it adds background noise to the external monochromator
source. For the near-IR LEKID we find that there is more background radiation present at 1545 nm than
at 3.8 𝜇m. However, this is because of stray light entering the setup through the laser fiber even when
the laser is turned off. Measurement with the the far-IR MKID showed that there was more background
radiation present at 3.8 𝜇m. Nonetheless, with both detectors we were able to prove single photon
detection at 3.8 𝜇m.

At 8.5 𝜇m the thermal background is more of a blessing. This because the monochromator lacks
the spectral radiance at this wavelength making the thermal background our only source of radiation.
Single photon detection at 8.5 𝜇m could still be done because this wavelength is closer to the peak
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spectral radiance of the thermal background, making the optical filtering more convenient. Single pho-
ton detection at 8.5 𝜇m has only been possible with the far-IR MKID as the near-IR LEKID lacked the
sensitivity. We find that there was more background radiation present at 8.5 𝜇m than 3.8 𝜇m.

A setup has already been designed for measurements at 18.5 𝜇m. At this wavelength a cryogenic
black-body can be used as a source rather than the thermal background. The cryogenic black-body
emits a well characterised radiation spectrum depending on its temperature. This can be used to shift
the peak of spectral radiance of the spectrum to the desired wavelength. Also, tilted filter holders have
been designed and manufactured that might improve the background radiation in the setup. This will
be done in future work.

We designed a theoretical model of our setup to aid in characterising it. Important in this is that not all
the radiation has the same effect on the detector. The setup should be characterised to such an extend
that we know what power is absorbed by the detector at what wavelength. Three distinct wavelength
regimes have been implemented in the model for this purpose: the in-band, the near-band and the out-
of band. The in-band is our desired wavelength. The near-band is the band that still leads to detectable
photon pulses. The out-of-band is the continuous background radiation present in the measurements.
We also implemented a model to estimate the optical efficiency of the near-IR LEKID, which is used to
calculate the absorbed power in the detector. Measurements showed absorbed powers 4𝜎 lower than
predicted by the model. The optical efficiency differs greatly with wavelength due to diffraction and the
transmission of the fused silica lens, see Figure 4.5.

The model has only been applied quantitatively on the near-IR LEKID. The far-IR MKID has been
designed for very different wavelengths and too little is known about the optical coupling in the mid-IR
to construct a model for it.

MKID performance in the mid-IR
The LIFE detector requirements are presented in Table 2.1, performance results of the near-IR LEKID
in Table 6.2 and of the far-IR MKID in Table 7.1. The results are obtained from analysing the phase
response data of the near- and far-IR detectors. We apply an optimal filter to the detected pulses to
improve the measured resolving power. The far-IR MKID has the better resolving power at 3.8 𝜇m.
It is also the first, detector to show single-photon detection at 8.5 𝜇m. It is also expected that it can
show single-photon detection at 18.5 𝜇m. Not per se with the detectors that we have measured in this
thesis. These detectors were chosen because they had the lowest responses of all detectors. Most
other detectors had photon responses that were too high for our data analysis, but they will likely give
a good response at 18.5 𝜇m. So we can conclude that it is possible to do single-photon counting with
MKIDs across the mid-infrared. However, at this point in time we do not have sufficient information to
compare the optical efficiencies and dark current of our detectors. The focus should thus be to design
a dedicated device for the mid-IR, as the detectors used in our measurement are both optimised for a
different bandwidth. The measurements of this thesis should be done again but this time with these
dedicated devices. With this new devices we could do measurements for the dark current. However,
we currently lack the setup to determine the optical efficiency in the mid-IR. The setup that is currently
used at 3.8 and 8.5 𝜇m has shown to add thermal background radiation which limits the performance of
the detector. We cannot reliably measure the optical efficiency of the detector with such a setup. The
cryogenic black-body setup at 18.5 𝜇m will be able to do this, but we lack such a characterised setup
for the lower wavelengths. The possibility of using mid-IR lasers should be investigated.

Outlook: LIFE spectrometer
In order to develop a MKID spectrometer for the LIFE initiative we have to improve upon the optical
efficiency and sensitivity of the detectors. Ideally we would use the a 𝛽-Ta absorber of the near-IR
detector as this has a higher optical efficiency. However, the near-IR detector was designed for the
optical/near-IR and lacks sensitivity for wavelengths higher than 3.8 𝜇m.

We have constructed a model based on the near-IR detector to assess whether the near-IR design
is feasible to be applied at 18.5 𝜇m. The model purely focuses on optimising the geometry of the
detector. We constrained our optimisation by posing a spectrometer design and limiting the spectral
pixels to 25×25 𝜇m2, see Figure 8.1b. From the model we conclude that a design that is similar in
performance to the near-IR LEKID is realistic (i.e. can be manufactured) at 18.5 𝜇m. This assumes
that the detector is TLS noise limited at 1545 nm. The performance would decrease a factor 2.5 for
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the same design if the detector is amplifier noise limited. More work is necessary to determine by
which noise the detector is mostly limited and how a possible combination of noises effect the model.
Generally true is that the detector design would require a very small inductor and large IDC. This is
mainly because parasitic inductance in the IDC lowers the response by diluting the kinetic induction
fraction. More research in necessary to investigate the effect on the optical efficiency of such a small
detector. However, it is not necessary for a single device to cover the whole mid-IR bandwidth. The
LIFE spectrometer will consist of multiple spectral channels. So, the general detector design can differ
for each of these channels. Within the channels the geometry of the detectors can again be optimised
per spectral pixel.

We list some other research directions that can advance the performance of MKIDs in the mid-IR

• using phonon capturing membranes in combination with a 𝛽-Ta absorber. This might increase
the sensitivity of the detector similar to the far-IR detector

• embedding the detector into an optical stack that increases optical coupling to free space. This
technique has shown to greatly increase the absorption efficiency for TiN [48].

• increasing the structure size of the IDC in the near-IR design similar to the far-IR design. This will
lower TLS noise.

• redesigning the lens for the mid-IR. The currently used fused silica has poor transmission for
wavelengths >4 𝜇m. Materials like ZnSe and KBr have much better transmission for these wave-
lengths.

• optimising the Al inductor geometry for the longer wavelengths. Al absorber designs have shown
to reach absorbing efficiencies of 70-80% at 10 𝜇m by optimising the shape of the meandering
inductor [23].

• implementing parallel plate capacitors (PPCs). Research into PPCs is relevant as they are a
much smaller alternative for IDCs. Large IDCs will reduce the response by diluting the kinetic
induction fraction. PPCs can in theory However, PPCs also tend to increase the TLS noise [56].
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