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Abstract

The use of radars for remote sensing in atmospheric sciences has become increasingly popular over

the past few decades. Weather radars play a crucial role in measuring, interpreting, and monitoring vari-

ous atmospheric phenomena. However, accurate retrieval of vertical air velocities remains a challenging

problem owing to certain deficiencies in radar data and errors in deriving numerous parameters of pre-

cipitation. This research aims to develop data processing and air motion retrieval algorithms that can

improve the accuracy of this task. The project proposes a robust data processing pipeline to enhance

data reliability. It also carries out the classification of rainfall types and hydrometeor classes in the differ-

ent regions of atmosphere for more accurate parameter retrieval. In this project a criteria for the quality

of air-motion retrievals has been developed. The performance of the retrieval algorithms achieved by us-

ing exponential drop size distribution (DSD) for fall velocity calculations has been evaluated based on the

proposed criteria. This research also aims to utilize data spanning six months for performance analysis

of air velocity retrieval algorithms under various weather conditions over extensive periods of time.
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1
Introduction

This chapter gives a brief introduction to weather radars and their numerous applications and describes

the motivation behind retrieving and analysing vertical air velocities from radar measurements. Sec-

tion 1.2 elaborates on the challenges and limitations of radars to retrieve air motion and consequently

presents the research objectives. The novelties introduced in this thesis to bridge the gaps are discussed

in section 1.3. Lastly, section 1.4 presents the structure of the thesis.

1.1. Introduction and Motivation for Research

After the invention of radar (RAdio Detection and Ranging) over a century ago, the idea of weather

radars took shape around the middle of the twentieth century when military radar operators noticed

extensive echoes from the various atmospheric processes. Following this, a comprehensive study of

these phenomena led to the development of weather radars that could be used to detect and measure

precipitation and othermeteorological phenomena in the atmosphere [1]. Weather radarswork by trans-

mitting electromagnetic waves, which interact with precipitation particles in the atmosphere and are

scattered back to the radar receiver. The radar system then analyzes the received signals to determine

the location, intensity, movement of precipitation, and several other features of the atmosphere. Over

the course of time, weather radars have seen significant improvements in performance due to the con-

tinuous development of hardware and software capabilities of radar systems. Some of these are the

introduction of the Doppler radar, dual-polarization radar, powerful digital signal processing techniques

and high-performance computer technology. As a result, the capabilities of these radar systems have

evolved from being able to detect just the presence and intensity of precipitation to measuring and an-

alyzing the velocities, shapes, sizes, and types of precipitation particles. When compared to traditional

rain gauge networks, modern-day weather radar offers more detailed and higher quality observations

of precipitation systems owing to high spatial and temporal resolutions [2].

1
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Weather radar systems are used in a variety of applications, including meteorology, aviation, trans-

portation, and military operations. In meteorology, they are used primarily to monitor and forecast

weather phenomena (such as precipitation and air motion) and to track their patterns. By utilizing

radar data, the movement of storms can be tracked, and the onset and severity of weather events such

as thunderstorms can be predicted. Several climate studies and models have already used radar data

for various purposes [3].

An important aspect of weather radars is the retrieval of vertical air velocities from the measured

data. This is a crucial application as knowledge of these velocities can be utilized for weather forecast-

ing and generating climate models. It also provides real-time information about the location, presence,

and intensity of updrafts and downdrafts, which are used to develop flight plans, make route adjust-

ments, and issue alerts to pilots, making it critical to aviation safety. It also plays a major role in de-

fence and space applications as precipitation intensity and wind speeds, affect mission planning and

execution.

Despite the developments in radar technology, accurate retrieval of air velocities remains a challeng-

ing problem due to a number of reasons including the need for reliable radarmeasurements, the effects

of variations in the vertical profile of the atmosphere and different types of rain, and inaccuracies that

may be introduced in deriving various parameters of precipitation [2]. These challenges are discussed

in detail in section 1.2.

1.2. Problem Formulation and Research Objectives

1.2.1. Problem Formulation
The challenges and limitations of measuring vertical air velocities a presented in this section. Mi-

crowave radars are unable to measure the vertical air velocities directly. To obtain vertical air veloc-

ities, the mean Doppler velocity, which represents the motion of the raindrops in the radar beam, must

be measured. The measured mean Doppler velocity is a result of contributions by both the vertical

air velocities and the terminal fall velocities of raindrops or any other hydrometeors. It is possible to

estimate the terminal velocities by utilizing one of several relationships between drop size and fall ve-

locity. These relationships will be discussed in detail in chapter 5. The estimated vertical air velocities

are represented by the component that is obtained by subtracting the estimated terminal fall velocities

from the mean Doppler velocity. This relation can be seen in equation 1.1.

Vair = VDoppler − VTerminal(DSD) (1.1)

As introduced in section 1.1, accurate retrieval of vertical air velocities remains a challenging prob-

lem. This is mainly a result of various uncertainties that may be introduced due to a number of factors

[2]. Some of these are listed below.

One of the most crucial requirements for accurate retrievals is reliable and high-quality radar data.

This is important as radar data with deficiencies can cause errors in the derivation of various param-

eters and consequently the air motion. An aspect of this is correct radar calibration. Weather radar
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estimates of precipitation and associated parameters depend on stable hardware components (such

as the transmitter and receiver) with precise calibration. Estimates may contain significant errors due

to radar calibration bias [4]. Another factor is the presence of echoes from non-meteorological targets.

Measurements taken in the zenith direction may contain echoes from biological targets (like birds and

insects), clear sky reflections, and miscellaneous clutter. It is important to remove these echoes to

enhance the air velocity estimates.

The second factor is the variations in the vertical reflectivity profiles (VRP). The VPR exhibits sig-

nificant variation due to precipitation growth, evaporation, melting of ice particles and snowflakes, and

wind effects. These fluctuations show that there are significant discrepancies between radar precipi-

tation estimates at different altitudes and precipitation that actually falls on the ground. A technique

that may be employed to address this is correction based on seasons or rain types [2].

These variabilities and discrepancies in the estimates are further reflected in the drop size distribu-

tion and rainfall rate estimates. During the conversion of radar reflectivity into an estimate of rain rate

at ground level, more errors and uncertainties could be added. This leads to errors in the estimation of

the drop size parameters and consequently the fall velocities [5]. Therefore, there is a need to develop

signal and data processing algorithms and retrieval techniques that can improve the accuracy of this

task.

1.2.2. Research Objectives
Based on the formulated problem statement and the identified gaps in the reviewed literature, the fol-

lowing research objectives have been defined.

• Development of algorithm(s) for the retrieval of vertical air velocity.

• Deriving parameters of the drop size distribution from radar measurements.

• Classification of precipitation types and classes of hydrometoers.

• Development of retrieval quality criteria and analysis of the accuracy of the algorithm(s) based

on these criteria.

• Development of an algorithm for optimal data processing, and “Big data”-based statistical analy-

sis of retrieval techniques for validating the performance and uncertainty estimation.

1.3. Research Gaps and Novelties

Based on the reviewed literature that is described in each of the respective chapters, a number of gaps

were identified in the literature. These gaps are as follows. The first is the need of multi-parameter

DSD for velocity retrievals under different rainfall types and the study of the impact of various DSD

parameters on the velocity retrievals. The next is the absence of large-scale analysis of vertical air

velocity retrieval algorithms and the results of these algorithms with massive amounts of data.

In order to bridge these gaps, our research within this project achieved a few new results. A novel

algorithm for the classification of rainfall types and regions of the vertical profiles has been developed

and applied to the data in order to improve the analysis of the influence of the hydrometeor types
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on the retrieval algorithms’ applicability and performance. Another aspect of this project is to utilize

massive data for statistical and performance analysis of velocity retrieval algorithms under various

weather conditions over large periods of time. Lastly, statistics-based criteria for the quality of the air-

motion retrievals are developed which coupled with the large-scale data analysis is used to quantify

the performance of the aforementioned retrieval algorithms.

1.4. Thesis Structure
The thesis is structured as follows. Chapter 2 provides a brief background on the topics of radars,

atmospheric remote sensing, and various precipitation types. Chapter 3 details the data processing

pipeline and presents the results pertaining to data quality and reliability. Chapter 4 discusses the

classification scheme implemented in this project to classify different types of rain and the classes in

the vertical profile of the atmosphere. Chapter 5 presents the vertical air velocity retrieval algorithm

developed for this project. Lastly, chapter 6 presents the conclusions.



2
Radar and Atmospheric Sensing

Background

2.1. Radar Fundamentals
Radar is a technology that uses radiated electromagnetic energy to measure the range, velocity, and

other characteristics of objects of interest. It operates on the principle of transmitting electromagnetic

waves and then detecting the echoes or reflections of those waves when they bounce off objects in the

environment. Broadly radars can be of two types, pulsed radars that emit short pulses and receive echo

signals during the silent windows, or continuous wave radars that transmit signals continuously [6]. An

overview of the Frequency Modulated Continuous Wave (FMCW) radar which is a type of continuous

wave radar is presented below.

2.1.1. FMCW Radar
Frequency Modulated Continuous Wave (FMCW) radars employ a technique wherein the frequency of

a continuous signal is modulated over a defined period of time. This signal is transmitted, and the an-

tenna receives the signal reflected from the target. The delay caused by the time of flight, determined

by comparing the transmitted signal and the reflected signal, is used to obtain information regarding

the position and velocity of a target. In contrast to pulsed radars, FMCW radars emit continuous sig-

nals [7], [8]. The main feature of FMCW radars is their ability to measure the range and the relative

velocity of targets with high accuracy and minimal range making them ideal in automotive radar and

meteorological applications.

FMCW radars boast the ability to measure the target range and relative velocity simultaneously as

well as the ability tomake highly accuratemeasurements atminimal distances (theminimummeasured

range (Rmin) is comparable to the wavelength of the transmitted signal transmitted). The distance

between the antenna and the target (range) can be described with the following expression:

5



2.1. Radar Fundamentals 6

R =
c∆t

2
=

c∆f

2df(t)/dt
, (2.1)

where c is the speed of light, ∆t is the delay between transmitted-received signal, ∆f is the observed

change in frequency and df(t)/d(t) is the rate of frequency shift [6].

Figure 2.1: Waveform of an FMCW radar. Fb represents the beat frequency, T is the sweep time.

The primary applications of FMCW radar are in the automotive and meteorological domains. The

FMCWsignal has been commonly used in automotive radar applications due to its low sampling require-

ments and simple hardware design. The FMCW automotive radar uses a dechirping receiver where the

received signal is mixed with the transmitted signal to obtain the beat signal. Subsequently, the range

and velocity information of the targets are extracted from the beat signal using a two-dimensional

Fourier transform [9].

A number of characteristics of radar need to be considered in order to characterize its performance

and check its suitability for a particular application. Some of these are themaximum rangeRmax, range

resolution ∆R, maximum unambiguous velocity vmax, and the velocity resolution ∆v. The mathemati-

cal expressions for each of these are given below [10].

Rmax =
c · PRI

2
(2.2)

∆R =
c

2 ·B
(2.3)

vmax = ±λ · PRF

4
(2.4)

∆v =
λ

2Ti
(2.5)

Where PRI is the pulse repetition interval, PRF is the pulse repetition frequency, B is the bandwidth, λ is

the wavelength and Ti is the integration time.

The next very important application and the focus of this thesis is the use of radars for weather

monitoring applications. Weather radar technologiesmostly operate in the lower frequency range of the
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S-band or C-band. It is selected considering the atmospheric damping and longer range. The advantage

of using the FMCWmethod compared to other methods is the need to transmit power for FMCW radar

is not large, and it is able to avoid the risk of low-accuracy data due to the use of RF components in the

pulse method [11].

For various meteorological applications, different scanning strategies are utilized. Some of these

are height-timemode, range height indicator (RHI), and plan position indicator (PPI). In RHI, the azimuth

angle is fixed, and the radar scans in elevation, creating a vertical section of the atmosphere. On the

other hand, in the PPI mode, the radar has a fixed elevation and it scans in azimuth thus creating a

horizontal section of the atmosphere. Lastly, in the height-time mode, the radar is fixed in elevation

and azimuth, and measurements are made as the various atmospheric processes pass through the

radar beam. In this thesis the measurements are made in a similar fashion, when the radar is vertically

pointed, making measurements in the zenith direction.

2.1.2. Polarimetric Radars
Polarimetric Radar makes use of the polarization properties of electromagnetic waves. It involves the

use of not only the amplitude of the received signal but also the polarization state. It enables better

identification of objects of interest, as different objects have different polarimetric signatures. An im-

portant concept of radar polarimetry is the scattering matrix. It describes the polarization state of the

received or scattered signal with respect to the transmitted signal as shown below [12].Er
H

Er
V

 =

SHH SHV

SV H SV V

Et
H

Et
V


Here, Er and Et are the electric components received and transmitted signals, H and V represent

the polarization channels of the radar and S is the scattering matrix. These polarimetric channel com-

ponents are crucial in understanding different features of the target, with respect to their shape, orien-

tation, and so on. In the next chapter, the use of this data from different polarimetric channels will be

explained in detail.

2.2. Atmospheric Sensing with Radar
Radars have become increasingly popular in the field of atmospheric remote sensing due to a number

of factors introduced in the previous chapter. In the context of atmospheric remote sensing, a crucial

aspect that needs to be studied is the drop size distribution (DSD). DSD provides important information

about the characteristics of various hydrometeors, such as raindrops or snowflakes, in the atmosphere.

The knowledge of DSD can be used to measure precipitation intensity, precipitation type, rain rate, and

so on. DSD provides data on the number and size of hydrometeors within a given volume of the atmo-

sphere. It is also crucial to estimate the fall velocities of hydrometeors and it will be used in this project

to estimate the vertical air velocities. The DSD can be of many forms like the exponential, gamma, log

normal and so on [13]. The relation between the parameters of the drop size distributions and the radar

measurables vary significantly based on the type of hydrometeor considered. many such relations for
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rain, drizzle, and snow are well known in the literature [14].

When it comes to the derivations of various DSD parameters, it is also essential to understand the

bounds of certain techniques based on the type of rainfall observed. The two types of rainfall con-

sidered in this thesis are stratiform and convective. Stratiform rainfall is generally characterized by a

steady long duration rainfall with the presence of a bright band.Another characteristic is that after the

bright band a rapid rise in the fall speeds is observed. The air velocities in stratiform rainfall are usually

very low in the order of tens of cm/s. Convective rainfall on the other hand does not present with a

bright band but is instead characterized with convective air turbulent air motion with different types of

hydrometeors. Convective rainfall is usually short in the order of a few minutes [12]. The classification

of these two rainfall types will be discussed in detail in further chapters.

2.3. PARSAX
The PARSAX radar is a high resolution, full polarimetric, S-band radar developed at Delft University of

Technology. PARSAX finds application in various areas like meteorology, remote sensing and the analy-

sis of ground based targets such as vehicles and so on. It is a full polarimetric radar, which means that

it can transmit two orthogonally polarized signals at the same time, allowing it to measure all of the

scatteringmatrix elements in the same frequency band and in a single sweep time. PARSAX also show-

cases a high level of RX-TX isolation (-100dB for HHpolarization and -80dB for VV-ploarization)[15]. The

various characteristics of PARSAX specific to this thesis are summarized below in table 2.1

Parameter Value

Frequency S-band(3.315GHz)

Bandwidth 50MHz

Resolution 3m

Maximum Range 150km

Sweep Time 1ms

Maximum Velocity ±22.1m/s

TX antenna
Diameter: 4.28m

Beam width: 1.8\deg

RX antenna
Diameter: 2.12m

Beam width: 4.6\deg

Table 2.1: Characteristics of PARSAX
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Pipeline for Data Processing

This chapter explains the proposed data processing pipeline and the data that will be utilised in this

project. It also presents the results of the initial part of the data processing pipeline pertaining to clutter

and noise removal and a proposed quality check criterion.

3.1. Description of data
This section provides an overview of the dataset utilized in this project and the general structure of the

NetCDF data format.

3.1.1. Dataset
The dataset utilized for this project consists of daily NetCDF files with PARSAX radar observations of

vertical profiles of the atmosphere. In this project, the data recorded for the period between January

2021 and June 2021 is considered.

The data is recordedwith thePARSAX radar in the vertically pointed configuration, The recorded data

is organized in daily NetCDF files. NetCDF is a collection of software libraries andmachine-independent

data formats that enable the creation, access, and sharing of array-oriented scientific data. A typical

NetCDF file is organised into separate components- attributes, dimensions, and variables. The data

structure of such a file is presented in figure 3.1 [16]. The dimensions represent the physical dimensions

of the data. Dimensions can have a specific size or may be defined as having an unlimited size such

that it is possible to extend the file along these dimensions indefinitely. With respect to the data used in

this project, the dimensions are range, Doppler, time, campaign, and zero dimension. Wherein the range

dimension is of size 5100 corresponding to the number of complex samples in the coherent vertical

range profile, the Doppler dimension has a size of 512, the campaign dimension is of size 100, and the

time dimension is the unlimited dimension.

Attributes are essentially metadata, serving as descriptive markers that provide crucial information

9
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about the dataset. Global attributes provide information pertaining to the date of measurement, insti-

tution, measurement instrument name, and so on. A detailed description of all attributes is presented

in appendix A. Besides the global attributes, each variable possesses attributes that further describe

the variable. These include data type, measurement units, and comments that provide further insight

into the variable.

Variables contain information on the data recorded by the PARSAX radar. They may be classified

into a few categories for ease. Variables containing the geographic position data of the radar are lat-

itude, longitude, and altitude. Variables that contain the measurement specifics are the current day,

the current time, and the current campaign. Variables like antenna mode, radar frequency, bandwidths

of different polarization channels, transmitted power, antenna elevation, azimuth, and polarization pro-

vide the specifications of the radar system in the measurement period. The moments of the Doppler

spectrum- reflectivity, Doppler velocity, and spectral width for the different polarization channels are

present as a function of two dimensions, range and time. A detailed description of all the variables is

provided in appendix A. These moments will be processed and will be utilized in all further algorithms

implemented.

MATLAB has a plethora of tools for reading, extracting, and altering data fromNetCDF files. For this

objective, two techniques can be considered: employing high-level Matlab functions or using low-level

netCDF library functions. The low-level functions in the netCDF library package offer far more capability

than the high-level ones. A comprehensive set of functions enables access to and manipulation of

several aspects of NetCDF data. Obtaining information from the NetCDF file, reading and writing data,

creating variables, renaming dimensions, attributes, variables, sampling between particular intervals,

and so on are some of them. Owing to the better control that these functions provide and their faster

execution times, the low-level functions are preferred over the high-level functions.

Figure 3.1: Data model of a NetCDF File
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3.2. Data Processing Pipeline
One of the most crucial aspects of accurate rainfall and wind velocity estimation is having reliable and

high-quality radar data. This is significant because inaccurate data or data with certain deficiencies can

lead to erroneous estimates. The measured vertical profiles are affected by thermal noise and clutter.

The clutter mainly appears in the form of echoes from biological targets (like birds and insects), clear

sky reflections, and miscellaneous clutter. It is essential that the data being utilized in the further steps

i.e. classification and vertical air velocity estimation are free from these effects which would ensure

more accurate estimates. To achieve this goal a data processing pipeline is proposed as shown in

figure 3.2.

Figure 3.2: Data processing pipeline

This data processing pipeline plays a crucial role in transforming rawmeasured data to enhance its

suitability for further analysis. It ensures data integrity, reliability, quality, and efficient usability. This is

achieved by leveraging a number of techniques, all of which are detailed below.

3.2.1. Clutter and Noise Suppression
The vertical profiles of reflectivity, mean Doppler velocity, and Doppler width are considered. The clutter

removal is done by creating a targetmask for the desiredmeteorological targetswhich are precipitation,

clouds, ice particles, and so on. By utilizing this, the echoes from non-meteorological targets (like birds

and insects), clear sky reflections, and erroneous echoes are removed from the data. The target mask

is created by employing the following methods.

Reflectivity and Doppler width-based filtering: The first method involves imposing thresholds on

the upper and lower limits of the observed reflectivity, and Doppler width. These thresholds are se-

lected such that they prove to be good factors in discriminating between the desired signal and clutter.

The size of raindrops is limited; hence, the maximum observed reflectivity can be limited to +60 dBZ

[17]. However, after experimental analysis of the dataset used in this project, it was observed that the

maximum reflectivity may be limited to+40 dBZ, while the lower bound for reflectivity is set to−15 dBZ.

The procedure for this analysis has been explained in detail at the end of this section.

The distinction between clutter and meteorological targets can be further discerned by consider-

ing the Doppler spectral width as an additional distinguishing characteristic [18], [19]. Different me-
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teorological phenomena exhibit distinct ranges of Doppler spectrum widths and the impact of non-

meteorological clutter leads to further variations. With clear air, the values for the Doppler spectrum

widths may not exceed 7 m/s, which are already considerably higher and are attributed to biological

scatterers. Under stratiform and storm-like rain conditions, with reflectivity levels ranging from 20 to

40 dBZ, the theoretical values established by Doviak and Zrinc [18], complemented by the empirical

findings of [20], consistently indicate that the spectrum widths remain confined to an approximate

maximum of 3.8 m/s. Following thorough experimental analysis, specific Doppler width thresholds

are determined, setting the upper bound at 3 m/s and the lower bound at 0 m/s.

Polarimetric feature-based filtering: The second method utilizes the data from the different polar-

ization channels. Polarimetric features like differential reflectivity and linear depolarization ratio can

be used to distinguish between the desired meteorological targets and clutter[21],[22]. Differential

reflectivity(ZDR) can be mathematically represented as the ratio of the reflectivity from the horizon-

tally polarized channel and the vertically polarized channel as shown in equation 3.1 [23].

ZDR = 10 · log
(
ZHH

ZV V

)
(3.1)

ZDR can be used as an indicator of the shape of the target and the valuesmeasure the oblateness of

the targets. ZDR of the observed feature is greater than 1, it signifies that the feature possesses awider

horizontal extent compared to its vertical extent. Conversely, when the ratio falls below 1, it indicates

that the feature exhibits greater vertical elongation in comparison to its horizontal extent. When the

ratio approaches unity, the feature can be approximated as having a near-spherical shape. As the radar

measurements are made in the zenith direction the shape of the raindrops can be approximated to be

spherical. Typical values for the ZDR for rain range between 0 and 3dB[23]. Considering this and the

results from the experimental analysis of data the threshold for the differential reflectivity is limited to

5dB. The vertical profile ofZDR is presented in figure 3.3. It can be clearly observed that themagnitude

ofZDR is largely close to 0dB. Figure 3.4 showsa plot ofZHH vsZV V where the outlierswithZDR>5db

can be clearly visualised.

Figure 3.3: Vertical profiles of differential reflectivity
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Figure 3.4: Visualization of outlier data

The second polarimetric feature considered is the linear depolarization ratio (LDR). LDR occurs as a

result of the depolarization properties of targets. The LDR ismathematically represented as the ratio of

the cross-polarized components(ZHV, ZV H) to the co-polarized components(ZHH,ZV V ) as shown in

equation 3.2.

LDRV V,HH = 10 log
(
ZHV,V H

ZV V,HH

)
(3.2)

The magnitude for the cross-polarized measurements is much smaller than that of the co-polarized

measurements for meteorological targets [24]. Hence, they exhibit much lower values of LDR as com-

pared to biological or other non-meteorological targets. The criteria proposed in the literature to dis-

tinguish between meteorological targets and non-meteorological targets was to limit the LDR to -5dB

[22], [24]. However experimental analysis of the data showed that this threshold caused portions of the

desired precipitation and cloud regions to be removed. Hence the optimum threshold was determined

to be -10dB. The vertical profile of the LDR is presented in figure 3.5. The highest level magnitudes are

observed around the bright band as a result of the depolarization properties of ice crystals and melting

snowflakes [22].

Figure 3.5: Vertical profiles of linear depolarization ratio
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Morphological filtering: The third approach employed for creating the target mask involves the

utilization of morphological filtering, a widely used technique that is typically utilized to enhance the

quality of radar data by mitigating the impact of noise and enhancing specific features of interest. Mor-

phological filtering specifically employs amorphological operation known as opening, which effectively

eliminates small and isolated features, commonly referred to as speckle noise, from the radar image

while preserving the larger, more significant features that encompass the desired radar data [25].

Speckle noise refers to isolated range bins within the radar image that may contain valid data but

are surrounded by adjacent bins that contain no data [19]. Through the application of morphological

filtering techniques, these isolated data points or speckle noise, are effectively eliminated from the

radar image, thereby enhancing the overall quality and clarity of the data. By employing this method,

the obtained results are more reliable and accurate, making the data more suitable for subsequent

interpretation and analysis. The overview of the morphological filtering operation is presented in figure

3.6 and is explained elaborately below.

Figure 3.6: Morphological filtering flowchart

The morphological operation of opening takes place in the following way. The first step is to gen-

erate a binary image containing the region of interest. In this case, this region is defined by selecting

all data bins that have a reflectivity higher than −15dBZ. Once this binary image is generated, the mor-

phological filter evaluates each data bin and its adjacent neighbours. All the connected components

(data bins) of the newly created binary image that have fewer than the defined number of data points

are set to have no data. In this scenario, this defined number is set to 200. Following this operation, a

new binary image with minimal impact of speckle noise is generated which can be used to generate

the target mask for the final step of filtering the data.

As introduced above, the next crucial step carried out is the experimental analysis of the data, to

obtain optimum thresholds for all the filtering operations. This comprehensive analysis involved the

examination of a collection of six distinct data files sourced from different time periods throughout

the year, effectively capturing a wide range of rainfall patterns including various types and intensities.

Moreover, these selected data files were specifically chosen to reflect diverse clutter characteristics

in terms of both degree and nature. In addition to this, these files encompassed varying degrees of

sparsity within the daily dataset, the need for this and the mitigation strategies are discussed further

in the next section. It is thereby reasonable to assume that these selected data files can be deemed to

be representative of the broader dataset under consideration. This analysis was carried out by initially

applying the default threshold values to generate the target mask and then modifying them to obtain

the optimum clutter removal without the loss of any usable data. Following this, all the thresholds

and associated parameters were optimized and selected as mentioned previously. The target mask

generated based on the three techniques; reflectivity and Doppler width based-filtering, polarimetric
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feature-based filtering and morphological filtering is presented below in figure 3.7 and the unfiltered

data is presented in figure 3.8. This target mask is now applied to the raw data and the processed data

is presented in figure 3.9.

Figure 3.7: Target mask generated using all three filtering techniques

Figure 3.8: Unprocessed vertical profiles of reflectivity
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Figure 3.9: Processed vertical profiles of reflectivity

3.2.2. Post-processing and quality control
The next step in the data processing pipeline is the post-processing and quality control of the data. It

involves three tasks, the first task being sparsity analysis, followed by the reduction of data size, and

lastly is the quality control step which is done by considering certain statistics of the data.

Sparsity Analysis: The data files involved in this project are extremely large and yet there are sig-

nificant portions of the recorded daily files that are either innately missing, have very little or no usable

data or have had portions of noisy data removed after the noise and clutter removal operation. By doing

the sparsity analysis of this data, it is possible to remove such portions of the data to further increase

the quality and reliability of the data. One such example is shown in figure 3.10.

Figure 3.10: Daily data file containing sparse data

It is evident from figure 3.10 that approximately an hour of usable data and besides that all of the

remaining data is fairly unreliable andwould cause errors in further steps of the project hence the values

in this portion of the data have been set to no data. As will be discussed further, the data from this point

on will be processed in segments, and therefore such segments containing sparse measurements will

not be utilised in any further analysis.
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Spatial and Temporal Averaging: As one of the important goals of this project is to analyze large-

scale data, it is crucial that the data processing be as efficient as possible. For this purpose, the data is

average in the time and range domain. By doing this the range resolution and the temporal resolution

is degraded from 3.3m and 0.5s respectively to 33m and 30s respectively. These new spatial and tem-

poral resolutions provide the details of the selected volume of atmosphere in sufficient detail and are

reasonably small enough that the atmospheric parameters can be considered to not vary significantly

in such an averaged data.

Quality CheckCriterion: The quality and reliability of data being utilized in this project are paramount

and hence, a quality check criterion is proposed which is based on the correlation between the horizon-

tal and vertical polarized channels. As mentioned earlier, due to the configuration of the radar, i.e. the

measurements being taken in the zenith direction, the shape of the drops is assumed to be spherical

and hence a high degree of correlation is expected between the two polarization channels. This corre-

lation is presented in equation 3.3.

ρ =

∑
ZV Vi

ZHHi∑
(ZV Vi

)
2
(ZHHi

)
2 (3.3)

The correlation is analysed as a function of the height as shown in figure 3.11. It can be observed

that there is a high correlation between theHHand the VV polarization channels across the entire profile

except at very low altitudes. This may be attributed to the artifacts introduced by the interference in

the radar itself as well as certain disturbances caused in the atmosphere due to the building where the

PARSAX radar is located. Hence the data up to the altitude of 100m is discarded.

Figure 3.11: Correlation between HH and VV channel data
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3.3. Results
After having implemented the clutter and noise suppression operations, and having carried the post-

processing and quality control steps, the processed and now high-quality and reliable data consisting

of the vertical profiles of the reflectivity, mean Doppler velocity and the Doppler spectrum width are

presented in the Figure 3.12. It is also found that the data processing pipeline is able to efficiently

process the data files for all six months.

Figure 3.12: Processed vertical profiles of reflectivity, Doppler velocity, and Doppler width

3.4. Conclusions
This chapter detailed the data processing pipeline that has been proposed. The initial steps within

the pipeline that include clutter and noise suppression and deriving the desired meteorological target

using three different techniques are presented. Two post-processing techniques employed to make

the data processing efficient and mitigate the possibility of errors induced due to improper data have

been demonstrated. Along with this a quality control criterion has been developed and implemented.

The final processed data is presented and the performance of all the aforementioned techniques is

validated. The processed data is highly reliable. In conclusion, each step in the data processing pipeline

is interconnected and essential for accurate and valuable data processing and analysis. Following this,

the next chapter discusses how this data will be utilised for the purposes of classification of rain types

and the regions of precipitation.
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Classification Algorithm

In this chapter, the developed algorithm for the classification of rain types and the regions observed in

the vertical profile of the atmosphere is presented. This chapter also discusses the relevant literature,

the implementation of this algorithm, and the results obtained.

4.1. Overview of the classification algorithm

4.2. Review of literature
Within the literature, there are a number of techniques and algorithms proposed for the classification

of rainfall into two major types, stratiform. Most of these techniques utilize one or more radar observ-

ables to establish certain criteria to distinguish between the two types of rainfall. One commonly used

distinguishing factor between the two types is the occurrence of a bight-band layer. Many studies have

proposed criteria to determine bright bands and consequently classify the rain types [26]. Table 4.1

provides a summary of some of the proposed classification algorithms.

Reference Study Basis of Classification
Classifi-

cation

Williams, et al. [27]
Presence of melting layer at medium altitudes (~3km), and tur-

bulences at higher altitudes (~7km). Utilizes Doppler width.

Strati-

form/

convective

White, et al. [28]

Presence of a bright band; determined by the simultaneous de-

crease in reflectivity and an increase in the Doppler velocity.

Utilizes reflectivity and Doppler velocity.

Strati-

form/

convective

19
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Thurai, et al. [29]

Presence of a bright band; determined by several relations be-

tween peak reflectivity and mean reflectivity.Utilizes only re-

flectivity.

Strati-

form/

convective

Gil-de-Vegara, et al.[30]

Presence of a bright band; determined using threshold set for

the increase in the Doppler velocity. Utilizes only Doppler ve-

locity.

Strati-

form/

convective

Rico-Ramirez, et al. [31]

Presence of a bright band determined using the peak reflectiv-

ity and the gradient of reflectivity within a region around the

altitude of peak reflectivity.

-

Table 4.1: Overview of classification schemes presented in literature

4.3. Classification criteria
The selection of the classification criteria for this project is based on a comprehensive review of the

existing literature, wherein the classification framework proposed by Thurai et al. has been identified

as themost appropriate. In their work, Thurai et al. established a classificationmethod that focuses on

stratiform and convective rainfall differentiation through the detection of a distinctive meteorological

phenomenon known as the bright band. The presence of the bright band is determined by considering

multiple relationships between peak reflectivity and mean reflectivity, which serve as key indicators in

discriminating between the two rainfall types. Specifically, the bright band classification criterion em-

phasizes the utilization of reflectivity as the primary distinguishing feature in this context. If the criteria

to detect the presence of stratiform rainfall are met, the rainfall is classified as stratiform and if not,

convective. The criteria are as follows. The difference between peak reflectivity and the mean reflec-

tivity below the bright band should be greater than 1dBZ. The difference between peak reflectivity and

the reflectivity 1km above the bright band should be at least 2dBZ. Lastly, the peak reflectivity should

be greater than the maximum reflectivity below the bright band [29]. These criteria are summarized

below.

Algorithm 1: Detect Rainfall Type
Data: Peak Reflectivity (Zpeak), Mean Reflectivity below Brightband (Zmean), Reflectivity 1km

above Brightband (Z1km), Maximum Reflectivity below Brightband (Zmax)

Result: Rainfall Type (Stratiform or Convective)

1 if (Zpeak − Zmean) > 1 dBZ and (Zpeak − Z1km) ≥ 2 dBZ and (Zpeak) > (Zmax) then
2 return ”Stratiform”

3 return ”Convective”

These characteristics can be observed in the vertical reflectivity profiles as shown in figure 4.1

In order to classify the various regions in the vertical profiles of the atmosphere, mainly divided into

four classes; rain, clouds, melting layer, and absent data bins. Hence these regions are characterized

by the type of hydrometeors present in them. The classification of these regions is also done based

on the boundaries of the bright band. The region below the bright-band is classified as rain. The bright-
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(a) Convective rainfall (b) Stratiform rainfall

Figure 4.1: Vertical reflectivity profile for convective and stratiform rainfall events

band signifies themelting layer or themixed phase layer where the ice crystals aremelting into water or

larger water droplets are forming. The region above the bright-band consists of clouds and ice particles

and are hence classified as such. The results of both these classifications are presented in the next

section.

4.3.1. Bright-band detection algorithm
The algorithm used to detect the bright-band is a modified version of the algorithm proposed by Rico-

Ramirez et al which utilizes only the reflectivity. The algorithm proposed in this utilizes the reflectivity

as well as the mean Doppler velocity and the Doppler spectrum width. The algorithm involves first

identifying the peak reflectivity and the altitude at which this peak reflectivity occurs in a single vertical

profile of reflectivity. Then arbitrary boundaries are selected 500m above and below the altitude of

maximum reflectivity. This is selected such that is surely beyond the upper and lower bound of the

bright-band [31]. Following this, the gradient of reflectivity is calculated in this newly defined region

is calculated. The reflectivity sharply increases in the bright band and therefore the altitudes with the

highest numerical gradient above and below the peak reflectivity altitude are defined as the upper and

lower bounds of the bright band. To further improve the accuracy of the lower bound of the bright band

the Doppler velocity and the Doppler width are used. The lower bound of the bright band layer is the

point at which the rainfall commences, hence there is an abrupt jump in the mean Doppler velocity and

there is a widening of the Doppler spectrum width. This change in these two parameters is used to

obtain more accurate bright band bounds. The vertical profile of reflectivity during a typical stratiform
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rainfall event that exhibits a bright band is shown below in figure 4.2

Algorithm 2: Bright Band Detection Algorithm
Data: Vertical Profile of Reflectivity
Result: Upper and Lower Bounds of the Bright Band

1 Identify the peak reflectivity: Zpeak = max(Z);
2 Identify the altitude of the peak reflectivity: Apeak = argmax(Z);
3 Define the region of interest: Aupper = Apeak + 500m, Alower = Apeak − 500m;
4 Calculate the gradient of reflectivity in the region of interest: G(A) = dZ

dA ;
5 Find the altitudes with the highest gradient above and below Apeak as the upper and lower

bounds of the bright band: Aupper_bound = argmax(G(A)), Alower_bound = argmax(G(A));
6 Use Doppler velocity and Doppler width to refine the lower bound of the bright band;
7 Detect rainfall commences based on Doppler velocity and Doppler width:

Arainfall_start = DetectRainfallStart(V,W );
8 return Aupper_bound, Alower_bound

Figure 4.2: Vertical profile of reflectivity with BB boundaries

By using this algorithm, the bright boundaries for a stratiform rain event are presented below in

figure 4.3.
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Figure 4.3: Vertical profiles of reflectivity with BB boundaries for an entire precipitation event

4.4. Classification results
By using the classification criteria and the bright band detection schemementioned above, the obtained

classification results are presented below.

4.4.1. Classification of rainfall types
The classification algorithm was able to successfully classify stratiform and convective rainfall events.

The vertical profiles of reflectivity for two such events are shown below.

(a) Convective rainfall (b) Stratiform rainfall

Figure 4.4: Vertical reflectivity profile for convective and stratiform rainfall events

4.4.2. Classification of hydrometeor classes in the vertical profile of the atmo-
sphere

After having detected the bright-band or by considering the changes in the mean Doppler velocity and

Doppler spectrum width, the various regions are calculated as shown in figure 4.5.

Following this analysis with the data of six months was carried out. The days within the recorded

data during which precipitation presented with a distinct bright-band were considered to see the varia-

tion in altitude of this bright band across these six months. It is evident from figure 4.6 that the occur-
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Figure 4.5: Vertical profiles of reflectivity with regions classified

rence of the bright band varies through the year. The altitude at which it occurs increases as the season

changes from winter in January-February, to spring and early summer in March-June. Despite this ob-

servation, it is also possible that different weather conditions, with respect to temperature humidity and

so on might further affect the occurrence of this melting layer.
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(a) January (b) February (c) March

(d) April (e) May (f) June

Figure 4.6: Variation in the altitude of various classes across six months

4.5. Conclusions
This section detailed the classification algorithm used for the classification of the types of rain i.e. strat-

iform and convective and the classification of the regions in the atmosphere characterized by the type

of hydrometeors i.e. rain, clouds, and melting layer. The proposed bright-band detection scheme was

implemented and the results are presented. The combined classification algorithm was able to suc-

cessfully able to carry out the classification tasks as reported in the results. Subsequently, the dataset

containing information pertaining to the specific rainfall type and hydrometeor classes of interest will

be employed in the algorithms developed for the purpose of retrieving estimates of the vertical air ve-

locities in the next chapter.
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Retrieval of Vertical Air Velocity

This chapter describes in detail the algorithm used to retrieve the vertical air velocity. Initially, the review

of literature is presented, after which the proposed algorithm itself is discussed, the criteria for the quality

of the retrievals are explained and lastly, the results are presented.

5.1. Review of Literature
The retrieval of vertical air velocity from radar measurements is a very interesting problem. There are

many different methods that have been proposed in the literature. For the scope of this thesis, the

methods that utilize the spectral moments to derive the air velocities are the only ones that have been

considered. The spectral moments method is a method for retrieving the DSD andmean Doppler veloc-

ity of hydrometeors in clouds from radar measurements. Many definitions of the drop size distribution

and ways to derive the parameters for these have been proposed in the literature [13]. The most com-

mon definition of the drop size distribution is the exponential distribution first proposed by Marshall

and Palmer [32]. This definition used two parameters to describe the distribution (N0 and D0) but the

N0 parameter is fixed.

N (D) = N0e
(−ΛD) (5.1)

It was shown by Waldvogel thatN0 is not constant but varies [33]. Following this a gamma distribution

was introduced in [34], which utilized three parameters, N0,D0 and µ.

N (D) = N0D
µe(−ΛD) (5.2)

These three parameters canbe considered as three independent parameters or a constrainedgamma

function can be used wherein µ is a constant or µ is a function ofD0 as proposed by [35]. The summary

of various DSDs is presented in figure 5.1 In this thesis, the exponential distribution is considered and

a relation between spectral moments and the fall velocity of raindrops is established.

26
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Figure 5.1: Overview of various drop size distributions

5.2. Vertical Air Velocity Estimation
In this section, the methods employed to estimate the terminal velocities of raindrops are presented.

The measured mean Doppler velocity is a result of contributions by both the vertical air velocities and

the terminal fall velocities of raindrops or any other hydrometeors. The proposed algorithm aims to

estimate this vertical velocity correction.

5.2.1. Marshall Palmer (Exponential) Distribution
The Marshal-Palmer distribution as shown in equation 5.3[32], is considered to initially calculate the

terminal fall velocity of raindrops. In the following equation, N0 is the intercept parameter, λ is the

slope parameter andD is the diameter of the raindrops.

N (D) = N0e
(−ΛD) (5.3)

An approach proposed by Pinsky (2023) [36], [37] is considered within the further analysis. This in-

volves relating the spectrum width of the Doppler spectrum (σ) to the terminal fall velocity of raindrops.

The zeroth (reflectivity (Z)), first (mean Doppler velocity(v)), and second moments of the Doppler spec-

trum are considered. The spectrum width can be calculated from the first and the second moment.

These relations are shown in equations 5.4, 5.5, 5.6 respectively.

Z =

∫
D6N(D)dD =

Γ(7)N0

Λ6
(5.4)

⟨v⟩ =
∫
V (D)D6N(D)dD∫

D6N(D)dD
(5.5)

σ2 =
⟨
v2
⟩
−
⟨
v2
⟩
=

∫
V 2(D)D6N(D)dD∫

D6N(D)dD
−
[∫

V (D)D6N(D)dD∫
D6N(D)dD

]2
(5.6)

In the above equations, V (D) is given by Atlas(1973) [14],

V (D) = V0(1− αe(−βD)) (5.7)
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Figure 5.2: Exponential DSD

where α = 1.07, β = 600m−1, V0 = 9.65m/s

Using equations 5.4 and 5.7 , the equation for the square of the spectrum width becomes the fol-

lowing.

σ2 = V0
2

[
1− 2α

(1 + β/Λ)
7 +

α2

(1 + 2β/Λ)
14

]
− V0

2

[
1− α

(1 + β/Λ)
7

]2

(5.8)

σ2 = V0
2α2

[
1

(1 + 2β/Λ)
7 − 1

(1 + β/Λ)
14

]
(5.9)

A fourth-order polynomial approximation is proposed by Pinsky(2023) [36], [37] for the relation be-

tween the fall velocity of the raindrops and the spectrumwidth which is given by 5.10. This relation can

be seen in figure 5.3

⟨v⟩ (σ) =

7.4452σ4 − 16.4197σ3 + 12.5107σ2 − 0.3607σ + 0.1555 for σ < 1.2761

6.0144 for σ ≥ 1.2761
(5.10)

The use of this approximation introduces a problem in the retrievals, as the applicability of the ap-

proximation is limited by the value of sigma. By analyzingmultiple data files from the dataset, it is found

that only 74% data points can be used for this approximation as they showcase a spectrum width of

less than 1.217m/s. If only the region of precipitation is considered, the applicability is further reduced

to 34%. This leads to all such data points being assigned the fall velocity of 6m/s which leads to erro-

neous estimation of the air velocity. These data [pints are visualized i figure 5.4, where dark blue area

indicates no data, yellow area indicates the applicable region while the light blue area indicates the area
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Figure 5.3: V vs σ

where the approximation is not applicable.

Figure 5.4: Datapoints in an example data file that lie within the σ bounds, indicating the applicability of the 4th order
polynomial approximation

In order to address this problem, a relation between fall velocity and the spectrum width with larger

fall velocities is investigated. It revealed that when a similar curve is plotted with the terminal velocities

now extended to 9m/s as opposed to the previous 6m/s the curve of such a relationship peaks at a

spectrum width of 1.4m/s and a velocity of 6.01m/s. This can be observed in figure 5.5.
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Figure 5.5: V vs σ for V=0-9m/s

Therefore a limiting spectrumwidth of 1.4m/s is now considered, and based on this curve, as shown

in figure 5.6, a new fifth-order polynomial approximation is proposed. As opposed to the previously

proposed approximation this is a closer fit as shown in 5.11. By introducing this the applicability is im-

proved. In a section of the data file with continuous precipitation, it is enhanced. A significant improve-

ment in the applicability is seen when only the region of precipitation is considered. An improvement

of 34% is seen.

⟨v⟩ (σ) =

25.3162σ5 − 96.07577σ4 + 139.2092σ3 − 94.1875σ2 + 32.5521σ − 4.1618 for σ < 1.2761

6.0144 for σ ≥ 1.2761

(5.11)

Figure 5.6: Vg vs σ
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Figure 5.7: Datapoints in an example data file that lie within new σ bounds, indicating the increased applicability of the 5th
order polynomial approximation

The next step is to derive the parameters of the drop size distribution to further investigate the phys-

ical implications of the proposed algorithm. The parameters of drop size distribution can be derived as

follows.

The variableN0 derived from the expression of reflectivity as shown in equation 5.12 and the mean

diameter D0 which is the inverse of the slope parameter λ is calculated from the terminal velocity as

shown in 5.13.

N0 =
ZΛ7

Γ(7)
(5.12)

Λ =
β[

1
α

(
1− VTerm

V0

)]−1/7

− 1

(5.13)

where α = 1.07, β = 600m−1, V0 = 9.65m/s

ForwardModel: In order to further investigate the relation between fall velocity and spectrumwidth,

a forwardmodel considering theMarshall-Palmer drop size distribution is created and all the parameters-

The reflectivity (Z), mean Doppler velocity(v), and the Doppler spectrum width (σ) as per equations 5.4,

5.5, 5.6 respectively are simulated. The variation of the reflectivity and the velocity with respect to the

drop diameterD is given in figure 5.8. The simulated Doppler spectra for differentD0 values are shown

in figure 5.9.

The relationship between different mean diameters D0 and the spectrum width is also explored σ.

The widest spectrum width can be found at D0 = 1.2m/s. Beyond this, the width is observed to drop

for all subsequent values of D0. Thus there is a need to explore the causes behind the broadening of

the the spectrum.
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(a) Variation of reflectivity with drop size (b) Variation of terminal velocity with drop size

Figure 5.8: Simulated radar measurables

Figure 5.9: Simulated Doppler spectra
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Figure 5.10: Relation between σ andD0

Investigating spectral broadening: Several factors affect the broadening of the spectral width. It

is a function of radar system parameters like beamwidth, signal processing schemes, and so on, as

well as meteorological data like the distribution of hydrometeors and velocity within the resolution vol-

ume [38]. Some of these factors are as follows. The non-uniform raindrops in the radar beam cause

changes in the Doppler shifts of the scattered signals, leading to the spectrum’s broadening. Turbu-

lence has a similar effect where the turbulent motion of the air molecules introduces fluctuations in

the Doppler shifts leading to the broadening of the spectrum. As distance from the radar increases,

the raindrops become increasingly unevenly distributed with fluctuations coupled with the radial wind

motions causing further broadening [38]. Errors introduced due to the system’s limitations such as

temporal and frequency resolution, as well as the impact of noise and calibration errors might lead to

further broadening. Considering all these factors, and the analysis of the data, it is fair to say that the

limit of the spectral width (1.4m/s) for the applicability of the polynomial approximation is reasonable

and wider spectrum widths may be attributed to any of the above-mentioned factors.

5.3. Statistics
The distributions of the variables were studied using histograms. Studying the distribution of variables

is an important part of understanding and analyzing data along with laying the foundation for different

retrieval techniques. The results showed that the distribution of the spectrum width is distributed as a

sum of two gamma functions as can be observed in figure 5.11.
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Figure 5.11: Distribution of σ2 (24-05-21 (0200-0800UTC))

While the vertical air velocity is distributed normally. The few data points that fall outside of the

normal distribution are likely to be outliers. This normal distribution may be attributed to the random

nature of air motion as well as the balance between updrafts and downdrafts. However, it is important

to note that it behaves slightly differently in the regions of precipitation, clouds, and the melting layer.

For the observed data file, in the precipitation region, the distribution is shifted to -1m/s indicating a

moderate updraft. Within the cloud region, the velocities remain very small and do not exceed 1/ms.

Within the melting layer, the air motion is slightly more turbulent, and air has velocities centred around

0.8m/s indicating a weak downdraft.

Figure 5.12: Distribution of Vair in rain region (24-05-21 (0200-0800UTC))
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Figure 5.13: Distribution of Vair in all three regions (24-05-21 (0200-0800UTC))

This can also be seen in figure 5.14which represents the occurrence of different velocities at various

altitudes, the above-mentioned biases can be observed in this figure as well, for all three regions. In this

figure, the black line represents the mean velocity, and the red lines represent the velocity one standard

deviation apart.

Figure 5.14: Occurrence of velocities at different altitudes
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5.4. Criteria for Quality of Retrievals
Theabsenceof true values of the vertical air velocities gives rise to the need to develop several criteria to

gauge the quality of retrievals and consequently analyze and validate the performance of the proposed

algorithm

Data spikes outliers: The first criterion considered is the presence of data spikes and outliers. This

is done by using a median filter. A median filter is a digital signal processing technique that is widely

used to smooth or reduce noise in pictures or time series data. It replaces each data point with the

median value within a set window or neighbourhood surrounding that point. This is done by moving a

window through the data. Within this window, the median value is calculated. This calculated median

replaces the original data point at the centre of the window. This process is repeated as the window is

shifted to cover each data point, effectively smoothing the data [39]. The objective of using it is to obtain

a smoothed form of the data and identify data spikes and outliers by comparing it to the original vertical

air velocity data. This calculation provides insights into the extent of deviations from the smoothed

data and identifies outliers or irregularities. The identification of these outliers is done based on a

spike threshold. This threshold is decided by analyzing the difference between the smoothed data and

the original data. The threshold is set to 2m/s.

Temporal consistency The second criterion is to check the temporal consistency of the retrieved

velocities. In reality, consecutive measurements need to have a certain level of temporal stability and

coherence. Hence it is possible to identify erroneous retrievals by verifying the temporal continuity.

This is done by considering the difference between consecutive measurements across the data and

setting a threshold. This threshold is set by considering the mean and standard deviation observed in

the differences. In this case, the threshold is set at 1.5m/s.

Physical consistency The third criterion is to check the consistency of the air velocities with some

of the physical constraints. This is an extension of the first two criteria to ensure that the maximum air

velocity is limited and erroneous values that are extremely high are not included. These three criteria

are imposed on the data set to verify the performance of the algorithm thus checking the quality of the

retrievals.

5.5. Results
The developed algorithm is now applied to the available data, and results are presented in this section.

Initially, the applicability of the algorithm is checked for each data file, and the monthly averaged per-

centage of data points where the algorithm is applicable is shown in table 5.1. It is evident from this

applicability study that the proposed algorithm can be effectively utilised across all the months. De-

spite the spectral broadening introduced by a number of factors as discussed in the previous section,

the spectrum width is largely confined to 1.4m/s.

Month Applicability (%)

January 2021 98

February 2021 95

March 2021 97
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Month Applicability (%)

April 2021 99

May 2021 96

June 2021 95

Table 5.1: Applicability of algorithm across six months

The algorithm is applied to the dataset, the vertical profile of the retrieved air velocity and the mea-

sured mean Doppler velocity are presented in figure 5.15, and the time average profile for the same is

shown in figure 5.16. Following this, the vertical profiles of mean drop diameter D0 is given in figure

5.17.

Figure 5.15: Vertical profiles of mean Doppler velocity and the retrieved vertical air velocity
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(a) Retrieved terminal velocity of rain drops and
mean Doppler velocity (b) Retrieved vertical air velocity

Figure 5.16: Retrievals by using the proposed σ-V relation

Figure 5.17: Vertical profiles ofD0

Quality control criteria By imposing the quality control criteria across the data of six months it

was found that the retrieval algorithm performs satisfactorily. The percentages of data points flagged

as erroneous for each month are shown in table 5.2. As can be seen from the table, a slightly higher

percentage is observed in themonth ofMay, thismay be a result of heavy turbulent precipitation events,

wherein there is high variability in the consecutive air velocities. This may be indicative that the true

value might be lower. However, in order to ensure the identification of erroneous velocities in other

months, the thresholds can not be modified. The flagged datapoints are visualized in red as shown in

figure ??

Month Data points flagged (%)

January 2021 0.96
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Month Data points flagged (%)

February 2021 0.45

March 2021 0.64

April 2021 1.26

May 2021 1.70

June 2021 1.36

Table 5.2: Percentage of data points flagged as erroneous across six months

Figure 5.18: Visualization of erroneous data points

5.6. Conclusion
This section detailed the algorithm used to calculate vertical air velocity. Following a study of the litera-

ture, the suggested algorithm is addressed, the criteria for the quality of the retrievals are explained, and

finally, the results are provided. By analysing the statistics of the data, multiple insights can be drawn

regarding the distribution of velocities and the occurrence of these velocities at different altitudes.
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Conclusion

6.1. Conclusions
In conclusion, this thesis has presented a comprehensive investigation into the retrieval of vertical air

velocities, various data processing techniques to enhance data quality and reliability as well as a rain

type and hydrometeor classification schemes. The findings obtained from the extensive analysis and

experimentation have provided insights into the various atmospheric processes that govern and affect

vertical air motions and the study of which can aid in better understanding the complex nature of the

retrieval problem. Throughout this research, the primary objectives have been to develop algorithms

for the retrieval of vertical air velocity, which involves relating various parameters of the drop size distri-

bution to radarmeasurements. The second objective was to carry out the classification of precipitation

types and hydrometeor classes. The next was to develop retrieval quality criteria and analyze the accu-

racy of the results obtained from the proposed algorithm. Lastly, the research also aimed to develop

an algorithm for optimal data processing, and “big data”-based analysis of retrieval techniques for val-

idating the performance of all the aforementioned algorithms. These objectives served as the guiding

framework for the entire study.

Despite the advancements in radar technology, the accurate retrieval of air velocities remains a chal-

lenge due to a number of reasons including the need for reliable and high-quality radar data, variations

in the vertical reflectivity profiles and the errors induced in the estimation of the drop size parameters.

This thesis proposes multiple strategies to mitigate the impact of these challenges. Firstly, a compre-

hensive data processing pipeline has been implemented which transforms raw radar data into reliable

high-quality data by undertaking a number of techniques. The first step involves the removal of noise

and clutter from the data. This is done by creating a target mask to isolate the desired meteorological

targets (precipitation, clouds and so on) from the various forms of clutter and noise introduced due to

biological targets, clear sky reflections, and other non-meteorological or erroneous echoes. This tar-

get mask is created by imposing thresholds on the reflectivity and Doppler spectrum width based on

40



6.1. Conclusions 41

the typical values for meteorological targets, by exploiting the polarimetric features of differential re-

flectivity and linear depolarization ratio, and lastly by usingmorphological filtration technique to remove

speckle noise from the data. All parameters have been optimized by utilizing a number of data files with

diverse rainfall types and clutter characteristics. The sparsity of data segments is analysed unsuitable

segments are discarded. It is observed high levels of sparsity are observed at altitudes greater than

6km. To make the data processing efficient, the spatial and temporal averaging of the data is carried

out, which degrades both the resolutions but still gives sufficiently detailed data for further analyses.

Considering the importance of data quality in the thesis, a final quality control criterion based on the

correlation between the co-polarized channels is considered. As the measurements are made in the

zenith direction the meteorological echoes are expected to show high levels of correlation. It is ob-

served that low altitudes (<100m) show poor correlation and are hence discarded. At this step of the

pipeline, the radar data is reliable and suitable to be used for further analysis.

A classification scheme is implemented to differentiate between two rainfall types stratiform and

convective. Consequently, the algorithm involves classifying the classes of hydrometeors in the verti-

cal profile of the atmosphere that are characterized by the presence of specific types of hydrometeors

present in these said regions. The classification algorithm implemented utilizes the presence of a bright

band to classify the rainfall types and bright band detection is done by utilizing the reflectivity, Doppler

velocity and Doppler width. The algorithm is able to successfully classify stratiform and convective

rainfall events, as well as the classes in the vertical profile. By adopting this classification framework,

a robust foundation for accurate rainfall classification is established which contributes to a more com-

prehensive understanding of precipitation dynamics. Another aspect examined here is the occurrence

of the aforementioned classes at different altitudes to develop a better understanding of the trends

in the rainfall heights. It is observed that the melting layer occurrence rises to higher altitudes from

January to June.

For the retrieval of the air velocities, an algorithm is proposed which relates the Doppler spectrum

width to the terminal fall velocity of the raindrops. The applicability of this algorithm is investigated.

This is tested for the 6 months of data and it is found that it is applicable in 96.66% cases. A quality cri-

teria is proposed that aims to analyse physical consistencies in the results by comparing the retrievals

with physical constraints, temporal and spatial variability of the retrieved air velocity by examining it

as a function of altitude and time (over a range of several hours or more) to see trends and remove

anomalies. Using this criteria, it is found that an average of 1.06% data points were flagged by this

criteria, giving the results a 98.9% success rate. The analysis of distributions of the spectral width, and

the retrieved air velocities for the different classes of hydrometeors revealed the Gaussian nature of

the air velocity.

To summarize the contributionsmade by this research, an algorithm for the classification of rainfall

types and classes of hydrometeors in the vertical profiles has been developed. Another aspect of this

project is to utilizemassive data for statistical and performance analysis of velocity retrieval algorithms

under various weather conditions over large periods of time, and finally, criteria for the quality of the

air-motion retrievals are developed which coupled with the large-scale data analysis quantify the perfor-

mance of the aforementioned retrieval algorithm. These contributions allow the effective analysis of
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the intricate dynamics of the vertical air motions within the atmosphere and provide a comprehensive

understanding of the vertical velocity patterns, contributing to meteorological insights and facilitating

further advancements in atmospheric research and prediction capabilities.
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A
Contents of NetCDF File

Variable Name Dimensions Attributes

latitude zero Latitude of radar position [degrees_north]

longitude zero Longitude of radar position [degrees_east]

altitude zero Altitude of antenna above sea level [m]

current_day zero Julian Day/Time [julian day/time]

number_of_campaigns zero Number of Measurement Campaigns in current daily file

Attenuation_mode campaign Type of attenuation control

Current_Campaign campaign Current Campaign Type

Antenna_Mode campaign Current antenna mode

FFT_Windows Proc_Dop campaign Window Type for Doppler Processing

Proc_FPGA_Algoritm campaign FPGA Algorithm

Radar_Frequency campaign Radar Frequency [GHz]

Sampling_Part campaign Sampling part of FPGA [fractional]

WF_H_Tr campaign Waveform, transmitted via H-channel

WF_V_Tr campaign Waveform, transmitted via V-channel

WF_H_Ref campaign Waveform, reference via H-channel

WF_V_Ref campaign Waveform, reference via V-channel

WF_H_Tr_Bandwidth campaign Bandwidth of transmitted via H-channel waveform [MHz]

WF_V_Tr_Bandwidth campaign Bandwidth of transmitted via V-channel waveform [MHz]

WF_H_Ref_Bandwidth campaign Bandwidth of reference via H-channel waveform [MHz]

WF_V_Ref_Bandwidth campaign Bandwidth of reference via V-channel waveform [MHz]

Sweep_Time campaign Sweep time [ms]

campaign_number time Number of Current Measurement Campaign

47



48

Variable Name Dimensions Attributes

attenuation_H time Attenuation in H-channel [dB]

attenuation_V time Attenuation in V-channel [dB]

amplifier_level_H time Amplifier level in H-channel [dBm]

amplifier_level_V time Amplifier level in V-channel [dBm]

Analog_TX_H time Analog transmitter power horizontal [dBm]

Analog_TX_V time Analog transmitter power vertical [dBm]

Analog_RX_H time Analog received power horizontal [dBm]

Analog_RX_V time Analog received power vertical [dBm]

reflectivity_HH range , time Radar reflectivity factor [dBz]

velocity_HH range , time Velocity [m/s]

width_HH range , time Spectral width [m/s]

reflectivity_HV range , time Radar reflectivity factor [dBz]

velocity_HV range , time Velocity [m/s]

width_HV range , time Spectral width [m/s]

reflectivity_VH range , time Radar reflectivity factor [dBz]

velocity_VH range , time Velocity [m/s ]

width_VH range , time Spectral width [m/s]

reflectivity_VV range , time Radar reflectivity factor [dBz]

velocity_VV range , time Velocity [m/s]

width_VV range , time Spectral width [m/s]

current_time time

antenna_azimuth time Antenna Azimuth angle [degree]

antenna_elevation time Antenna Elevation angle [degree]

antenna_polarization time Orientation of Antenna Polarization Basis [degree]

Table A.1: Contents of NetCDF File
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