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A B S T R A C T

Predicting microstructure and (micro-)texture evolution during thermo-mechanical processing requires the
combined simulation of plastic deformation and recrystallization. Here, a simulation approach based on the
coupling of a full-field dislocation density based crystal plasticity model and a cellular automaton model is
presented. A regridding/remeshing procedure is used to transfer data between the deformed mesh of the
large-strain crystal plasticity model and the regular grid of the cellular automaton. Moreover, a physics based
nucleation criterion has been developed based on dislocation density difference and changes in orientation due
to deformation. The developed framework is used to study meta-dynamic recrystallization during double-hit
compression tests and multi-stand rolling in high-resolution representative volume elements. These simulations
reveal a good agreement with experimental results in terms of texture evolution, mechanical behaviour and
growth kinetics, while enabling insights regarding the effect of nucleation on kinetics and crystallographic
texture evolution.
1. Introduction

Hot-rolling, especially in the form of multi-stand hot-rolling, is a
preferred process in industry for large and fast thickness reductions
in the range of 50–99% reduction at strain rates in the range of
10–100 s−1. Elevated temperatures during hot rolling lead to recrystal-
lization, i.e. formation of an almost dislocation free volume surrounded
by High Angle Grain Boundaries (HAGBs) [1]. In industry, the concur-
rent occurrence of plastic deformation and recrystallization is exploited
by designing and utilizing highly optimized thermo-mechanical rolling
schedules [2]. Development of a thermo-mechanical rolling schedule
for new steel grades requires numerous experiments and sample plant
runs and is therefore an expensive endeavour.

During thermo-mechanical processing, recrystallization occurs stat-
ically, dynamically, or metadynamically. Static Recrystallization (SRX)
occurs if a material after sufficient deformation is subjected to elevated
temperatures resulting in the appearance and growth of deformation
free crystals [1]. Recrystallization during hot deformation is termed
Dynamic Recrystallization (DRX). The DRX nuclei (ideal, undistorted
crystals) resulting from high mobility of HAGBs and high recovery
rates at elevated temperatures, continue to grow during deformation
through migration of the surrounding HAGBs [3–5]. Interruption of hot
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deformation or high deformation rate give insufficient time to HAGBs
surrounding the DRX nuclei to migrate and consume the deformed
material. In this case, these nuclei continue to grow afterwards if the
temperature remains sufficiently high. Such a recrystallization process
is termed Meta-Dynamic Recrystallization (MDRX) [1].

At the high strip velocities seen during industrial hot rolling, the
very short times required to reach the desired reduction level re-
sult in no significant grain boundary migration during rolling [6].
Thus, grain boundary migration of the recrystallized nuclei occurs
in-between the rolling passes (‘‘interpass annealing ’’) and MDRX is ob-
served. As MDRX affects the rolling forces and the microstructure
evolution, its understanding is critical to designing sustainable hot
rolling schedules for new alloys with optimized microstructures and
improved properties [7].

Heavily alloyed steel grades show slow recrystallization kinetics
resulting in incomplete recrystallization during interpass annealing
[8]. This results in inhomogeneous microstructures that negatively
influence the formability. Avoiding incomplete recrystallization while
minimizing heat intake and energy consumption necessitates a good
understanding of the microstructure evolution during MDRX.
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The following approaches are available to study MDRX experimen-
tally:

• Stopping an industrial process: this involves a lot of material
wastage and revenue loss [9,10]. Moreover, the actual boundary
conditions at a certain time or location of microstructure are
not exactly known. Therefore, making inferences on material
properties is difficult.

• Laboratory scale experiments: these have challenges of phase trans-
formations (in steels) and machine calibration being not perfect
for conditions of high temperature, high strain rates, and high de-
formation levels. The recrystallization process can be followed in
a quasi in-situ way, where the same sample is annealed for short
time intervals, probed and then annealed further [11]. Here, very
short time intervals are difficult as almost instantaneous cooling
after a very short annealing step is never realized [11]. This is
critical in studies of MDRX after high strain rate deformation and
high temperature annealing, where full recrystallization occurs in
a matter of seconds [11].

The severe limitations of experimental approaches become visi-
ble when trying to capture processes during industrial rolling that
involve high strain rates, high temperatures and high deformation
levels [12]. In contrast, simulations allow to exactly prescribe the tem-
peratures, strain rates and strain levels with fully observable material
state. The influence of individual parameters can be assessed inde-
pendently, i.e. temperature can be kept constant irrespective of strain
rate or strain level. Moreover, individual parameters can be changed
without affecting the other parameters, i.e. temperature can be kept
constant irrespective of strain rate or strain level. This allows for the
unique possibility of investigating the influence of a single parameter
without the interference of other variables’ effects. Strain rates far
above 5 s−1, which are hard to reach in laboratory experiments, are
feasible and even temperatures above 1200K do not cause difficulties
with data acquisition. Thus, physics-based simulations can accelerate
the design process of new alloys and help in establishing optimal
process conditions.

Mean field models [13], which describe the microstructure by av-
erage quantities such as flow stress, recrystallized volume fractions,
and average grain sizes reach their limits when it comes to predict-
ing nucleation which usually depends strongly on deformation het-
erogeneity. One reason for the strong dependency of nucleation on
the local deformation state is the competition of multiple nucleation
mechanisms. In low carbon steels with medium stacking fault energy,
for example, discontinuous DRX [14] can nucleate either from grain
boundary bulging [4,5] or development of deformation substructure
into nuclei [15,16]. To describe the connection between microstruc-
tural state and nucleation, a multitude of nucleation criteria have been
developed [17–19].

Full-field crystal plasticity models have emerged as powerful tools
to describe polycrystalline materials’ deformation [20]. Data transfer
from crystal plasticity to microstructure evolution models has been pro-
posed for modelling SRX [21–23]. However, for modelling double-hit
experiments or multi-stand hot rolling, data transfer from the (partially)
recrystallized microstructure is required to simulate the subsequent
deformation.

Some promising approaches for full-field modelling of DRX involve
coupling of microstructure models such as cellular automata [24–26],
vertex methods [27], level set method [17] or phase field [18,28,29]
with full-field crystal plasticity models in a continuous loop. Methods
like phase field or level set methods describe grain boundary migration
quite accurately [30]. However, these methods are complex to imple-
ment and associated with high computational costs. In comparison,
cellular automaton approaches are easier to implement, computation-
ally inexpensive and easy to run on parallel computers. There have
2

also been attempts to combine crystal plasticity and microstructure t
evolution models into a single thermodynamically consistent frame-
work [31,32]. However, these advanced methods are quite complex
and numerically challenging. Moreover, these methods have not yet
been used to model recrystallization. In all the aforementioned ap-
proaches, concurrent working of the two models and the involved
data transfer between them is computationally very expensive. This
leads to simulations where a compromise between simulating a large
number of orientations, fine resolution and large deformation level is
required. Hot deformation at high strain rates gives insufficient time
for growth of the DRX nuclei [6], which results in the occurrence of
grain boundary migration during annealing after the deformation step.
This allows separation of these two phenomena, rendering the coupling
of two models at each time step superfluous.

Crystal plasticity is often formulated in a Lagrangian setting leading
to deformation of the initial spatial discretization. In contrast, cellu-
lar automata models usually work with regular grids, making direct
coupling with crystal plasticity models difficult. A cellular automaton
model that works on deformed grids has been outlined in [25]. How-
ever, incorporating deformed grids in cellular automata is complicated,
because it leads to large computational overheads for the calculation
of the transformation rules in three dimensions. One way to overcome
these difficulties is to transfer the data from the deformed grid (along
with fluctuations of deformation) to a regular grid for the cellular
automaton using a regridding1 approach as described by Sedighiani
et al. [33]. Recently, an algorithm for implementing curvature driven
grain boundary migration into a cellular automaton model has been
presented [34]. However, in case of high temperature deformation, it
can be assumed that the subgrains are not small enough for signifi-
cant curvature driven grain boundary migration and stored energy of
deformation is the only driving force considered in this work.

Here, a two-way coupling of a large-strain crystal plasticity frame-
work (DAMASK) [35] with cellular automaton model (CASIPT) [36] is
presented. The mapping between the deformed mesh of the crystal plas-
ticity model and the regular grid of the cellular automaton is realized
with the help of a recently developed regridding scheme [33]. Section 2
gives relevant details regarding DAMASK and CASIPT, and explains
how these models are coupled together. The simulation setup for the
different simulations performed in this paper is described in Section 3.
The mechanical behaviour of recrystallized/partially recrystallized mi-
crostructures is described in Section 4.1. As recrystallized grain sizes
can indicate the amount of nuclei, they are analysed and compared
to experimentally observed recrystallized grain sizes in Section 4.2.
Microstructure and texture evolution during a full-field multi-stand
hot rolling simulation is discussed in Section 4.3. The recrystallization
kinetics from the simulations are analysed in Section 4.4. Based on
information from these results, we conclude that the model is able
to describe MDRX correctly and well-suited for full-field simulations
involving multiple deformation and annealing steps.

2. Modelling framework

The proposed modelling framework is based on two established
simulation environments: DAMASK, the Düsseldorf Advanced Simula-
tion Toolkit, for predicting the microstructure evolution during plastic
deformation [35]; and CASIPT, the Cellular Automaton Sharp Inter-
face Phase Transformation, for predicting the microstructure evolution
during recrystallization [36].

1 Regridding (remeshing in finite element method) refers to a process of
odifying the grid (mesh) to generate a new undistorted grid to overcome

he mesh distortion problem during deformation.
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2.1. Crystal plasticity model — DAMASK

DAMASK is a multi-physics simulation package which uses a large-
strain formulation [35]. Thanks to its flexible structure, several crystal
plasticity models have been implemented into DAMASK and it has been
coupled with different numerical solvers for the mechanical boundary
value problem. In this work, the Fast Fourier Transform based spectral
solver [37,38] and a dislocation density based constitutive law [39–41]
are used. The dislocation densities evolve according to the constitutive
law as follows:

̇ 𝛼mob =
|�̇�𝛼|
𝑏𝛬𝛼 − 2𝑑

𝑏
𝜌𝛼mob|�̇�

𝛼
|; (1a)

̇ 𝛼dip =
2
(

𝑑 − 𝑑
)

𝑏
𝜌𝛼mob|�̇�

𝛼
| − 2𝑑

𝑏
𝜌𝛼dip|�̇�

𝛼
| − 𝜌𝛼dip

4𝑣climb
(

𝑑 − 𝑑
)
, (1b)

here �̇�𝛼 is the shear rate on a particular glide system 𝛼 (𝛼 is not
n exponent), 𝑏 is the Burgers vector magnitude, 𝛬𝛼 is the mean free
ath for dislocations on slip system 𝛼, 𝑑 is the distance below which
wo dislocations can form a dipole, 𝑑 is the distance below which the
islocations in dipole configuration will spontaneously annihilate each
ther, 𝜌𝛼mob is the mobile dislocation density on glide system 𝛼, 𝜌𝛼dip is

the dipole dislocation density on glide system 𝛼 and 𝑣climb is the climb
elocity. The two terms in Eq. (1a) describe dislocation multiplication
nd reduction of mobile dislocations due to dipole formation, respec-
ively. The three terms in Eq. (1b) describe dipole formation, dipole
nnihilation on interaction with single mobile dislocations, and dipole
nnihilation through dislocation climb, respectively.

To correctly predict the dipole annihilation rates at elevated tem-
eratures, the description for dislocation climb given in [39] has been
xchanged with a model proposed by Argon and Moffat [42] that
s more suitable for the considered temperatures. In the modified
escription, the climb velocity is given by:

climb = 2𝜔 exp
(

−
𝑄cl
𝑘B𝑇

)(

exp
(

𝜎cl𝑏3

𝑘B𝑇

)

− 1
)

, (2)

here 𝜔 is the climb frequency factor, that is defined as 𝑏𝜔atomic 𝑛 with
atomic the vibration frequency of atoms, 𝑛 number of nearest neighbour
ites. This means that 𝜔 is of magnitude 103 (ms−1). 𝑘B is the Boltzmann

constant (J K−1), 𝑄cl the activation energy for the climb and 𝜎cl the
climb stress on the dislocations.

The total dislocation density used in the following for the calcula-
tion of recrystallization nucleation and stored energy of deformation,
is calculated as

𝜌 =
𝑁s
∑

𝛼=1

(

𝜌𝛼mob + 𝜌𝛼dip

)

. (3)

where 𝑁s is the number of slip systems.

.1.1. Calculation of orientation changes
The large strain formulation of DAMASK enables the prediction

f change in the crystal orientation due to plastic deformation. The
urrent orientation is obtained through polar decomposition of the
lastic deformation gradient 𝐅e = 𝐑e𝐔e, where the elastic rotation
ensor is defined as 𝐑e = 𝐎T, with 𝐎 being the current orientation.
ince 𝐅e is given with respect to a global coordinate system, the
rientation will also change if the whole RVE undergoes a rigid body
otation due to the applied boundary conditions. This part of the
otation has no microstructural origin. It is therefore not of interest for
ocal phenomena such as strain localization and needs to be removed
hen using the grain rotation as an indicator for recrystallization
ucleation. In case of recrystallization, nuclei form when a certain
ell develops high misorientation towards the neighbours. However,
nitiation of recrystallization occurs near grain boundary regions, where
isorientations towards the neighbouring grains are already high. In

uch a case, the amount of ‘‘change in orientation’’, without rigid body
otation, indicates whether there is a further increase in the existing
3

isorientations towards the neighbours. Thus, the rigid body rotation
s removed from 𝐅e.

The polar decomposition of the local total deformation gradient,
𝐅, contains the rigid body rotation in the rotation tensor, 𝐑, and
dimensional changes in the stretch tensor, 𝐔. As all the rotation goes
into the rotational part of the elastic deformation gradient, 𝐑e, the total
rigid body rotation can be removed from it:

𝐑e,new = 𝐑T𝐑e. (4)

where 𝐑e,new is the rotation tensor of the elastic deformation gradient
with no rigid body rotation component. This new elastic rotation
tensor, 𝐑e,new, is compared with the initial elastic rotation tensor, 𝐑e,0
to get the change in orientation due to a given deformation step.
Representing this change in orientation in terms of axis-angle and
considering solely the angular part, gives the ‘‘change in orientation’’,
𝛥𝜃.

2.2. Cellular automaton model — CASIPT

CASIPT is a three-dimensional cellular automaton program for the
simulation of the relevant metallurgical processes occurring in the
annealing stage of dual-phase steels: ferrite recrystallization, pearlite-
to-austenite and ferrite-to-austenite transformation during heating, and
austenite-to-ferrite transformation during cooling. For the purpose of
this work, it was extended to describe the grain boundary migration
during meta-dynamic recrystallization of austenite.

CASIPT uses a three dimensional grid of cubic cells. For a cell
of dimension 𝛿, in three dimensions there are 6 neighbour cells at a
distance 𝛿, 12 neighbour cells at a distance

√

2𝛿 and 8 neighbour cells
t a distance

√

3𝛿 in a full Moore neighbourhood. Each cell is given a
et of properties that determine the cell’s response to the transformation
ules. A key feature here is that the transformation rules are applied
nly to cells of the interfaces between deformed and recrystallized
rains. The important cell properties are:

1. Grain ID: Each cell is associated to a unique grain ID, 𝑔, which
originates either from the initial microstructure or the formation
of new grains during recrystallization. Hence, the formation
of high angle grain boundaries in the grain interior during
deformation is not taken into account. This simplification is
justified in case of MDRX/DRX as grain fragmentation during
hot deformation occurs at strains much higher than the critical
strain of nucleation and thus, it is neglected. Grain IDs are used
to identify interface cells and nucleation sites as well.

2. Growth length: Defined for each interface cell. This property is
updated in each time step, 𝛥𝑡, by explicit Euler integration using
the velocity of the interface:

𝑙(𝑡 + 𝛥𝑡) = 𝑙(𝑡) + 𝑣𝛥𝑡, (5)

where 𝑙 is the growth length of an interface cell, 𝑣 is the velocity
at the interface cell.

3. Energy density: The stored energy density due to deformation
is calculated from the dislocation density:

𝐸 = 𝐺𝑏2𝜌, (6)

where 𝐸 is the stored energy density, 𝐺 is the shear modulus.
4. Crystallographic Orientation: The crystal orientation in Bunge

Euler angles {𝜑1;𝛷;𝜑2}. For computation of misorientation re-
lated properties, the cubic symmetry of the material and the

sample symmetry is taken into account.
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2.2.1. Nucleation criterion
The nucleation for dynamic recrystallization is initiated by either

of the mechanisms: grain boundary bulging through Strain Induced
Boundary Migration (SIBM) [4,5] followed by rotation of the bulged
part [4,43,44] or development of deformation substructure surrounded
by HAGBs through deformation [15,16]. In both of these mechanisms,
a successful nucleus is formed when there is a high stored energy
difference across the interface of the grain boundary and high orienta-
tion gradients/strong rotation of material volumes. These mechanisms
imply that nucleation predominantly occurs near the grain boundaries.
Therefore, the following nucleation criterion is evaluated solely at the
interface cells:

𝛥𝜌 ≥ 𝛥𝜌th and 𝛥𝜃total ≥ 𝛥𝜃th, (7)

where 𝛥𝜃total is the change of the cell orientation with respect to the
initial orientation (without rigid body rotation) for a given cell due to
deformation as described in Section 2.1.1, 𝛥𝜌th is the threshold value
for dislocation density difference with the neighbours, 𝛥𝜌, and 𝛥𝜃th the
threshold value for change in orientation, 𝛥𝜃total.

For detecting the nucleation sites, the threshold values 𝛥𝜌th and 𝛥𝜃th
need to be defined. The threshold for change in orientation, 𝛥𝜃th is
assumed as 15°. This means that the material volume corresponding
to a cell rotates at least 15° allowing formation of a HAGB [1]. For
the threshold value of dislocation density difference 𝛥𝜌th, a physics-
based criterion is developed. The starting point is static equilibrium
of a spherical nucleus with radius 𝑅 that grows for a positive radial
driving force 𝑓 ≡ −𝜕𝐸∕𝜕𝑅. The infinitesimal energy change d𝐸 due to
an infinitesimal increase of radius d𝑅 is

d𝐸 = 8𝜋𝛤𝑅d𝑅 − 4𝜋𝐺𝑏2𝛥𝜌th𝑅
2d𝑅, (8)

where 𝛤 is the grain boundary energy. A finite and positive radial driv-
ing force leads to successful nucleation. Which leads to the following
expression:

𝐺𝑏2𝛥𝜌th − 2𝛤
𝑅

= 0. (9)

This criterion works well when the simulation length scale is re-
olved up to the subgrain size. However, the length scales of the
rystal plasticity models are usually chosen to be larger to reduce
omputation times, i.e. the cell volume consists of multiple subgrains.
herefore, while using nucleation criterion in conjunction with the grid

n crystal plasticity models, the nucleation criterion should apply for
he whole cell volume. This means that the majority of the subgrains
resent in the cell volume should have the critical size defined by
q. (9). The current constitutive model used in this study does not
ave any subgrain size evolution description. Therefore, the similitude
oncept [45] is invoked to calculate the size of subgrains 𝑑 from the
islocation density. Thus, the subgrain size is defined as:

= 𝐾
√

𝜌
, (10)

where 𝐾 is a dimensionless material constant of the order of ten. This
leads to the following minimum dislocation density difference:

𝛥𝜌th =
4𝛤

√

𝜌

𝑏2𝐺𝐾s
. (11)

The dislocation density difference with the neighbours 𝛥𝜌, is defined
s the maximum difference of total dislocation density between a
articular cell and its neighbours belonging to other grains:

𝜌 = max(𝜌𝑗 − 𝜌) with 𝑗 ∈ (𝑔𝑗 ≠ 𝑔), (12)

where 𝑗 is the index of the neighbour of a particular cell and 𝑔 is the
grain ID of a particular cell. The condition 𝑗 ∈ (𝑔𝑗 ≠ 𝑔) means 𝑗 belongs
o neighbours having a different grain ID than the cell of interest.

When a certain cell satisfies the nucleation criterion, it is considered
nucleus and given a new grain ID. The location of each nucleus is
4

t

etermined at time 𝑡a = 0, where 𝑡a is the annealing time. Each cell
hat satisfies the nucleation criterion is given an a priori user-defined

low total dislocation density 𝜌 ≡ 𝜌low.
The dislocation density in DAMASK is defined per slip system and

thus, the condition 𝜌 ≡ 𝜌low should get reflected on a per slip system
basis. This is done by calculating the ratio of change in dislocation
density,

𝑓𝜌 =
𝜌low
𝜌

, (13)

where 𝑓𝜌 is the ratio of change in dislocation density determined
by comparing the low dislocation density of a recrystallized cell to
previous total dislocation density of the cell. This allows modification
of the dislocation density on per slip system basis,

𝜌𝛼mob,new = 𝑓𝜌𝜌
𝛼
mob,

𝜌𝛼dip,new = 𝑓𝜌𝜌
𝛼
dip.

(14)

2.2.2. Growth of the nuclei
At the start of the annealing time, 𝑡a = 0 in the cellular automaton,

he identified nuclei at the interface cells start growing isotropically
ccording to the following growth law [46]:

= 𝑀𝛥𝑃 , (15)

where 𝑀 is the mobility of the grain boundary (mPa−1 s−1) and 𝛥𝑃 is
the driving pressure. The mobility of the grain boundary is a function
of temperature:

𝑀 = 𝑀0 exp
(

−
𝑄b
𝑘B𝑇a

)

, (16)

where 𝑀0 is the mobility pre-factor, 𝑄b is the grain boundary migration
activation energy and 𝑇a the annealing temperature. The pre-factor 𝑀0
is assumed to be constant for HAGBs.

Based on the stored energy of deformation of the particular cell and
the stored energy in its neighbourhood, the driving pressure for the
cells detected as nuclei can be described as,

𝛥𝑃 = 𝐸N − 𝐸 ≈ 𝐸N, (17)

where 𝐸 is the stored energy of deformation of cell calculated using
Eq. (6) and 𝐸N is the average stored energy of deformation in the
neighbourhood of a cell. The stored energy of the nucleus can be
neglected due to the much higher dislocation density in the deformed
material.

The average stored energy of deformation in the neighbourhood of
a cell is described as,

𝐸N = 𝐺𝑏2𝜌N. (18)

where 𝜌N is the average dislocation density in the neighbour cells
that do not share the grain ID with 𝑁 being the number of such
neighbour cells. The neighbour cells belonging to non-recrystallized
grains are considered for calculation of average dislocation density in
the neighbourhood:

𝜌N =

∑𝑁
𝑗=0 𝜌𝑗
𝑁

with 𝑗 ∈ (𝑔𝑗 ≠ 𝑔), (19)

Based on driving force described above, the nucleus cell grows
isotropically at the velocity described by Eq. (15). The growth length
is calculated according to Eq. (5). When the growth length of the cell,
𝑙, attains the grid spacings 𝛿,

√

2𝛿 and
√

3𝛿, the first, second, and
hird nearest neighbours get transformed respectively, and are denoted
s grain boundary cells. When cells of different grains grow into a
hared neighbouring cell simultaneously, the neighbouring cell takes
he orientation of that cell which reaches its cell centre first.
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2.3. Combining DAMASK and CASIPT

DAMASK and CASIPT are independent programs simulating dif-
ferent types of material physics, which are coupled in this work to
model different aspects of material physics together. For this purpose,
the information from DAMASK is transferred to CASIPT by means
of regridding and the modification of microstructure in CASIPT is
reflected in the subsequent DAMASK step by changes in the relevant
state variables.

2.3.1. Deformed geometry and regridding
Deformation heterogeneity of a polycrystalline material leads to

grid distortion. When reaching a certain strain level, the distortion
becomes too large and the simulation does not converge any more.
This strain level is usually of order 0.5, but heavily dependent on many
factors like constitutive law, grid resolution, morphology of grains or
boundary conditions (loading conditions and temperatures). Therefore,
enabling simulation of large reductions as seen in hot rolling requires
overcoming of the grid distortion problem. This requires removal of
the distortion and reconstruction of a new undistorted grid – a process
called regridding. Additionally, such a regridding procedure resulting
in a regular grid is useful for coupling with cellular automata, where a
regular grid usually is a necessity.

The regridding methodology used in this study is based on the
approach introduced by Sedighiani et al. [33]. In this regridding tech-
nique, a new undistorted grid is created that matches the average
deformed grid in the original analysis. The original grid is then re-
placed by a new grid with a new spatial resolution. The deformation
gradient tensor is replaced by the identity tensor and the elastic de-
formation is fully relaxed during regridding. The state variables from
the deformed stage are mapped onto the newly created grid using a
nearest-neighbour mapping algorithm. If the deformation step is not
yet completed, the crystal plasticity simulation is restarted using this
undistorted grid. When the deformation step is completed, regridding is
done to construct an undistorted grid for the cellular automaton. At the
start of CA simulation, the nucleation criterion is applied. All nuclei are
treated as if they would have formed at the end of the deformation step,
i.e. growth of nuclei potentially formed during the (short) deformation
step is neglected. Only nuclei from the current switch are treated as
nuclei due to the fast accumulation of dislocations in the nuclei from
earlier generations during the deformation step.

2.3.2. Modified microstructure for the next deformation step
The microstructure evolves during the cellular automaton step,

leading to changes in the spatial distribution of the dislocation density
and crystal orientations. As the deformation gradient tensor is replaced
by the identity tensor and elastic deformation is fully relaxed during
regridding, the plastic deformation gradient is simply initialized with
the new crystal orientations after the microstructure evolution, 𝐅p =
𝐎CA. Here, 𝐎CA is the orientation after the microstructure evolution
in the cellular automaton. Correspondingly, the elastic deformation
gradient also gets initialized as, 𝐅e = 𝐎T

CA. The dislocation density
is mapped directly to the regridded geometry to be used for further
deformation.

2.3.3. Modifying orientation change of recrystallized points
In case of multi-step deformations, the total change in orientation

after 𝑚d steps can be defined as,

𝛥𝜃(𝑚d)
total =

𝑚d
∑

𝑠=1
𝛥𝜃(𝑠), (20)

where 𝛥𝜃(𝑠) is the change in orientation due to deformation in deforma-
ion step (𝑠). A quantity in superscript and round brackets indicates the
alue of the quantity at a particular number of the deformation step. As
ecrystallized material behaves as virgin material, there is no need to
5

arry over the change in orientation from previous deformation steps.
f a particular material point, recrystallizes after 𝑚d steps, the previous
change in orientation is removed,

𝛥𝜃(𝑚d) = 0. (21)

3. Simulation setup

To investigate the recrystallization behaviour predicted by the de-
veloped framework and compare it to experimental data available in
the literature, following cases are considered:

1. Double-hit compression tests: Double-hit compression tests are
widely used as experimental means to study MDRX kinetics.
These experiments have shown that the rate of MDRX increases
with temperature 𝑇 , and strain rate �̇� [47–50]. To allow com-
parison of kinetics and trends seen in simulations with existing
experimental data, virtual double-hit experiments, with varying
parameters such as strain rate �̇�, deformation temperature 𝑇d,
annealing temperature 𝑇a and annealing time 𝑡a in different
combinations, as shown in Table 1 are performed. Contrary to
experiments, where normally only iso-thermal conditions (𝑇d =
𝑇a) are considered, non-isothermal conditions 𝑇d ≠ 𝑇a are also
considered here. Double-hit compression tests are of interest
because the deformation behaviour of recrystallized/partially
recrystallized microstructures can be studied from the second
deformation step.

2. Multi-stand hot rolling: A combination of high strain rate
deformation with short interpass annealing times is frequently
observed during industrial hot rolling [51,52]. As full-field mi-
crostructure data during such industrial processes is of interest,
a multi-stand hot rolling process is simulated. From this simula-
tion, the texture and microstructure evolution during industrial
rolling is studied. This simulation demonstrates the capability
of this modelling approach, to serve as a virtual laboratory to
test different parameters of the hot rolling schedules. Moreover,
a large number of orientations with fine spatial resolution are
simulated, which gives statistically relevant texture evolution
data, that further demonstrate the model’s capabilities.

3. Uniaxial compression followed by annealing: To gain insights
into the influence of nucleation sites and the distribution of
stored energy on recrystallization kinetics, uniaxial compression
followed by annealing is simulated. The nucleation sites and
stored energies are varied to form following special cases: (a) ho-
mogeneous stored energy with random nucleation, (b) homogeneous
stored energy with non-random nucleation, (c) inhomogeneous stored
energy with random nucleation and (d) inhomogeneous stored energy
and non-random nucleation. The final case of inhomogeneous stored
energy and non-random nucleation is equivalent to of annealing
of the deformed microstructure, where the nuclei are detected
via the nucleation criterion described in Section 2.2.1. In all the
cases considered here, the number of nuclei and the average
stored energy of deformation are kept nearly constant to get
comparable MDRX kinetics for all the cases. The stored energy is
made homogeneous by making the dislocation density the same
everywhere during the CASIPT simulation. Random nucleation is
modelled by replacing the inherited change in orientation from
crystal plasticity simulation by a random change in orientation
fulfilling the condition of minimum misorientation. As the cases
of random nucleation involve sampling from a uniform distri-
bution, three different random samplings were simulated. The
other cases use the data from the crystal plasticity simulations
directly and different realizations were not considered. Here,
the different realizations would be different microstructures.
However, it is assumed that a microstructure with 100 grains

provides sufficient statistics.
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Table 1
Boundary conditions for double-hit experiments with strain rates �̇�, deformation
temperature 𝑇d, annealing times 𝑡a and annealing temperature 𝑇a. The deformation
temperature and strain rate remain the same for both deformation steps. The strain
applied in the first and second deformation step are 𝜀 = 0.49 and 𝜀 = 0.1 respectively.

Deformation Annealing

Experiment �̇� (s−1) 𝑇d (K) 𝑡a (s) 𝑇a (K)

1 5.0 1373 20.0 1373
2 10.0 1373 20.0 1373
3 15.0 1373 20.0 1373
4 20.0 1373 20.0 1373

5 5.0 1223 20.0 1373
6 5.0 1273 20.0 1373
7 5.0 1323 20.0 1373
8 5.0 1373 20.0 1373

9 5.0 1373 10.0 1223
10 5.0 1373 10.0 1273
11 5.0 1373 10.0 1323
12 5.0 1373 10.0 1373

13 5.0 1373 0.0 1373
14 5.0 1373 2.5 1373
15 5.0 1373 5.0 1373
16 5.0 1373 7.5 1373
17 5.0 1373 10.0 1373

3.1. Boundary conditions

3.1.1. Double-hit compression tests
Uniaxial compression is enforced by setting average deformation

gradient rate for different deformation times and complementary first
Piola–Kirchoff stress as:

�̇� =
⎡

⎢

⎢

⎣

* 0 0
0 * 0
0 0 �̇�

⎤

⎥

⎥

⎦

and 𝐏 =
⎡

⎢

⎢

⎣

0 * *
* 0 *
* * *

⎤

⎥

⎥

⎦

(22)

he tensorial components with free deformation are represented by * in
he deformation gradient rate tensor and correspondingly, it leads to a
tress-free state. The tensorial components where no deformation is al-
owed lead to stress development represented by * in the Piola–Kirchoff
tress tensor.

The deformation rate in Eq. (22) is given as per Table 1. The
otal logarithmic principal strain applied in the first compression stage
s 𝜖(1)total ∼ 0.49 with deformation temperature 𝑇d. Subsequently, the
ample is annealed for a given period of 𝑡a at a given temperature
a. Finally, a second compression step 𝜖(2)total ∼ 0.1 is simulated at
eformation temperature 𝑇d, resulting in 𝜖total = 𝜖(1)total + 𝜖(2)total ∼ 0.6.

Annealing periods 𝑡a = 0, 2.5, 5, 7.5, 10, and 20 s, annealing tempera-
tures 𝑇a = 1223, 1273, 1323, and 1373K, deformation temperatures
𝑇d = 1223, 1273, 1323, and 1373K, and strain rates �̇� = 5, 10, 15,
and 20 s−1 are used in different combinations according to Table 1.
At the aforementioned strain rates, the time available for the growth
of the recrystallized nuclei is insufficient for dynamic recrystallization
to occur [6], allowing to apply of the microstructure evolution model
only after deformation. The modelling for lower strain rates (< 5 s−1)
would be different, because at those strain rates the DRX nuclei can
grow significantly during the deformation. Therefore, in such cases
DRX needs to be modelled by having full coupling of deformation
and microstructure evolution models during the deformation and the
approach described in this paper would not be applicable.

3.1.2. Industrial multi-stand rolling
Plane strain compression is enforced by setting the average deforma-

tion gradient rate for different deformation times and complementary
first Piola–Kirchoff stress as defined in Eq. (23).

�̇� =
⎡

⎢

⎢

* 0 0
0 0 0

⎤

⎥

⎥

and 𝐏 =
⎡

⎢

⎢

0 * *
* * *

⎤

⎥

⎥

(23)
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⎣0 0 �̇�⎦ ⎣* * *⎦ t
Table 2
Strain rate �̇�, total reduction 𝑅total, deformation temperature 𝑇d, annealing time 𝑡a, and
nnealing temperature 𝑇a per stage of industrial multi-stand hot rolling simulations.
ere, a stage refers to one process of deformation at a rolling stand followed by

nterpass annealing.
Deformation Annealing

Stage �̇� (s−1) 𝑅total (%) 𝑇d (K) 𝑡a (s) 𝑇a (K)

1 10 30 1373 10 1373
2 20 44 1273 5 1273
3 30 60 1223 2 1223

The strain rate per stage �̇�, total reduction after each stage 𝑅total,
interpass annealing time, deformation temperature 𝑇d, and annealing
temperature 𝑇a are summarized in Table 2.

3.1.3. Uniaxial compression followed by annealing
Uniaxial compression is enforced by setting average deformation

gradient rate �̇� for period of 0.08 s and complementary first Piola–
irchoff stress 𝐏 as defined in Eq. (22), with �̇� = 5 s−1.

This leads to total logarithmic principal strain of 𝜖total ∼ 0.49
with deformation temperature 𝑇d = 1373K and strain rate �̇� = 5 s−1.
ubsequently, the sample is annealed for a period of 𝑡a = 20 s at
nnealing temperature 𝑇a = 1373K. For these boundary conditions and
he parameters as described in Tables 3 and 4, there are approximately
00 nuclei in the RVE. The details of the RVE are described in the
ollowing:

.2. Initial microstructures

The DREAM.3D software [53] is used to create the initial mi-
rostructures used in this study. Two types of synthetic microstructures
re created: One for virtual compression tests (Sections 3.1.1 and 3.1.3)
nd one for studying industrial multi-stand hot rolling (Section 3.1.2).
he microstructure for virtual double-hit compression has a smaller
umber of cells and grains to allow faster simulations in comparison
o the microstructure for industrial multi-stand hot rolling which needs
o contain a statistically representative number of orientations. Both
ypes of synthetic microstructures are periodic.

1. Uniaxial compression A microstructure with an average grain size
of 95 μm is considered. The number of grid points 𝑛𝑥 × 𝑛𝑦 × 𝑛𝑧
for the initial microstructure are 44 × 44 × 96, with the size of
each cubic voxel being 7 μm initially. This makes the RVE size
308 × 308 × 672 μm. There are approximately four grains in RD
direction, four grains in the TD direction and eight grains in the
ND direction. This leads to a RVE with 123 initial grains. The
initial 3D RVE in Inverse Pole Figure (IPF) colouring is shown in
Fig. 1a. The size of the RVE is determined in such a way that the
uniaxial compression to a strain of 𝜀 = 0.4 leads to a cubic RVE.
This ensures that there is no geometrical inhibition to growth of
the recrystallized grains during the annealing step and results in
more stable recrystallization kinetics behaviour.

2. Plane strain compression The number of grid points 𝑛𝑥 × 𝑛𝑦 × 𝑛𝑧
for the initial microstructure are 41 × 25 × 144, with the size of
each cubic voxel being 7 μm initially. This makes the RVE size
287 × 175 × 1008 μm. The average grain size of 50 μm, which is
typically observed in the finishing stands of steel hot rolling, is
used [54] There are approximately seven grains in RD direction,
four grains in TD direction and twenty-six grains in ND direction.
This leads to an RVE with 769 initial grains. The initial 3D RVE
in IPF colouring is shown in Fig. 1b.

.3. Material parameters

The parameters values used for the dislocation density based consti-
utive law are given in Table 3. These parameters are derived by fitting

−1
he stress strain curve at 𝑇d = 1373K and a strain rate of �̇� = 5 s to
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Fig. 1. Inverse Pole Figure (IPF) in 𝑧-direction (001) of the initial microstructures used for (a) double-hit compression and (b) Industrial multi-stand hot rolling.
Table 3
Parameters used for the constitutive law in DAMASK. For the definitions of the
parameters refer to earlier publications [39–41].

Parameter Value Unit

Lattice Structure FCC (𝑁s = 12)
𝐶11 50 × 109 Pa
𝐶12 32 × 109 Pa
𝐶44 47 × 109 Pa

𝐷 2.0 × 10−5 m
𝜏0 1.5 × 108 Pa
𝑏 2.56 × 10−10 m
𝑣0 1.0 × 105 m∕s
𝛥𝐹 4.5 × 10−19 J
𝐵 0.01 Pa s
𝑝sl 0.32 –
𝑞sl 1.46 –
𝜌mob,0 5.0 × 1013 m−2

𝜌dip,0 5.0 × 1013 m−2

𝑄cl 4.0 × 10−19 J
𝜔 900.0 m∕s
𝐷a 8.0 –
ℎ𝛼𝛼′ 0.122, 0.122, 0.625, 0.07, 0.137, 0.122 –

Table 4
Parameters used in the CASIPT simulation.

Parameter Value Unit

𝐾s 35 –
𝜌low 1.2 × 1013 m−2

𝑀0 1.5 Pa−1s−1

𝑄b 2.32 × 10−19 [36] J
𝛤 0.56 [56] Nm−1

the data of Shen et al. [50] on micro-alloyed steel. It is assumed that at
the temperatures studied, the precipitation of micro-alloying elements
like Nb and V is not active [55] and thus, there is no influence on
the stress–strain curves. The material parameters used in the CASIPT
simulations are given in Table 4. The parameters regarding the intrinsic
mobility 𝑀0, and activation energy for grain boundary migration 𝑄b,
are assumed to be for austenite [36]. The grain boundary energy, 𝛤 , is
also assumed to be those for austenite. As grain boundary energy has a
wide range of available values in literature [56], a suitable value that
led to a reasonable amount of nuclei was chosen as shown in Table 4.
7

4. Results and discussion

4.1. Mechanical response of the recrystallized/partially recrystallized mi-
crostructure

The results from the virtual double-hit compression experiments
carried out as described in Section 3 and Table 1 are evaluated to
ascertain whether re-introduction of the (partially) recrystallized mi-
crostructures in the crystal plasticity simulation produces the expected
mechanical response. To correlate the mechanical responses with re-
crystallization, the evolution of recrystallized fraction 𝑋 is reported.
The mechanical response is evaluated based on the yield strength in
the second deformation step, 𝜎(2)𝑦 , and the hardening rate 𝛩(𝑚d) ≡
𝜕𝜎(𝑚d)∕𝜕𝜖p. The number in the superscript refers to the count of the
deformation step.

In case of increasing strain rate or decreasing deformation temper-
ature, the flow stress increases due to less dynamic recovery. Corre-
spondingly, the recrystallization speeds up as seen in Figs. 2b and 3b,
due to high dislocation density as a result of less dynamic recovery.
Such a trend of MDRX has been reported in case of increasing strain
rate [48–50]. As the annealing temperature has been kept constant
during these virtual experiments, the grain boundary mobility is the
same. The differences in the recrystallization kinetics is due to differ-
ences in the stored energy of deformation or due to a different number
of nuclei. From the nucleation criterion described in Section 2.2.1 and
Eq. (11) the required threshold value 𝜌th increases with an increase in
the dislocation density. However, individual evaluation of the threshold
uses differences in the dislocation density with the neighbour cells
in other grains. Increasing magnitude of dislocation density will on
average lead to an increase in the value of the dislocation density
difference as well. This leads to a higher number of nuclei. Each
material point that satisfies the nucleation criterion is given an a priori
user-defined low total dislocation density 𝜌𝑖total ≡ 𝜌low as well. There-
fore, in case of higher dislocation densities, there is a higher difference
in dislocation densities between the nucleus and its neighbours, leading
to a higher driving force for grain boundary migration. Thus, higher
number of nuclei and higher stored energy of deformation due to higher
dislocation densities lead to faster recrystallization kinetics.

Another observation from Figs. 2 and 3 is that the yield strength in
the second deformation step 𝜎(2)𝑦 is similar to the yield strength in the
first deformation step 𝜎(1)𝑦 . This implies that after full recrystallization
the material behaves like a virgin material. The flow curves from the
virtual double-hit experiments for varying annealing times are shown
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Fig. 2. (a) The flow stress 𝜎33 as a function of the strain 𝜖33 for different strain rates �̇� =5, 10, 15, and 20 s−1 and (b) the recrystallized volume fraction 𝑋 as a function of the
annealing time 𝑡a.
Fig. 3. (a) The flow stress 𝜎33 as a function of the strain 𝜖33 for annealing time of 𝑡a = 20 s and different deformation temperatures 𝑇d =1223, 1273, 1323, and 1373 K and (b) the
recrystallized volume fraction 𝑋 as a function of the annealing time 𝑡a for the corresponding deformation temperatures 𝑇d.
in Fig. 4a. In case of annealing time 𝑡a = 0 s there is no recrys-
tallization. Upon recrystallization, i.e. 𝑡a > 0 s, the yield strength in
the second deformation step, 𝜎(2)𝑦 , decreases with annealing time. This
corresponds to the evolution of recrystallized fraction, 𝑋 (see Fig. 4b),
where an increase in 𝑋 corresponds to a decrease in 𝜎(2)𝑦 . Increasing
annealing temperature 𝑇a also increases the recrystallization rate as
seen in Fig. 5b. Here, the increasing recrystallized fraction reduces the
yield strength in the second deformation step as well. As simulations
have neglected static recovery, the reduction in the yield strength is
attributed to MDRX alone.

Recrystallization consumes the dislocation density and forms new
grains with lower dislocation density. The flow stress is proportional to
the square root of the dislocation density [57]. The yield strength of
the second deformation step, 𝜎(2)𝑦 , should be close to the flow stress of
the previous deformation step if there is no recrystallization. However,
as recrystallization occurs, the dislocation density reduces, resulting in
reduction of the yield strength of the second deformation step 𝜎(2)𝑦 as
seen in Figs. 4a and 5a. Full recrystallization reduces the dislocation
density to a minimum value and thus, the material behaves like a virgin
material with similar yield strength as in the first deformation step.

From the flow stress curves in Figs. 4 and 5, one observes higher
work hardening rates for the case of the partially recrystallized ma-
terials. This is confirmed by plotting the work-hardening rates 𝛩(1)

and 𝛩(2) of the first and second compression stage, respectively, in
Fig. 6. It is seen that the initial work-hardening rate in the second
deformation step is higher for partially recrystallized materials with
annealing times of 𝑡 = 2.5, 5, and 7.5 s. This is also observed for
8
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other annealing temperatures (𝑇a = 1223, 1273 and 1323K), where the
kinetics are slower, resulting in partially recrystallized microstructures.
Even though the initial work-hardening rates are high, they drop to low
values very rapidly. For the case of 𝑡a = 10 s and 𝑇a = 1373K in Fig. 6,
80% recrystallization occurs and the hardening rate is always lower
than during the first deformation step. In case of partially recrystallized
material, there is a dislocation density contrast in the material. The re-
crystallized regions are quite soft and thus, harden faster in comparison
to the unrecrystallized regions. This results in higher work-hardening
rates, in the initial stage of the second deformation step. In the first
deformation stage, the material hardens uniformly, resulting in lower
work-hardening rates. The very rapid hardening in the recrystallized
regions, results in attainment of faster dynamic recovery preventing
further hardening. This is clearly observed in Fig. 6.

These expected mechanical responses are well captured by the
model and therefore, it can be concluded that the re-introduction of
recrystallized/partially recrystallized microstructure into the crystal
plasticity model produces the expected mechanical response in terms
of changes in the yield strength and hardening.

4.2. Recrystallized grain sizes

As number of nuclei affects the recrystallization kinetics, the av-
erage grain sizes (described in form of equivalent spherical diameter)
of the fully recrystallized microstructures are studied to assess if the
model predicts the correct number of nuclei. As the impingement of
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Fig. 4. (a) The flow stress 𝜎33 as a function of the strain 𝜖33 for different annealing times 𝑡a = 0, 2.5, 5, 7.5 and 10 s and (b) the recrystallized volume fraction 𝑋 as a function
of the annealing time 𝑡a.
Fig. 5. (a) Flow stress 𝜎33 as a function of the strain 𝜖33 for different annealing temperatures 𝑇a =1223, 1273, 1273, and 1373 K and (b) the recrystallized volume fraction 𝑋 as a
function of the annealing time 𝑡𝑡𝑒𝑥𝑡𝑎 for corresponding annealing temperatures 𝑇d.
Fig. 6. Work-hardening rate 𝛩(𝑚d ) as a function of stress above yield stress 𝜎33−𝜎
(𝑚d )
y , for first and second deformation stages, for (a) different annealing times 𝑡a = 2.5, 5, 7.5, and 10 s

and (b) annealing temperatures 𝑇a =1223, 1273, 1323, and 1373 K. The solid black line in both the figures corresponds to the work-hardening rate for the first deformation step.
recrystallized grains leads to interruption of growth, the number of re-
crystallization nuclei will determine the final grain size. A large number
of nuclei will lead to smaller final recrystallized grain sizes. The fully
recrystallized samples from the different cases of the virtual double-
hit experiments are analysed to get the average grain sizes. The fully
recrystallized samples correspond to the recrystallized volume fraction
curves from Fig. 2b and Fig. 3b (corresponding to case of 𝑇 = 1273K
9

d

when annealed for 𝑡a = 20 s). Microstructures for the cases in Fig. 2b are
shown in Fig. B.12. The segmentation of the microstructure was done
using DREAM.3D with a threshold misorientation for segmentation of
15°. The grain size before deformation is 95 μm. The average grain sizes
for the different cases after complete recrystallization are observed to
be in the range of 40–55 μm. As the strain rate increases, the grain
sizes are decreasing — 53, 48, 44, and 42 μm respectively for the strain
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Fig. 7. Texture evolution during multi-stand hot-rolling shown by ODF at different stages. The 𝜑2 = 45° section is used to display the ODF. (a) Initial microstructure; (b) Strong Brass
component and Copper/Dillamore components developed after thickness reduction of 𝑅 = 30%; (c) MDRX nuclei detected during first interpass annealing inherit the orientations
from deformed orientations; (d) orientation inheritance leading to texture strengthening of annealed texture after first interpass annealing; (e) texture strengthening with further
deformation to the thickness reduction to 𝑅 = 44%; (f) MDRX nuclei with stronger Brass component detected during second interpass annealing; (g) texture strengthening during
second interpass annealing; (h) ODF of the deformed microstructure at strain of 0.2 deformed in plane strain compression at 1173K [58]; (i) ODF of the DRX grains at strain of
0.2 deformed in plane strain compression at 1173K [58] and (j) ODF of the fully recrystallized microstructure (Levels: 1.0, 1.40, 1.85, 2.5, 3.4, 4.7, 6.35) [59].
rates 5, 10, 15, and 20 s−1 at deformation temperature 𝑇d = 1373K and
annealing temperature of 𝑇a = 1373K. In the case of deformation tem-
perature 𝑇d = 1273K at strain rate of 5 s−1 and annealing temperature
𝑇a = 1373K the recrystallized grain size is 43 μm. Therefore, lower
deformation temperature leads to smaller recrystallized grain sizes. For
comparison of grain sizes, the experimental data from the work of Shen
et al. [50] is considered, where grain sizes of 43, 29, and 25 μm for the
case of deformation temperature, 𝑇d = 1273K, annealing temperature,
𝑇a = 1273K deformed at strain rates of 0.1, 1.0, and 5.0 s−1 are reported.
The grain sizes found in our simulations are in a similar range and
show the same trend of decreasing grain size with increasing strain rate.
This allows to draw the conclusion that the number of recrystallization
nuclei is correctly predicted.

4.3. Texture and microstructure evolution

In this section, the texture and microstructure evolution during the
multi-stand hot rolling with interpass annealing is discussed. As there
is no readily available data for texture evolution during MDRX, the
texture evolution data during DRX as reported by Taylor et al. [58] is
used for comparison. The texture of the initial microstructure is nearly
random as seen in Fig. 7a. The ODF of the deformed microstructure
after the first rolling stand is shown in Fig. 7b. The ODF given by
Taylor et al. [58] (see Fig. 7h) is at strain 𝜀 = 0.2 at a temperature of
𝑇d = 1173K, which is just after the critical strain for DRX according
to their stress strain curves. At this point, the DRX nuclei have not
grown significantly and therefore, the microstructure is very similar
to the deformed microstructure. Thus, this ODF data right after the
critical strain for DRX is used as the reference data for deformation
texture. The ODF from the simulation is very similar to what has been
10
seen typically for hot-deformed FCC metals [60,61] and in the reference
data, i.e. with a strong Brass component at 𝜑1 = 45◦, 𝛷 = 90◦, 𝜑2 = 45◦

and Copper/Dillamore component at 𝜑1 = 90◦, 𝛷 = 35◦, 𝜑2 = 45◦ or
𝜑1 = 90◦, 𝛷 = 27◦, 𝜑2 = 45◦. As per the assumption in the model,
the MDRX nuclei are actually the DRX nuclei that do not grow during
high strain rate deformation. Taylor et al. show the ODF of the DRX
grains at strain 𝜀 = 0.2 at temperature of 𝑇d = 900 °C. However, the
low temperature of 1173K inhibits the grain growth and the strain is
very close to the critical strain of DRX. This means that the DRX nuclei
detected by Taylor et al. [58] would not have grown significantly. Thus,
the MDRX nuclei from the presented simulations and the DRX nuclei
from Taylor et al. are at a similar stage of microstructure development
and thus amenable to comparison. The ODF of the MDRX nuclei and the
DRX nuclei have similar features showing Brass and Copper/Dillamore
components. This observation shows that the nucleation criterion is
able to predict correct orientations of the nuclei. Considering that
the nucleation criterion is active in the grain boundary regions and
that texture development is dependent on the spatial distribution of
orientations, getting nuclei orientations correct means that the nuclei
positions are correct in a statistical sense as well. Obviously, proving
that the proposed nucleation criterion detects the correct nucleation
sites needs extremely difficult experiments covering different time and
length scales. This requires a detailed experimental study and one-to-
one comparison to simulation results and this is out of scope of this
paper.

Fig. 7 shows the texture development during multi-stand hot-rolling.
The ODF of the annealed microstructure (with recrystallized volume
fraction of ∼ 100%) is showing similar features as the ODF of the nuclei
orientations. As the differences between the two ODFs are not signifi-
cant, it can be said that the orientations of the nuclei control the texture
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Fig. 8. Microstructure evolution during multi-stand hot-rolling shown through IPF in the z-direction (001). (a) Microstructure at thickness reduction to 𝑅 = 30%; (b) Microstructure
after the first interpass annealing; (c) A map showing the generation of recrystallization volumes across the microstructure; (d) Microstructure at thickness reduction to 𝑅 = 44%; (e)
Microstructure after second interpass annealing; (f) Generation map after the second interpass annealing; (g) Microstructure after thickness reduction to 𝑅 = 60%; (h) Microstructure
after third interpass annealing and (i) Generation map after the third interpass annealing.
evolution during recrystallization. Assuming a similar nucleation mech-
anism for MDRX and SRX along with orientation inheritance of nuclei,
should result in similar texture of fully recrystallized microstructure in
both cases. The ODF of the annealed/recrystallized microstructure from
Fig. 7d, is similar to the ODF of recrystallized austenitic high-Mn steel
observed by Kestens et al. [59] (Fig. 7j). This means that the orientation
evolution during growth of the nuclei is similar to the experimental
observations. Moreover, orientation inheritance of the nuclei from the
deformed microstructure and their dominance of the annealed texture,
leads to overall strengthening of texture along the hot-rolling process
(see Fig. 7). In Fig. 7, only the ODFs from the first two rolling stands
are shown. In the third rolling stand, the texture intensity becomes even
stronger at the same components, and therefore, not shown.

The texture strengthening is also observed in the IPF plots of the
microstructure at different stages in Fig. 8. Along with the IPF plots,
Fig. 8 shows the generation of the recrystallized grains as well. The
generation zero corresponds to the grains that belong to the initial
microstructure. Generations one, two, and three correspond to the
recrystallized grains that appear during the first, second, and third
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interpass annealing, respectively. Fig. 8 shows that the final microstruc-
ture is a mix of recrystallized grains from different generations and
even a small amount of generation zero remains. This example shows
that the microstructure at different stages during the process is tracked
easily and also it can be deduced as to which volume of the material
corresponds to recrystallized volume from which interpass annealing
stage.

4.4. Analysis of MDRX kinetics

Studying the recrystallization kinetics gives insights into the growth
behaviour of the recrystallized grains in a statistical sense. Recrystal-
lization kinetics are commonly studied by fitting the Johnson–Mehl–
Avrami–Kolmogorov (JMAK) equation to the experimentally observed
recrystallization volume fractions or simulation data [62,63]. The
JMAK equation for the case of MDRX is commonly expressed as [64]:

𝑋 = 1 − exp
(

−B
(

𝑡a
)𝑛)

, (24)

𝑡B
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Fig. 9. (a) Recrystallized volume fraction, 𝑋, for the different cases of uniaxial compression followed by annealing: homogeneous stored energy with random nucleation (ideal case),
homogeneous stored energy with non-random nucleation, inhomogeneous stored energy with random nucleation and inhomogeneous stored energy with non-random nucleation
and (b) corresponding JMAK plots.
where 𝑋 is the recrystallized volume fraction, 𝑡a the inter-pass anneal-
ing time, B a dimensionless constant, 𝑡B is the time corresponding to
a given fraction of interest and 𝑛 the Avrami exponent. In the section
below, 𝑡B = 1 s is chosen as it aids the readability and presentation of
the graphs. The recrystallized volume fraction of interest corresponding
to 𝑡B should be the same while comparing the kinetics. However, fixing
𝑡B = 1 s might lead to different recrystallized volume fractions. This
is not the case here, as at 𝑡B = 1 s the recrystallized volume fractions
are differing from one another within value of 0.01. Taking the natural
logarithm on both sides of Eq. (24) results in,

ln
(

ln
( 1
1 −𝑋

))

= lnB + 𝑛 ln
(

𝑡a
𝑡B

)

, (25)

Based on this equation, the slope of ln
(

𝑡a∕𝑡B
)

against ln (ln (1∕1 −𝑋))
gives the value of the Avrami exponent 𝑛. Such plots are commonly
referred to as ‘JMAK-plots’. The model presented in Section 2 is vali-
dated for the recrystallization kinetics by studying the evolution of the
Avrami exponent.

Applying Eq. (25) to the recrystallized volume fraction 𝑋 (Fig. 9a)
obtained from simulation data, leads to the JMAK plots shown in
Fig. 9b. The slope of JMAK plot gives the value of the Avrami exponent
𝑛. The JMAK model predicts an Avrami exponent of three for three
dimensional grain growth with site-saturated nucleation, i.e. JMAK
plot is a straight line with a slope of three. However, in case of
real recrystallization data, the JMAK plots deviate from this expected
behaviour either through straight lines with a low Avrami exponent
or they are non-linear [65,66]. The simulation data from the uniaxial
compression test followed by annealing shows a non-linear behaviour as
well, see Fig. 9b. It is similar to the plots observed in [62,67], in
the sense that there is a significant decrease in slope at later stages
of recrystallization. The other observation, consistent with previous
observations in literature [62] for the case with inhomogeneous stored
energy and non-random nucleation, is that the value of the Avrami
exponent is lower than the value of three at all times.

As random nucleation has been modelled, different realizations for
the cases which involve random nucleation have been performed. The
JMAK plots for these realizations are shown in Appendix A as Fig. A.11.
It is seen that the Avrami plots for the different realizations are quite
close to each other. Therefore, the deviation between the different
realizations is not significant and therefore, hereafter the Avrami plots
for a single realization are plotted.

Among the different conditions in Fig. 9, it is obvious that the type
of nucleation - random nucleation or non-random nucleation leads to a
visible difference in the overall kinetics. Random nucleation cases show
faster recrystallization than the cases with non-random nucleation.
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In contrast, the difference in kinetics arising from homogeneous and
inhomogeneous stored energy of deformation is smaller. In the present
simulations, the Avrami exponent does not change significantly be-
tween the cases of homogeneous and inhomogeneous stored energy of
deformation. This is different from the observations of Rollet et al. [62],
where different values for the Avrami exponent due to inhomogeneous
stored energy of deformation have been observed. One difference is
that in [62] the dislocation density varies among grains but is constant
within a grain, whereas in the setup presented here the dislocation
density can change from cell to cell, i.e. within grains. Moreover, the
range of stored energy of deformation changes by about 50 times in
simulations presented in [62] while the DAMASK simulations predict
only a variation of dislocation density in the range of 20 times.

One of the reasons for deviation from the ideal JMAK behaviour is
restriction of growth in certain directions due to impingement [62]. To
investigate this hypothesis, the level of impingement for each recrystal-
lized grain was tracked. This was done by going over the interface cells
of a given recrystallized grain and checking if the neighbours have grain
IDs belonging to other recrystallized grains. In the end, the number
of different grain IDs encountered are counted to give the number of
impinging grains per recrystallized grain. For the whole microstructure,
the impingement values per recrystallized grain is averaged to give a
single value. The mean number of impinging grains for recrystallized
grains as a function of time is shown in Fig. 10.

For the case of homogeneous stored energy with random nucleation,
the JMAK plot is shown separately in Fig. 10a. The initial (𝑛initial)
and final (𝑛f inal) slopes of the JMAK plot are fitted. The initial regime
is fitted for time 1.0 ≤ 𝑡a ≤ 1.5 s and the final regime is fitted for
7.5 ≤ 𝑡a ≤ 12.5 s. This results in two different Avrami exponents for
these two different regimes. Initially, the Avrami exponent is quite close
to the expected value of three. Thereafter, the slope starts to decrease
after about 1 s. This point in time corresponds to a slight increase in the
number of grains impinging each other. In case of random nucleation,
the initial impingement is very low. The number of recrystallized grains
impinging a given recrystallized grain keeps increasing continuously.
This corresponds to a continuously decreasing Avrami exponent. At
the time, when the Avrami exponent reaches the minimum value, the
amount of impingement is the highest.

In case of homogeneous stored energy with non-random nucleation
(Fig. 10b), the Avrami exponent already starts significantly lower than
the theoretical value of three. This exponent value is similar to the
exponent value in the previous case, when the number of impinging
neighbours is between two and four (see Fig. 10a).

The significant difference in kinetics in case of random nucleation
versus non-random nucleation is due to the difference in level of grain
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Fig. 10. JMAK plot for the different cases considered. Additionally, the number of impinging neighbours is plotted as function of annealing time (a) homogeneous stored energy
nd random nucleation (b) homogeneous stored energy and non-random nucleation (c) inhomogeneous stored energy and random nucleation (d) inhomogeneous stored energy
nd non-random nucleation.
mpingement in both the cases. This can be deduced by comparison
etween Fig. 10a and 10b. The non-random nucleation case has higher
mpingement from the start resulting in lower Avrami exponent and
hereby, slower recrystallization kinetics. The grain impingement pre-
ents the growth of the recrystallized grains in the direction of the
mpingement. This results in growth of the recrystallized grains in
ess than three dimensions. Increasing impingement results in further
eduction in the possible growth directions and therefore, reduction
n Avrami exponent. As impingement is continuously increasing, the
vrami exponent is continuously decreasing.

The impingement situation for inhomogeneous stored energy with
andom nucleation is initially similar to the case of homogeneous stored
nergy and random nucleation. However, the initial Avrami exponent is
ower. In fact, the Avrami exponent is even lower than for the case
f homogeneous energy with non-random nucleation. The comparison of

Fig. 10a and 10c shows that even inhomogeneous stored energy lowers
the Avrami exponent, as inhomogeneous stored energy will not allow
equal growth for all the recrystallized nuclei. However, as the overall
kinetics do not show a major difference between homogeneous and
inhomogeneous stored energy in Fig. 9, it can be concluded that the
effect of inhomogeneous stored energy is seen only at the initial stages.
The case of inhomogeneous stored energy and non-random nucleation has
the lowest Avrami exponent at the beginning among all the cases
considered. This is due to the combination of inhomogeneous stored
energy and non-random nucleation at the beginning. After the initial
stage, the grain impingement starts to dominate the recrystallization
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kinetics. Therefore, increasing grain impingement and the inhomoge-
neous stored energy at the beginning result in MDRX kinetics with
lower than ideal Avrami exponent that continuously decreases with
recrystallization. This is consistent with the results seen in the works
of Rosen et al. [67] and also seen in the CA model of Hesselbarth
et al. [68]. Therefore, as the model description of the growth of the
recrystallized grains results in experimentally observed recrystalliza-
tion kinetics, a correct description of growth in a statistical sense is
confirmed.

5. Concluding remarks

A method combining a large strain crystal plasticity framework
(DAMASK) with a cellular automaton model (CASIPT) along with a re-
gridding procedure that enables simulation of multi-stand hot rolling at
high strain rates is presented. Characteristic features of the mechanical
response known from the experimental observations, such as, reduction
in yield strength in the subsequent deformation step due to recrys-
tallization and higher work-hardening rate of partially recrystallized
microstructures due to dislocation density contrast, are reproduced by
the model. The recrystallized grain size predicted by the model is in a
similar range as in literature, which helps to ascertain that the number
of recrystallization nuclei is predicted correctly. A good agreement is
also observed for the crystallographic orientation of the nuclei which
is responsible for the correct prediction of crystallographic texture. The
model predicts correct nuclei orientations and positions of the nuclei.

The model is able to capture the typical recrystallization kinetics seen
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Fig. A.11. (a) JMAK plot for different realizations of homogeneous stored energy and random nucleation and (b) JMAK plot for different realizations of inhomogeneous stored energy
and random nucleation.
Fig. B.12. Fully recrystallized microstructures shown as IPF in 𝑥-direction (100) for different cases mentioned in Section 4.2 deformed at 𝑇d = 1373K and annealed at 𝑇a = 1373K
at different strain rates (a) �̇� = 5 s−1, (b) �̇� = 10 s−1, (c) �̇� = 15 s−1 and (d) �̇� = 20 s−1. The scale bar applied to all subfigures.
in the literature in the form of non-constant Avrami exponents with low
values, which is mainly driven by the impingement of the recrystallized
grains. This allows to conclude that the growth of the recrystallized
grains is correctly described in a statistical sense. Thus, it is seen that
the model is able to describe the main components of MDRX in line with
the experimental observations, namely, (1) Deformation (2) Number of
the nuclei (3) Nuclei orientations (4) Nuclei locations and (5) Growth of
the nuclei.
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Appendix A. Different realizations for random nucleation cases

Random nucleation is used for two cases — homogeneous stored
energy and inhomogeneous stored energy. Therefore, for both of these
cases, different realizations of the random nucleation are investigated.
The recrystallization kinetics for these different realizations are shown
in Fig. A.11.

Appendix B. Fully recrystallized microstructures

See Fig. B.12.
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