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A B S T R A C T   

Real-time nonintrusive occupancy estimation can maximize the use of existing sensors to infer occupant infor
mation in buildings with the advantages of fewer privacy concerns and fewer extra device costs. Recently, many 
deep learning architectures have proven effective in estimating occupancy directly from raw sensor data. 
However, some handcrafted features manually extracted from statistical and temporal domains might convey 
additional information for occupancy estimation. In this study, a novel knowledge fusion network for nonin
trusive occupancy estimation is proposed to integrate knowledge from two streams, i.e. automatic knowledge 
stream from a deep learning architecture and handcrafted knowledge stream from manual feature engineering. 
Moreover, four different fusion modules are investigated to optimize the design of the fusion network. To verify 
the effectiveness of the proposed network, experiments are conducted in a dataset from the ASHRAE Global 
Occupant Behavior Database, which is collected from an office space with records of indoor environment pa
rameters, occupant-building interactions, and contextual information. The results demonstrate the superiority of 
the proposed fusion network, which outperforms five representative algorithms. Furthermore, the ablation study 
underscores the benefits of knowledge fusion and occupant-building interaction information, showing that the 
proposed fusion network can enhance the occupancy estimation accuracy by 3.47 % to 9.24 %.   

1. Introduction 

In 2021, the operation of buildings accounted for 30 % of global final 
energy consumption and 27 % of total energy sector emissions [1]. To 
align with the Net Zero Scenario, by 2030, the emissions from building 
operations need to reduce by more than half. The reduction requires 
significant efforts to develop efficient and intelligent technologies for all 
end uses, including leveraging the potential of occupant behavioral 
changes [2]. One of the main targets of building service is to provide a 
comfortable and healthy indoor environment for occupants. Real-time 
occupancy information is an essential input for the control systems of 
intelligent buildings, including lighting, heating, ventilation, and air 
conditioning [3,4]. Accurately estimating the occupancy information 
can be beneficial to predict energy consumption [5]. Furthermore, 
occupant-centric building operations can effectively improve the energy 
efficiency [6–9] and space use efficiency [10] of buildings. 

The presence and number of occupants are the basic occupancy in
formation that needs to be estimated in intelligent buildings [11–14]. In 
the past few decades, many methods have been developed for real-time 
occupancy estimation. Passive infrared (PIR)-based motion sensors are 

the most common approach to infer occupancy. But motion sensors are 
limited by the detection distance and also are hard to sense static oc
cupants. Camera-based occupancy estimation has attracted researchers 
in computer engineering because of its high accuracy [15–17]. However, 
Camera-based occupancy estimation suffers from privacy issues and 
difficulty in expensive computation and deployment [12]. Non-intrusive 
occupancy estimation refers to indirectly inferring occupancy by data 
mining algorithms from the interactions between occupants and build
ings [18–21], such as the indoor environment and the energy use of 
various electric appliances. In particular, recently, indoor environment 
quality and plug electricity use have begun to be widely monitored due 
to the popularity of the concept of the Internet of Things [22]. Non- 
intrusive occupancy estimation can leverage the existing sensors and 
achieve reliable accuracy with fewer extra costs and privacy issues. 
However, due to the indirectness of non-intrusive occupancy estimation, 
the relationship between occupancy and sensor data can be complicated. 
Therefore, it is essential to develop data mining algorithms with high 
accuracy and universality for non-intrusive occupancy estimation. 

The data mining algorithms for non-intrusive occupancy estimation 
include shallow machine learning and deep learning algorithms. The 
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objective is to build a relationship between the occupancy and the fea
tures that can be extracted manually from raw sensor data or automat
ically learned through deep learning algorithms. For shallow machine 
learning, because the raw sensor data can be noisy and not representa
tive well for occupancy estimation, data preprocessing and feature 
extraction are necessary before the inference [23–27]. The important 
features can be manually extracted from statistical and temporal do
mains. After carefully obtaining some informative handcrafted features, 
shallow machine learning algorithms can be employed to estimate the 
occupancy. With the rapid development of artificial intelligence, deep 
learning is another powerful choice for non-intrusive occupancy esti
mation. Instead of manual feature engineering, deep learning algorithms 
are able to automatically learn representative features and estimate 
occupancy from raw sensor data. In particular, convolutional neural 
networks (CNN) can extract robust local features [28–31]. Since the 
sensor data and occupancy are sequential with temporal dependencies, 
recurrent neural networks (RNN) are a popular choice [28,29,32–35], 
especially long short-term memory (LSTM). 

However, certain limitations persist when applying data mining al
gorithms to achieve nonintrusive occupancy estimation. These limita
tions are succinctly summarized as follows:  

• While RNN-based deep learning algorithms have demonstrated their 
efficacy in nonintrusive occupancy estimation, they may not 
consistently surpass the performance of shallow machine learning 
employing carefully designed handcrafted features [32]. This in
dicates that certain handcrafted features, enriched with domain 
knowledge, can indeed convey supplementary information for oc
cupancy estimation. 
• Numerous investigations into fusion models for occupancy estima

tion merely explore distinct combinations of sensor features 
[18,27,36], thus warranting a more comprehensive exploration of 
fusion strategies at higher feature levels.  
• Many studies tend to disregard the influence of occupant-building 

interactions on non-intrusive occupancy estimation [23,28,37,38]. 
These interactions encompass factors like the state of windows and 
doors, as well as the operation of air-conditioning (AC) systems. 
Notably, these studies often employ simplified closed-room setups, 
which may not accurately reflect real-world scenarios. The omission 
of these interactions has the potential to introduce variations in the 
relationships between occupancy information and the indoor envi
ronment. Consequently, it is imperative to incorporate these in
teractions into the modeling and analysis process to ensure a more 
accurate and holistic understanding of occupancy patterns. 

To solve the limitations above, the contributions of this study are 
listed as follows.  

• A novel knowledge fusion network is proposed for non-intrusive 
occupancy estimation within buildings. The proposed network in
tegrates knowledge from two distinct streams, i.e. automatic 
knowledge stream from a deep architecture and handcrafted 
knowledge stream from a shallow network with informative hand
crafted features.  
• Diverse fusion modules are explored in this study, thereby refining 

and optimizing the architecture of the knowledge fusion network 
tailored specifically for occupancy estimation. This rigorous inves
tigation into fusion strategies aims to extract the most advantageous 
synergies between different knowledge streams.  
• The effectiveness of the proposed network is rigorously validated 

using a dataset from the ASHRAE Global Occupant Behavior Data
base, which is collected from an office environment. This dataset 
encompasses a comprehensive range of indoor environmental pa
rameters, occupant-building interactions, and contextual informa
tion, providing a robust foundation for assessing the network’s 
performance. 

Table 1 
The representative studies on nonintrusive occupancy estimation using data 
mining algorithms.  

Ref. Input Feature 
Extraction 

Feature 
selection 

Algorithm 

[39] CO2, CO, 
TVOC, Relative 
humidity 
PM2.5, 
Acoustics 

First-order 
difference, 
Second-order 
difference, 
First-order 
shifted 
difference, 20- 
min moving 
average 

Filter based on 
relative 
information gain 
(RIG) 

SVM, ANN, 
HMM 

[26] CO2, Relative 
humidity, 
Temperature, 
Pressure 

First-order 
shifted 
difference, 
Second-order 
difference, 
moving average 

Wrapper-based 
ranking, 
Filter–wrapper 
hybrid 
algorithm based 
on RIG 

ELM 

[27] CO2, Relative 
humidity, 
Temperature, 
Pressure 

First-order 
difference, 
Second-order 
difference, 
First-order 
shifted 
difference, 5- 
min moving 
average, 10-min 
moving 
average. 

ELM-based 
wrapper 

ELM, SVM, 
ANN, K-nearest 
neighbors 
(KNN), 
Classification 
and regression 
tree (CART) 

[45] CO2, Relative 
humidity, 
Temperature, 
Pressure 

First-order 
difference, 
Second-order 
difference, 
First-order 
shifted 
difference, 15- 
min moving 
average, 

Filter-based on 
RIG 

IHMM-MLR 

[25] CO2, Relative 
humidity, 
Temperature, 
Pressure 

First-order 
difference, 
Second-order 
difference, 
First-order 
shifted 
difference, 
moving 
average, 
frequency 
domain data 

Local Receptive 
Fields with 
random weights. 

ELM 

[43] Temperature, 
Humidity, 
Derived 
humidity ratio, 
Light, CO2 

Time average, 
First order 
differences 

– HMM 

[28] CO2, Relative 
humidity, 
Temperature, 
Pressure. 

– – CDBLSTM 

[18] CO2, TVOC, 
Temperature, 
Relative 
humidity 

Moving 
average, 
Moving sample 
variance, First 
derivative, 
Second, 
derivative 

Correlation- 
based filter 

Naïve Bayes 
(NB), KNN, RF, 
Decision tree, 
ZeroR, JRip 

[33] Wi-Fi 
connections 

Time-series 
decomposition 

– RF, ANN, LSTM 

[29] AMI data – – CNNBiLSTM 
[36] Wi-Fi access 

points, CO2, 
PIR 
motion, Plug 
and light 
electricity load 

– – Linear 
regression, 
ANN 

(continued on next page) 
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• To establish the superiority of the proposed network, a thorough 
comparison is conducted against five representative models sourced 
from pertinent studies. Additionally, an ablation study is performed 
to meticulously dissect and evaluate the individual impacts of 
various network components on overall model performance. 

The rest of the paper is organized as follows. Section 2 reviews and 
summarizes current studies on data mining approaches for nonintrusive 
occupancy estimation in buildings. Section 3 introduces the proposed 
knowledge fusion network for nonintrusive occupancy estimation. Sec
tion 4 describes the experiment, including the dataset and model setup. 
Section 5 presents the results and discussions. Section 6 concludes this 
paper and provides future research directions. 

2. Related works 

This section provides a literature review of data mining algorithms 
for nonintrusive occupancy estimation from three main perspectives, 
including model input, feature engineering, and model selection. The 
summary of the representative studies is presented in Table 1. 

Due to the impact of occupants on the indoor environment, the most 
common input is indoor environmental sensor data. Dong et al., [39] 
presented an ambient sensor network that measured many indoor 
environment parameters to detect the presence of occupants, including 
indoor carbon dioxide (CO2), carbon monoxide (CO), total volatile 
organic compounds (TVOC), PM2.5, temperature, and acoustics. Chen 
et al., [40] proposed a light-emitting diode (LED) light sensor-based 
occupancy estimation system, which can infer the occupancy level 
using the variance of diffusion reflection caused by the presence of oc
cupants. Candanedo et al., [41] detected occupancy in an office using 
data from light, temperature, humidity, and CO2 sensors. Also, consid
ering the occupants’ activities in the buildings, electricity consumption 
and Wi-Fi connections also can be effective indicators of indoor occu
pancy information. Wang et al., [33] inferred occupant counts from the 
number of Wi-Fi-connected devices for long-term and short-term 
connection in an office building. Hobson et al., [36] developed an im
plicit occupancy sensing using Wi-Fi access points, CO2 sensors, PIR 
motion detectors, and plug and light electricity load meters in an aca
demic building. Notably, some occupant-building interactions might 
impact the relationship between the indoor environment and occupancy 
information, such as opening and closing doors and windows, and 
operating AC systems. Fajilla et al., [42] improved the performance of 
occupancy estimation with both indoor environmental parameters and 
information about occupant-building interactions, such as window and 
door status, and AC system use. Zhou et al., [19] designed an algorithm 

to recognize the occupant presence by indirectly detecting the usage 
information of light and AC systems. Candanedo et al., [43] also found 
the performance of occupancy estimation could be affected when oc
cupants opened the windows or doors. 

Many data mining algorithms have been established successfully for 
non-intrusive occupancy estimation in buildings, which can be roughly 
classified into two categories: shallow machine learning and deep 
learning algorithms. The popular shallow machine learning algorithms 
include support vector machine (SVM) [39], artificial neural network 
(ANN) [36], extreme learning machine (ELM) [24,44], decision tree 
[41,42], random forest (RF) [23,32,38,41], hidden Markov model 
(HMM) [39,45], and so on. Notably, the raw sensor data usually has 
random noise and can be less directly informative for occupancy esti
mation. Thus, manual feature engineering is necessary and beneficial 
before inferring occupancy using shallow machine learning algorithms. 
Candanedo et al., [43] proposed a methodology based on HMM, where 
the time average was applied to remove noise and spikes in the raw 
indoor environment sensor data, and then the first-order difference was 
extracted before modeling. Chen et al., [27] proposed a framework to 
estimate occupancy based on ELM-based wrapper feature selection, 
where the important features were extracted from environment pa
rameters, such as the first-order difference, second-order difference, 
first-order shifted difference, moving average, and shifted difference. 
These features have proven to be effective representatives and widely 
used in many studies. Mustafa et al., [24] developed a novel framework 
with hybrid feature-scaled ELM based on similar extracted features. 
Zimmermann et al., [18] also applied correlation-based feature selection 
to identify the important features and performed a comparison of seven 
supervised machine learning algorithms. 

Deep learning algorithms are considered a powerful technique to 
model the nonlinear relationship between sensor data and occupancy 
information. In particular, deep learning architecture can automatically 
learn the significant features from raw sensor data without human 
intervention. Also, due to the temporal dependency, RNN can effectively 
capture significant information from occupancy and sensor data. Chen 
et al., [28] proposed a convolutional deep Bi-LSTM (CDBLSTM) 
approach for building occupancy estimation that contains an automatic 
feature learning process for environmental sensor data. Feng et al., [29] 
developed a convolutional neural network with Bi-LSTM (CNNBiLSTM) 
to detect occupancy from advanced metering infrastructure (AMI) data. 
Mohammadabadi et al., [31] proposed CNN-XGBoost to detect occu
pancy based on environmental data in a residential building, where the 
high-level features extracted by CNN were fed into XGBoost to classify 
occupancy. Tekler et al., [46] used five different deep learning archi
tectures for occupancy prediction in an office, library, and lecture room, 
including deep neural network (DNN), LSTM, Bi-LSTM, Gated Recurrent 
Unit (GRU), and Bi-directional GRU (Bi-GRU). 

However, deep learning algorithms cannot always achieve the best 
performance for nonintrusive occupancy estimation. Huchuk et al., [32] 
found that RF outperformed the LSTM network when predicting occu
pancy using thermostat data. Wang et al., [33] also found RF was better 
than the LSTM network for inferring occupancy using Wi-Fi connections. 
Therefore, the knowledge automatically extracted from deep learning is 
not enough and the handcrafted knowledge from shallow machine 
learning may contain additional information for occupancy estimation. 
It is highly motivated to improve the performance of nonintrusive oc
cupancy estimation by integrating the two pieces of knowledge in a 
reasonable way. Notably, even though some studies have mentioned 
fusion models for nonintrusive occupancy estimation [18,27,36,47], 
their focus has predominantly revolved around diverse feature-level 
combinations, which is insufficient. 

3. Methodology 

In this section, the overview of the proposed knowledge fusion 
network for non-intrusive occupancy estimation is presented. Then, the 

Table 1 (continued ) 

Ref. Input Feature 
Extraction 

Feature 
selection 

Algorithm 

[19] CO2, 
Temperature, 
Relative 
humidity, 
Noise, 
Illuminance 

– – C4.5 decision 
tree, Curve 
description 

[23] CO2 Wavelet 
denoising 

– Multi-grained 
cascade forests 
(GcForest) 

[42] Temperature, 
Relative 
humidity, CO2, 
TVOC, Power, 
Door state, 
Window state, 
AC operation 

– – Law of Total 
Probability 
(LTP), Naïve 
Bayes classifier 
(NB), CART 

[31] CO2, Relative 
humidity, 
Temperature 

– – CNN-XGBoost  
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details of the automatic knowledge stream and the handcrafted knowl
edge stream are introduced respectively. Finally, the knowledge fusion 
modules implemented in this work are demonstrated. 

3.1. Overview of the proposed knowledge fusion network 

For non-intrusive occupancy estimation in buildings, the main pur
poses are, first, to extract representative and informative features from 
raw sensor data, and second, to map the complicated and indirect 
relationship between the extracted features and occupancy. The pro
posed knowledge fusion network is presented in Fig. 1. The sensor data 
are from the indoor environment and electricity usage. In the proposed 
network, the raw sensor data are fed directly into a deep learning ar
chitecture, which includes a convolutional network and a Bi-LSTM 
network. The convolutional network can obtain compressed local fea
tures and the Bi-LSTM network can learn the temporal dependencies of 
the local features. Then, a fully connected network can seek a high-level 
representation of automatic features for occupancy estimation. Mean
while, according to expert knowledge, the handcrafted features of the 
raw sensor data are extracted from the statistical and temporal domains. 
The information on occupant actions also is added to the handcrafted 
knowledge stream, which can help modify the impact of occupant- 
building interactions on non-intrusive occupancy estimation. To 
remove the redundant information, a feature selection is conducted to 
determine the most informative handcrafted feature combination. And 
then, the feature combination is fed into another fully connected 
network to obtain abstract handcrafted features. Finally, to take full 
advantage of information from the two knowledge streams, the 

automatic feature and the handcrafted feature are combined to form a 
complete feature, which will be fed into a fully connected classifier to 
estimate the final occupancy. 

3.2. Automatic knowledge stream 

In the automatic knowledge stream, a widely used deep architecture, 
the convolutional network with Bi-LSTM (CNN-BiLSTM) [28,29], is 
utilized to obtain the automatic feature for occupancy estimation. The 
convolutional network is applied for directly extracting the local fea
tures from the raw sensory data, while the Bi-LSTM network is used to 
encode and learn the temporal dependencies of the local features in two 
directions, including forward and backward. The details of the con
volutional network and the Bi-LSTM network are introduced as follows. 

The convolutional network usually consists of two main components, 
a convolutional layer and a pooling layer. The convolutional layer can 
extract multiple representative output features. Since the sensory data 
from both the indoor environment and electricity usage are sequences, a 
one-dimension convolution (1D-CNN) kernel is utilized in the convolu
tional layer. The pooling layer is used to further compress and down- 
sample the dimension and parameter quantity of the previous output 
feature. A widely used max-pooling layer is used in this work. The raw 
sensory data is assumed to be X(i)r×d, where r is the length of sequence, d is 
the number of sensors, and i denotes i-th 1D convolution kernel. The 1D 
convolution operation can be described as follows. 

C(i)l′×d′ = θ
(

W(i)
l×d ⊕ X(i)r×d +B(i)

)
(1)  

Fig. 1. The Overview of the proposed knowledge fusion network for nonintrusive occupancy estimation.  

Fig. 2. The illustration of the Bi-LSTM network.  
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where ⊕ represents the concatenation operator; W(i)l×w represents the 
weight of the i-th 1D convolution kernel; l is the length of the 1D 
convolution kernel; B(i) represents the bias of i-th 1D convolution kernel; 
C(i)l′×d′ is the output feature after 1D convolutional operation; l′ is the 

length of the output feature; d′ is the width of the output feature; θ( • ) is 
the nonlinear activation function that is a rectified linear unit (ReLU) 
function in this work. 

RNN is designed to understand temporal dependencies in time series 
and has been successfully utilized for sequence modeling, such as non- 
intrusive occupancy estimation. However, the vanilla RNN suffers 
from the problem of gradient disappearance and long-term memory 
deficiency in the processing of long sequence data. To solve this prob
lem, the LSTM network was proposed to be a memory cell. LSTM can 
capture long-term dependencies because three gates are designed to 
allow or prevent the passing of information along the sequence. 
Furthermore, the Bi-LSTM was proposed to take past and future contexts 
into consideration. Therefore, Bi-LSTM can be more powerful for 
capturing time dependencies in two directions: directions: forward and 
backward. The demonstration of the Bi-LSTM is presents in Fig. 2. The 
computation process of the forward direction can be formulated as 
follows. 

h
→
(t) = f

(
x→(t), h

→
(t − 1),ω

)

where i
→
(t), f
→
(t), g→(t), and o→(t) represent the gates for input, forget, 

memory cell, and output at the time t, respectively; h
→
(t) and c→(t)

represent the hidden and cell state at the time t; σ( • ) represents the 
sigmoid function and ⊙ denotes the Hadamard product; ω represents the 
learnable weights. 

Similar to the forward direction, the computation process of the 
backward direction is as follows. 

h
←
(t) = f

(
x←(t), h

←
(t + 1),ω

)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i←(t) = σ
(

ω←ii x→(t) + ω←hi h
←
(t + 1)

)

f
←
(t) = σ

(

ω←if x→(t) + ω←hf h
←
(t + 1)

)

g←(t) = tanh
(

ω←ig x→(t) + ω←hg h
←
(t + 1)

)

o←(t) = σ
(

ω←io x→(t) + ω←ho h
←
(t + 1)

)

c←(t) = f
←
(t) ⊙ c←(t + 1) + i←(t) ⊙ g←(t)

h
←
(t) = o←(t) ⊙ tanh( c←(t) )

(3)  

Finally, two outputs from two directions, o→(t) and o←(t), will be com

bined to obtain the complete representation from the Bi-LSTM as fol
lows. 

ofinal(t) = o→(t)+ o←(t) (4)  

3.3. Handcrafted knowledge stream 

For non-intrusive occupancy estimation, the raw sensory data may 
be noisy, which cannot be fed directly into shallow machine learning. 
Thus, manual feature engineering is necessary before occupancy esti
mation. Manual feature engineering contains two steps, feature extrac
tion and feature selection. After that, the most informative feature 
combination will be fed into a fully connected network to obtain more 
abstract features. 

Feature extraction is to obtain more representative and informative 
features of indoor occupancy, according to expert knowledge. In this 
work, the features are extracted from the statistical and temporal do
mains of the raw sensory data, shown in Table 2. The 15-min moving 

average (ma) is a common statistical feature that takes into account the 
time delay of the indoor environment parameters. The first-order dif
ference (fd), the second-order difference (fd2), and the first-order shifted 
difference (fds) are also widely used to capture the temporal variances in 
the environmental data. These four features have proven effective to 
provide valuable information for occupancy estimation 
[18,24,27,41,45]. Therefore, we believe the information in these fea
tures can be a valuable supplement to the feature learned by the deep 
learning structure. Furthermore, the occupant-building interactions will 
significantly impact the relationship between the indoor environment 
and occupancy [19,41,42]. For example, the state of windows will 
impact the indoor environment. The model for occupancy estimation in 
a closed room cannot be simply applied in the situation of a room with 
an open window. The features representing the interactions can help 
modify the information and improve the model for occupancy estima
tion. Thus, three features representing the interactions are also supplied 
to the handcrafted feature stream, including the state of the window, the 
state of the door, and the state of the AC systems. after the feature 
extraction, to remove the redundant information and select the best 
feature combination, a filter-based feature selection is conducted. The 
filter-based feature selection quickly assesses the features using common 
criteria, named Information Gain [39]. 

Table 2 
the handcrafted features extracted from the statistical and temporal domains.  

Feature Description 

15-min moving average ma(t) =
(∑t

j=t− 14raw(j)
)/

15 

First-order difference fd(t) = raw(t) − raw(t − 1)
Second-order difference fd2(t) = fd(t) − fd(t − 1)
First-order shifted difference fds(t) = raw(t) − raw(t − 2)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i→(t) = σ
(

ω→ii x→(t) + ω→hi h
→
(t − 1)

)

f
→
(t) = σ

(

ω→if x→(t) + ω→hf h
→
(t − 1)

)

g→(t) = tanh
(

ω→ig x→(t) + ω→hg h
→
(t − 1)

)

o→(t) = σ
(

ω→io x→(t) + ω→ho h
→
(t − 1)

)

c→(t) = f
→
(t) ⊙ c→(t − 1) + i→(t) ⊙ g→(t)

h
→
(t) = o→(t) ⊙ tanh( c→(t) )

(2)   
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3.4. Knowledge fusion modules 

To make full use of the valuable information from both the automatic 
knowledge stream and the handcrafted knowledge stream, four different 
fusion modules are implemented in the proposed knowledge fusion 
network and compared in the experiments, shown in Fig. 3. 

a) Addition fusion: an intuitive approach to combining the two 
streams is to conduct an element-wise addition operation to merge the 
learned features from the two streams. The dimensions of the two 
learned feature vectors must be the same and the fusion feature vector 
will remain the same shape after the addition operation. The process is 
defined as follows. 

fout = fa(Xraw) + fh(Xh)# (5)  

where fa(Xraw) indicates the learned feature vector from the raw sensory 
data through the automatic feature stream; fh(Xh) represents the learned 
feature vector from the handcrafted features through the handcrafted 
feature stream. 

b) Concatenation fusion: different from the previous fusion modules, 
this fusion operation will directly concatenate the learned features 
together. The dimension of the fusion feature vectors will increase and 
be equal to the sum of the dimensions of the learned features from two 
streams. 

fout = fa(Xraw) ⊕ fh(Xh) (6) 

c) Average fusion: another intuitive approach to combining the two 
streams is to weight sum the fusion feature from the learned features 
from the two streams. In this work, the same weight is given to the two 
learned features, so-called average fusion. Similar to the addition fusion, 
the dimensions of the two learned feature vectors must be the same and 
the fusion feature vector also remains the same. The process can be 
formulated as follows. 

fout = Avg(fa(Xraw), fh(Xh)) (7) 

d) Final average fusion: the simplest fusion method to integrate the 
knowledge from both streams is a weighted sum of the estimated oc
cupancy. Different from the previous three fusion modules, the two 
knowledge streams are trained separately in the final fusion. When 
estimating the final occupancy, the fusion network computes the 
average of the occupancy estimated by the two knowledge streams, 
which can be formulated as follows. 

Ofinal = Avg(Oa(f a(Xraw)),Oh(fh(Xh))) (8) 

where Oa, Oh, and Ofinal are the occupancy estimated by the auto
matic knowledge stream, the handcrafted knowledge stream, and the 
final fusion network respectively. When the final occupancy was not an 
integer, the rounding operation would be applied. 

4. Data preprocessing and model setting 

4.1. Data description and preprocessing 

An open dataset from the ASHRAE Global Building Occupant 
Behavior Database [48] is used to verify the effectiveness of the pro
posed knowledge fusion network for non-intrusive occupancy estima
tion. The dataset used in this work was collected in an office building of 
the University of Calabria located in Southern Italy, whose collection 
details can be found in [42,49]. The climatic condition is Mediterranean 
hot-summer climate. The dataset contains the number of occupants in 
the office, as well as the indoor environment (indoor air temperature, 
indoor air relative humidity, CO2, and TVOC), the electricity usage, the 
occupant actions (window state, door state, and AC operations), and the 
contextual information (Hour of day). The initial resolution of the 
dataset is one minute. 

In this work, due to too many missing values, the indoor air relative 
humidity was not used. Also, the office was only occupied during 
working time. To balance the estimation target, i.e., the number of oc
cupants, and avoid too many unoccupied samples, the experiments were 

Fig. 3. The illustration of the fusion modules: (a) Addition fusion, (b) Concatenation fusion, (c) Average fusion, and (d) Final average fusion.  
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based on the data from 8 am to 9 pm on the working days. The data from 
May 13th to July 3rd, 2016 were selected as the training set, and the 
data from July 4th to July 8th, 2016 were used as the testing set. During 
the collection, the hourly average outdoor temperature in the coldest 
day (May 13th, 2016) was from 16.1 ℃ to 21.7 ℃ while in the hottest 
day (July 8th, 2016) was from 23.3 ℃ to 29.4 ℃, which are provided by 
“Centro Funzionale Multirischi della Calabria’ of the ‘Agenzia Regionale 
per la Protezione dell’Ambiente della Calabria (Arpacal)” (https:// 
www.cfd.calabria.it).The testing set (five working days) is presented 
in Fig. 4. Due to the delay of the indoor environment and the slow 
response of the building control systems, 15-minute resolution of the 
data would be adequate [50]. Thus, the number of occupants was 
transferred into 15-minute resolution by averaging. When the averaging 
occupancy was not an integer, the rounding operation would be applied. 
Thus, as illustrated in Fig. 4, it is important to note that the temporal 
granularity utilized varies across different data categories. The indoor 
environment (indoor air temperature, indoor air relative humidity, CO2, 
and TVOC), the electricity usage, and the occupant actions (window 
state, door state, and AC operations) are presented at a minutely time 
resolution with 3750 samples. The occupancy is aggregated over a 15- 
minute time interval with 250 samples. 

4.2. Model setup and evaluation 

Since the occupancy resolution is 15 min and the raw sensory data is 
recorded every minute, the length of sequence r is 15 for the 1D CNN. In 

the proposed network, for the automatic feature stream, the filter 
number, window size, and pooling size of the convolutional network are 
32, 3, and 2, respectively. Then, a one-layer Bi-LSTM network with the 
hidden size of 32 is chosen. The fully connected networks in both two 
streams are with a size of [100, 10] and a ReLU activation function so 
that the dimension of the automatic feature vector and the handcrafted 
feature vector is 10. After the fusion module, the fully connected 
network with a hidden neuron size of 10 is adopted before the final 
softmax classification for occupancy estimation. Also, the dropout layer 
is applied for data argumentation and to prevent the overfitting issue in 
the proposed network, where the dropout rate is set to 0.5. The final and 
optimal hyperparameters are determined by running several configu
rations. In the training process, the batch size is 32 and the epoch 
number is 200. The optimizer is Adam and the target training loss is 
cross-entropy. The experiments are performed in Python and the pro
posed information fusion network is achieved using Keras. The experi
ments are conducted in a personal computer with an Intel® CoreTM i5- 
1135G7 central processing unit, 2.4 GHz processor, and a memory size 
of 32G. 

To assess the performance of the proposed model, three widely-used 
metrics were applied to compare the estimation results [23,28,45], 
including estimation accuracy (EA), mean absolute error (MAE), and 
detection accuracy (DA). EA represents the accuracy for estimating the 
number of occupants. MAE represents the error between the estimated 
and actual number of occupants. DA represents the accuracy for 
detecting the presence and absence of occupants, which is useful to the 

Fig. 4. The illustration of the testing set (five working days) in this work.  
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light control systems. The calculation of metrics is as follows. 

EA =
∑n

k=1χ(ok − ôk )

n
(7)  

MAE =
∑n

k=1|ok − ôk |

n
(8)  

DA =
n(p,p) + n(a,a)

n
(9)  

where ok is the ground truth of the number of occupants in the office at 
time k; ôk is the estimated number of occupants; n is the number of 

samples; χ(ok − ôk) =

{
1, ifok − ôk = 0

0, otherwise ; n(p,p) is the number of samples 

that both the estimated occupancy and the ground truth are “presence”; 
n(a,a) is the number of samples that both the estimated occupancy and 
the ground truth are “absence”. 

5. Results and discussion 

5.1. Results of handcrafted feature engineering 

Before training the information fusion network, manual feature en
gineering is conducted to select the most informative feature combina
tion as inputs in the handcrafted information stream. First, the extracted 
handcrafted features are presented in Table 3. Here, ‘Temp_ma’, 
‘Temp_fd’, ‘Temp_fd2′, and ‘Temp_fds’ refer to the moving average 
feature, the first-order difference feature, the second-order difference 
feature, and the first-order shifted difference feature of temperature 
respectively, and so forth. Furthermore, the information gain of each 
handcrafted feature to occupancy is calculated to select important 

features, presented in Fig. 5. The extracted features are sorted by the 
absolute values of the information gain. Among indoor environmental 
parameters, ‘CO2_ma’ is the most important feature for occupancy esti
mation, followed by ‘Temp_ma’. Also, some features representing the 
occupant-building interactions are important, such as ‘Window state’ 
and ‘AC operation’, which affect the indoor environmental parameters. 
But ‘Door state’ shows its low importance, probably because the opening 
time of the door is very short. Due to the regularity of occupant activities 
in the office, the contextual information (Hour of Day) also is a useful 
feature. Finally, the top nine handcrafted features are selected and they 
are in bold in Table 3. The selected handcrafted features will be fed into 
the handcrafted knowledge stream in the proposed network to estimate 
real-time occupancy. 

5.2. Results of different fusion modules 

To effectively integrate the two knowledge streams, four fusion 
modules are implemented and the results of the proposed network with 
different fusion modules are presented in Table 4. Overall, in the 
training set, the performance of the four fusion modules is similar, where 
the average fusion obtains slightly better results on EA and DA. In the 
testing set, the proposed network with the addition fusion obtains the 
highest DA, which means that it can accurately detect the presence and 
absence of occupants in the buildings. The final fusion is significantly 
worse than other fusion modules because it is essentially the simplest 
bagging ensemble learning with equal weights to the results of the two 
knowledge streams, which cannot effectively integrate the information. 
The proposed network with the average fusion achieves the best per
formances generally. Thus, the proposed network with the average 
fusion will be used for performance comparison with other models. 

Table 3 
The handcrafted features extracted by manual feature engineering.  

Raw data Handcrafted features 

Temperature Temp_ma, Temp_fd, Temp_fd2, Temp_fds 
CO2 CO2_ma, CO2_fd, CO2_fd2, CO2_fds 
TVOC TVOC_ma, TVOC_fd, TVOC_fd2, TVOC_fds 
Power Power_ma, Power_fd, Power_fd2, Power_fds 
Window status Window status 
Door status Door status 
AC operation AC operation 
Hour of days Hour of days  

Fig. 5. The Information Gain ranking of the handcrafted features.  

Table 4 
The results of the proposed network with different fusion modules.   

Training set Testing set 

EA (%) MAE DA 
(%) 

EA (%) MAE DA 
(%) 

Addition Fusion  76.75  0.278  97.10  68.08  0.358  91.54  

Average Fusion  77.68  0.270  97.87  74.62  0.280  90.00 
Concatenation 

Fusion  
77.34  0.273  97.61  69.62  0.338  91.19 

Final Fusion  75.55  0.265  90.89  64.23  0.408  85.77  
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Fig. 6. The performance of different models for nonintrusive occupancy estimation, (a) EA, (b) MAE, and (c) DA.  

Fig. 7. The occupancy estimation results of different models.  
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5.3. Performance comparison with other models 

In this section, to assess the performance for nonintrusive occupancy 
estimation, the proposed knowledge fusion network is compared with 
other representative models in previous studies, including SVM [39], 
CART [41], RF [32,33], CDBLSTM [28,30], and Bi-GRU [46]. Since 
SVM, CART, and RF are shallow machine learning models and could not 
automatically extract features, the selected handcrafted features would 
as inputs for these three models. CDBLSTM and Bi-GRU are state-of-the- 
art deep learning algorithms that would directly process the raw sensor 
data. 

The performance for nonintrusive occupancy estimation of these 
models is presented in Fig. 6. Overall, the proposed fusion network 
achieves the best performance with EA of 74.62 % and MAE of 0.28. 
Meanwhile, SVM obtains the highest DA and performs better than the 
CDBLSTM and Bi-GRU on all the metrics. We notice that CDBLSTM and 
Bi-GRU contain three layers of RNN, which makes the over-complexity 
of these two models that causes the overfitting problem. This also 
means that even though deep learning algorithms have powerful auto
matic feature learning abilities, they cannot replace shallow machine 
learning and manual feature learning, indicating that it is worth inte
grating the knowledge from both deep learning and shallow machine 
learning. Also, compared to CART, RF obtains better performance in 
occupancy estimation because it is an ensemble learning algorithm 
made up of multiple decision trees in an effective way. 

The occupancy estimation results of different models are presented 
in Fig. 7. SVM obtains a stable estimation while ignoring many details of 
occupancy changes. CART, RF, CDBLSTM, and Bi-GRU generate many 
fluctuations. Furthermore, the shallow machine learning algorithms 
miss the peak occupancy on the third day, which deep learning algo
rithms can estimate accurately. The discrepancy may arise due to the 
challenge in accurately capturing the dynamics of indoor environment 

parameters, despite the extraction of crucial handcrafted features of raw 
sensor data in statistical and temporal domains through manual feature 
engineering. This difficulty often leads to an incomplete representation 
of the intricate nuances within the indoor environment, consequently 
overlooking vital occupancy-related information. Also, CDBLSRM and 
Bi-GRU cannot accurately the first arrival time on the first day. This 
might be misled by the low electricity use and the unusual changes in 
indoor environment parameters, such as temperature, CO2, and TVOC, 
which are obviously affected by the opening of windows in the office. 
These two deep learning algorithms ignore these parameters repre
senting the occupant-building interactions. The confusion matrix of 
different models for occupancy estimation is presented in Fig. 8. The 
proposed fusion model achieves a significant improvement in the pre
cision rates, which are the number on the diagonal. Overall, the pro
posed fusion network performs the best occupancy estimation through 
effectively integrating the knowledge from shallow machine learning 
and deep learning algorithms. 

Fig. 8. Confusion matrix of different models for occupancy estimation, (a) SVM, (b) CART, (c) RF, (d) CDBLSTM, (e) Bi-GRU, and (d) Proposed.  

Table 5 
The description of models for the ablation study.  

Model Description 

M1 Only automatic knowledge stream 
M2 Only handcrafted knowledge stream 
M3 Automatic knowledge stream (without the convolutional network) with 

handcrafted knowledge stream 
M4 Automatic knowledge stream with handcrafted knowledge stream (without 

the occupant actions features) 
M5 Automatic knowledge stream with handcrafted knowledge stream (without 

the manual feature selection)  
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5.4. Ablation study 

To further demonstrate the effectiveness of the proposed fusion 
network and the contribution from each component, an ablation study is 
conducted in this section. The ablation study is a crucial method to 
understand the influence of each component and investigate the 
causation of these parts in the complicated network. 

The models proposed for the ablation study are presented in Table 5 
and their performances for nonintrusive occupancy estimation are 
shown in Fig. 9. Generally, the automatic knowledge stream out
performs the handcrafted knowledge stream. Removing the convolu
tional network would lose the ability to automatically extract the robust 
local features and the EA decreases to 66.92 %. Removing the manual 
feature selection would make the handcrafted features redundant and 
the EA slightly decreases to 71.15 %. Also, the network without the 
occupant actions features would significantly affect occupancy estima
tion, whose EA would decrease to 65.38 % and MAE would increase to 
0.396. In summary, integrating the knowledge in a reasonable way can 
effectively improve occupancy estimation performance. Through 
assessing the contribution from each component, the improvement of 
the EA is by 3.47 % to 9.24 %, the reduction of the MAE is by 0.051 to 
0.155, and the improvement of the DA is by 0.77 % to 5.38 % in the 
proposed fusion network. 

5.5. Contribution, limitation, and future direction 

The core goal of nonintrusive occupancy estimation: obtaining 
valuable occupancy insights through the utilization of the existing sen
sors without imposing additional privacy concerns or substantial costs. 
Indeed, over the past decade, numerous studies have substantiated the 
correlation between the existing sensor data and occupancy, establish
ing a foundation for advancing the field of nonintrusive occupancy 
estimation. As we shift focus toward maximizing the utilization of this 
sensor-derived information, algorithm development emerges as a cen
tral research emphasis. The primary goal is to effectively transform raw 
sensor data into accurate and meaningful occupancy estimates. 

The main contribution of this study is to underscore the efficacy of 
high-level knowledge fusion in enhancing the accuracy of occupancy 
estimation. Notably, the impact of occupant-building interactions on 
estimation accuracy, particularly concerning actions such as window 
openings and AC operations, has been clearly demonstrated. These in
sights emphasize the need to account for these interactions in pursuit of 
improved accuracy. 

However, it is crucial to recognize that the current study’s conclu
sions are rooted in data collected exclusively from an office setting 
during the summertime in Italy. Given the dynamic nature of outdoor 
factors such as temperature, CO2 levels, and TVOC concentrations 
throughout the day and across seasons, the influence of window open
ings can exhibit varying and even contradictory effects. Additionally, 

the modes and operations of AC systems can impart distinct impacts on 
the intricate interplay between occupancy and the indoor environment, 
varying across different seasons. 

In the future, advancing nonintrusive occupancy estimation involves 
two key directions: firstly, an extended and diversified data collection 
and testing approach encompassing various building types, settings, 
seasons, and occupant interactions is crucial to ensure the robustness 
and generalizability of findings. This comprehensive dataset will illu
minate the intricate relationships between occupancy and the indoor 
environment. Secondly, the development of advanced algorithms, such 
as data fusion and transfer learning, is pivotal for more accurate and 
adaptable occupancy estimation in real-world scenarios. These 
advanced algorithms will drive practical solutions for occupant-centric 
control strategies that enhance efficiency and comfort in the built 
environment. 

6. Conclusion 

In this study, we propose a novel knowledge fusion network for 
nonintrusive occupancy estimation in buildings. There are two knowl
edge streams in the proposed fusion network, so-called automatic 
knowledge stream and handcrafted knowledge stream. The automatic 
knowledge stream can directly process the raw sensor data by extracting 
the robust local features using the convolutional network. Then, the Bi- 
LSTM network is applied to obtain the temporal dependency in the local 
features and occupancy information. The handcrafted knowledge stream 
utilizes manual feature engineering to obtain handcrafted features from 
statistical and temporal domains of the raw sensor data. Then, these 
handcrafted features are fed into a fully-connected network after the 
feature selection. To investigate the most efficient method to integrate 
the knowledge from the two streams, four different fusion modules are 
discussed, including addition fusion, concatenation fusion, average 
fusion, and final fusion. 

The experiments are conducted on an open dataset collected from an 
office space, including indoor environment parameters, occupant- 
building interactions, and contextual information. The results show 
that the proposed fusion network with the average fusion module ach
ieves the best performance and outperforms five representative models 
in previous studies, including SVM, CART, RF, CDBLSTM, and Bi-GRU. 
The results also show that even though deep learning algorithms have 
powerful automatic feature learning abilities from raw sensor data, they 
cannot replace shallow machine learning and manual feature learning, 
indicating that it is worth integrating the knowledge from both deep 
learning and shallow machine learning for nonintrusive occupancy 
estimation. Moreover, the ablation study assesses the influence of each 
component, and the features representing the occupant-building in
teractions have the most significant impact on the performance of oc
cupancy estimation. The proposed fusion network achieves the 
improvement of the EA by 3.47 % to 9.24 %, the reduction of the MAE by 

Fig. 9. The performance of the models of the ablation study for nonintrusive occupancy estimation.  
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0.051 to 0.155, and the improvement of the DA by 0.77 % to 5.38 %. 
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