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A B S T R A C T   

Coda wave interferometry (CWI) holds promise as a technique for concrete stress monitoring. This is because the 
coda, which consists of multiply scattered arrivals, is the result of propagation through the medium over large 
distances. As such, it is sensitive to both minute structural changes and small velocity changes in that medium. 
Previous studies focusing on concrete have predominantly utilized the time-domain-based stretching technique 
to measure travel-time changes. There is, however, a lack of consensus on how to quantify these changes 
effectively. In this study, we conduct a systematic comparison between two techniques, namely the stretching 
technique and the wavelet cross-spectrum (WCS) technique, for measuring stress-induced velocity changes in a 
cylindrical concrete sample. Our comparison focuses on two key aspects: (i) stability against cycle skipping and 
(ii) consistency in retrieving velocity changes. Experimental results reveal that both the WCS technique and the 
stretching technique yield consistent velocity changes. In terms of stability, it is challenging to determine which 
technique performs better, due to differences in the mechanisms triggering cycle skipping. However, when 
considering waves with frequencies ranging from 50 kHz to 80 kHz, both techniques exhibit comparable per-
formance. Based on our findings, we offer the following recommendations for utilizing these CWI techniques in 
concrete stress monitoring: 

For the stretching technique, selecting the time window length based on the wave frequency and the expected 
magnitude of velocity change. 

For the WCS technique, operating it in the frequency band where spectral decomposition shows sufficiently 
high energy in the signal and can accommodate the expected magnitude of velocity change.   

1. Introduction 

Due to the prevalence of concrete in civil structures, monitoring and 
evaluating the structural health (often referred to as structural health 
monitoring or its acronym SHM) of concrete structures are receiving 
increased attention [1–4]. In this context, monitoring stress variations in 
concrete structures (both in time and space) is of vital importance. 
Among the existing methods for monitoring stress in concrete [5–8], 
elastic wave-based coda wave interferometry (CWI) is arguably the most 
promising. In particular, because of the coda’s high sensitivity to weak 
changes in the medium and its relatively large reach [9–12]. 

CWI exploits the coda of elastic waves; the underlying theory is 
described, to a considerable extent, in the articles [13,14]. The term 
coda, first proposed by Aki [15], refers to the tail of the seismograms and 

hence is synonymous with the ‘later-arriving multiply scattered waves’ 
[16]. The complex superposition of these scattered waves leads to an 
irregular waveform, which might appear as noise. However, coda waves 
are reproducible [9]. The high sensitivity of CWI can be explained by the 
long propagation path, which allows the effect of weak perturbations in 
the medium to be accumulated. In the context of structural health 
monitoring of concrete, such weak perturbations are usually the result of 
(i) the development of micro-cracks or (ii) stress changes. The former 
can be quantified using waveform changes [10,12,17], whereas the 
latter manifest themselves merely as travel time (or arrival-time) 
changes due to the acoustoelastic effect [18,19]. Here, it should be un-
derstood that this is a two-step process: the acoustoelastic effect leads to 
velocity changes in the medium, which in turn lead to travel time 
changes of elastic waves. In this article, the retrieval of stress-induced 
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velocity changes in concrete will be the main subject of investigation. 
Although CWI is a relatively new approach in the field of SHM, 

various attempts to retrieve stress-induced velocity changes in concrete 
have been reported. These attempts are summarized in Table 1, which 
shows that only time-domain-based techniques are adopted in the cur-
rent (SHM) literature and that there is no consensus on the ideal time 
window length. By exclusively relying on time-domain-based tech-
niques, the potential frequency dependence of the retrieved travel time 
changes is ignored and hence cannot be evaluated. And because the 
frequency is not a parameter in bulk wave acoustoelasticity [18–20], 
some researchers assume that the retrieved travel time change is a 
constant among different frequency components [21]. This has not been 
validated. In order to do so, it is crucial to utilize a frequency-domain- 
based technique to examine the stress-induced velocity changes. In 

this study, we therefore draw from recent developments in the field of 
seismology to introduce and test frequency-domain-based CWI tech-
niques for the purpose of stress monitoring in concrete. 

In seismology, five CWI techniques currently dominate the estima-
tion of travel time changes: the Moving Window Cross-Correlation 
(MWCC) [14,43], the Moving Window Cross-Spectrum (MWCS) 
[44,45], the stretching technique [46], the Dynamic Time Warping 
(DTW) [47] and the Wavelet Cross-Spectrum (WCS) technique [48]. A 
performance comparison of these five techniques is reported by Yuan 
et al. [49] using numerical simulations (i.e., the correct value is known). 
They use five criteria to evaluate their performance: (operated) domain, 
availability of the Correlation Coefficient (CC), frequency resolution, 
stability, and accuracy. Their conclusions are summarized in Table 2. 

The operated domain describes which domain the CWI technique 
operates in. Studies involving the application of CWI for measuring 
stress-induced velocity changes in concrete only use time-domain-based 
techniques (see Table 1). The determination of travel time changes in 
the transform domain may improve the computation speed and filter the 
environmental noise (this will be further discussed in the discussion 
section). The availability of the CC (second criterion) indicates whether 
the ‘correlation coefficient’ between the perturbed and unperturbed 
signal becomes available using that technique. Although the correlation 
coefficient, or alternatively the ‘decorrelation’, is chiefly used for crack 
localization [10,12,30], this parameter also quantifies the reliability of 
the retrieved travel time change [32]. That is, the travel time change is 
meaningful only when the perturbed and unperturbed signals are suf-
ficiently similar [48], which is reflected by the magnitude of the cor-
relation coefficient. The time-frequency resolution points to the minimum 
resolution in both time and frequency that can be resolved. Since time- 
domain-based techniques operate in the time domain, the frequency 
resolution of these techniques is poor. For transform-domain-based 
techniques, WCS has better time-frequency resolution than MWCS 
[48]. The fourth criterion, stability, evaluates whether the estimated 
travel time change is temporally stable. When it comes to this aspect, the 
performance of the different techniques involves their ability to mitigate 
‘cycle skipping’, a phenomenon that one wiggle in the signal associated 
with the perturbed medium aligns with a wiggle in the signal associated 
with the unperturbed state that is displaced by approximately one 
period [47]. Finally, the accuracy is the degree to which the estimated 
travel time change corresponds to the correct value. In the article [49], 
the authors conclude that DTW and the stretching technique have 
greater accuracy compared to other techniques. They also mention that 
the modest performance of MWCS and the WCS technique is attributed 
to low energy at specific frequencies. If one operates the WCS technique 
in a frequency range with sufficient energy, it has a better performance 
than MWCS according to Mao et al. [48]. It should be noted that the 
assessment of the accuracy of the WCS technique in Yuan et al. [49] 
involves the application of this technique to a broad frequency band. 

The objective of this paper is to compare the performance of time- 
domain- and transform-domain-based techniques when it comes to the 
estimation of (stress-induced) velocity changes in concrete. Given that 
the performance of time-domain-based techniques has already been 
demonstrated for measuring stress-induced velocity changes in concrete, 
while this is not the case for transform-domain-based techniques, their 

Table 1 
Recent studies on retrieving the stress-induced velocity changes in concrete 
using CWI.  

Literature Specimen dimensions 
[mm] 

CWI 
technique 

Time window 
length [μs] 

Larose et al. 2009 
[22] 

Cylinder 
Ø160 × 285 

Stretching 450 

Payan et al. 2009 
[23] 

Cylinder 
Ø75 × 160 

MWCC* 20 

Payan et al. 2010 
[24] 

Cylinder 
Ø75 × 160 

MWCC NM** 

Lillamand et al. 
2010 [25] 

Cylinder 
Ø70 × 135 

MWCC NM 

Payan et al. 2011 
[26] 

Cylinder 
Ø75 × 160 

MWCC 20 

Schurr et al. 2011 
[27] 

Prism 
305 × 76 × 76 

Stretching NM 

Stähler et al. 2011 
[21] 

Cube 
150 × 150 × 150 

Stretching NM 

Zhang et al. 2012 
[28] 

Cylinder 
110 × 450 

Stretching 200 

Zhang et al. 2013 
[29] 

Cylinder 
110 × 450 

Stretching 200 

Zhang et al. 2016 
[30] 

Beam 
6100 × 1600 × 800 

Stretching 500 

Zhang et al. 2018 
[31] 

Cube 
100 × 100 × 100 

Stretching 50/75 

Clauß et al. 2020 
[32] 

Beam 
2000 × 150 × 400 

Stretching NM 

Jiang et al. 2020 
[33] 

Beam 
5960 × 870 × 300 

Stretching NM 

Zhan et al. 2020 
[34] 

T-beam 
29,200 × 1700 ×
1600 

Stretching NM 

Zhan et al. 2020 
[35] 

Prism 
300 × 150 × 150 

Stretching 40 

Hu et al. 2021 [36] Cube 
150 × 150 × 150 

Stretching 257 

Jiang et al. 2021 
[37] 

Beam 
5960 × 870 × 300 
T-beam 
29,200 × 1700 ×
1600 

Stretching 2000/6000 

Xue et al. 2021 [38] Concrete 
Containment 

Stretching 320 

Zhong et al. 2021 
[39] 

Cylinder 
Ø152 × 304 
Prism 
508 × 152 × 152 

Stretching 14/150 

Diewald et al. 2022 
[40] 

Prism 
400 × 100 × 100 
Bone-shaped cylinder 

Stretching NM 

He et al. 2022 [41] Cube 
150 × 150 × 150 
100 × 100 × 100 

Stretching NM 

Zhong et al. 2022 
[42] 

Cylinder 
Ø100 × 200 

Stretching 200 

Note: * MWCC: Moving Window Cross-Correlation. 
** NM: Not Mentioned. 

Table 2 
Criteria used by Yuan et al. [49] to compare five techniques for retrieving coda 
wave travel time changes.  

CWI technique MWCC MWCS Stretching DTW WCS 

Operated domain Time Fourier Time Time Wavelet 
Availability of CC Yes Yes Yes No Yes 
Time-frequency 

resolution 
Low Medium Low Low High 

Stability Low Low Medium High Unknown 
Accuracy Low Low* High High Medium* 

Note: * only valid when the signal energy at frequencies of interest is high. 
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consistency (or lack of consistency) in determining travel time changes 
needs to be assessed. Furthermore, the stability of time-domain- and 
transform-domain-based CWI techniques in retrieving velocity changes 
in concrete will also be examined. The theory underlying the selected 
time-domain- and transform-domain-based techniques are introduced in 
Section 2. Additionally, a brief introduction to acoustoelasticity is given 
in this section. The conclusions listed in Table 2 are drawn based on the 
techniques’ application in the field of seismology. The application of 
CWI to concrete structures involves, however, rather different fre-
quencies of interest and magnitudes of velocity changes. In this study, 
we therefore perform a quantitative comparison of the stretching tech-
nique and the WCS technique for the purpose of CWI applied to concrete 
structures. To this end, a dedicated experimental study that is repre-
sentative for typical applications of CWI to concrete structures is 
executed. The details of this experiment can be found in Section 3, and 
its results are presented in Section 4. In Section 5, a discussion is pre-
sented on the cycle skipping, computational efficiency, future applica-
tions, and some recommendations for future work. Finally, the 
conclusion is provided in Section 6. 

2. Theory 

In this section, the theoretical foundations of the selected CWI 
techniques are given, and the acoustoelastic effect is introduced. The 
stretching technique is chosen as the time domain technique because it 
combines high accuracy with reasonable stability. The theoretical 
background of this technique can be found in Section 2.1. The WCS 
technique, which has higher accuracy and better time-frequency reso-
lution than MWCS, is selected as the transform-domain-based technique. 
The theoretical background of the WCS technique is shown in Section 
2.2. Theoretical velocity-stress relationships, also known as the acous-
toelastic effect, are introduced in Section 2.3. 

2.1. The stretching technique 

The stretching technique [50] is an improvement of MWCC. It as-
sumes a linear increase or decrease of the lag time. Implicitly, the ve-
locity disturbance in the medium is assumed to be homogeneous [46]. 
This technique calculates the correlation coefficients of windowed sig-
nals recorded in an unperturbed state, uunp, and signals recorded after 
(or during) the perturbation, uper, in the time domain using 

CC(tc, T, ε) =
∫ tc+T

tc − T u(tc)
unp(t)u(tc)

per (t(1 − ε) )dt
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∫ tc+T

tc − T

[
u(tc)

unp(t)
]2

dt
√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∫ tc+T
tc+T

[
u(tc)

per (t(1 − ε) )
]2

dt
√ , (1)  

where the time window is centred at time tc with a duration of 2 T and ε 
denotes the stretching factor, representing the relative change in travel 
time dt/t. In case of a uniform velocity change dv in the medium, the 
stretching factor that maximizes CC(tc,T,ε), εmax, coincides with the 
velocity change in the medium, dv/v. Although the stretching technique 
is operated in the time domain, it can also be represented in the fre-
quency domain. Letting the Fourier transforms of u(tc)

unp(t) and u(tc)
per (t(1 −

ε) ) be U(tc)
unp(f) and U(tc)

per (f , ε), and assuming that ε is much smaller than 1, 
then 

U(tc)
unp(f ) ≡ F

{
u(tc)

unp(t)
}

= Aunp(f )ejφunp(f ),

(2a)  

U(tc)
per (f , ε) ≡ F

{
u(tc)

per (t(1 − ε) )
}

=
1

1 − εU(tc)
per

(
f

1 − ε

)

≈ (1 + ε)U(tc)
per (f (1 + ε) )

= (1 + ε)Aper(f (1 + ε) )ejφper(f (1+ε) ),

(2b)  

where f is the frequency, Aunp(f) and Aper(f) are amplitude spectra, and 
φunp(f) and φper(f) are phase spectra. Eq. (2) shows that stretching a 
signal affects both amplitude and phase. Therefore, Eq. (1) can be 
rewritten as [51]. 

CC(tc, T, ε) =

∫ +∞

− ∞
U(tc)

per (f , ε)
[
U(tc)

unp(f )
]*

df
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ +∞

− ∞
U(tc)

unp(f )
[
U(tc)

unp(f )
]*

df

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ +∞

− ∞
U(tc)

per (f , ε)
[
U(tc)

per (f )
]*

df

√

=

∫ +∞

− ∞
Aunp(f )Aper(f (1 + ε) )ej[φper (f (1+ε) )− φunp(f ) ] df
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ +∞

− ∞
A2

unp(f )df

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ +∞

− ∞
A2

per(f (1 + ε) )df

√ ,

(3)  

where the asterisk denotes complex conjugation. Both the relation be-
tween the numerator in Eq. (1) and (3), and the denominator in Eq. (1) 
and (3) follow from Parseval’s theory (see Appendix A). Note that 
although the expression at the right-hand side of Eq. (3) contains 
imaginary terms, its absolute value coincides with the CC obtained 
through the application of Eq. (1). Explicitly, this is written as [52]:   

This quantity is usually referred to as the ‘coherency’ and expresses 
the stretching technique in the frequency domain. 

Compared with MWCC, the stretching technique is more stable in the 
presence of noise [53]. Furthermore, this technique can deal with a 
larger time window without compromising accuracy and is more robust 
when it comes to cycle skipping [47]. 

2.2. The WCS technique 

The WCS technique is a relatively new CWI technique proposed by 
Mao et al. [48]. This technique relies on the phase of the wavelet cross- 
spectrum, which is related to the time shift between two signals. 

In application, the signal is first transformed to the wavelet domain 
using the continuous wavelet transform (CWT). In this paper, the 
analytical Morlet wavelet [54,55] is chosen as the mother wavelet since 
it has equal variance in time and frequency. We designed the analytical 
Morlet-based CWT filter bank in the frequency domain, where the filter 
bank Φ(f(c)i ,fn) is defined as 

|CC(tc, T, ε) | =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∫+∞
− ∞ Aunp(f )Aper(f (1 + ε) )ej[φper(f (1+ε) )− φunp(f ) ] df

∫+∞
− ∞ Aunp(f )Aper(f (1 + ε) )e− j[φper(f (1+ε) )− φunp(f ) ] df

∫+∞
− ∞ A2

unp(f )df
∫ +∞
− ∞ A2

per(f (1 + ε) )df

√
√
√
√ . (4)   
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Φ
(

f (c)i , fn

)
= 2×H(fn)× e−

[S(f (c)i )fn − ω0 ]
2

2 , n ∈ [1,N], (5a)  

S
(

f (c)i

)
= ω0

fNyquist

f (c)i

, i ∈ [1,M], (5b)  

where fn, fNyquist and f(c)i represent the frequency components of the 
filter, the Nyquist frequency, and the centre frequency of the filter, 
respectively. The parameter N represents the total number of sampling 
points of the signal in the time domain. The amount of filters in the filter 
bank is M. The functions H(⋅) and S(f(c)i ) are the Heaviside step function 
and scale function, respectively. The constant ω0 is set to 6 to satisfy the 
admissibility condition, which requires the mother wavelet to be zero- 
mean [56]. For more details about the admissibility condition, we 
recommend readers the article from Farge [56]. The designed CWT filter 
bank is multiplied with the target signal in the frequency domain, and 
then transformed back to time domain through the inverse fast Fourier 
transform (IFFT). The obtained time-frequency spectrum is dubbed the 
wavelet spectrum W(f(c)i ,tn), where tn is the sampling point in the time 
domain. 

After operating the CWT, the wavelet cross-coherency Γ(f(c)i ,tn) can 
be calculated through the obtained wavelet spectra of the signal before 
perturbation, Wunp(f(c)i ,tn), and after perturbation, Wper(f(c)i ,tn),  

where s(f(c)i ) represents the wavelet scale [57] and can be calculated 
through dividing S(f(c)i ) in Eq. (5b) by the sampling rate. The symbol ς{⋅} 
denotes the smoothing operator for both time and frequency scales to 
prevent the coherency being identically one [58]. The phase angle of the 
wavelet cross-coherency Γ(f(c)i ,tn) is the phase difference spectrum ϕunp, 

per(f(c)i ,tn). This phase difference spectrum can be converted into the time 
difference spectrum δtunp,per(f(c)i ,tn) through dividing by 2πf(c)i at each 
frequency component. The velocity change spectrum dv/vunp,per(f(c)i ,tn) 
can be obtained using the δtunp,per(f(c)i ,tn) divided by the lapse time t at 
each lapse time. 

Compared with the Fourier transform-based MWCS, in which the 
time window length is fixed, the time window length of the wavelet 
adapts to each frequency (continuous wavelet transform) and hence has 
a better time-frequency resolution [48]. Another advantage of WCS 
technique is its higher computational speed, especially compared to 
time-domain-based techniques [48]. The drawbacks of WCS technique is 
poor performance in estimating the velocity change at frequencies with 
low energy [48,49], which will be further discussed in the discussion 
section. 

2.3. The acoustoelastic effect 

The acoustoelastic effect describes how the wave velocities change in 
a stressed medium [59]. The body wave acoustoelasticity in the medium 
with uniaxial stress σ11 applied in 1-direction can be represented by 
using following equations [18]. 

ρ0v2
11 = λ+ 2μ+

σ11

3K

[

2l+ λ+
λ + μ

μ (4m+ 4λ+ 10μ)
]

, (7a)  

ρ0v2
22 = ρ0v2

33 = λ+ 2μ+
σ11

3K

[

2l −
2λ
μ (m+ λ+ 2μ)

]

, (7b)  

ρ0v2
12 = ρ0v2

13 = μ+
σ11

3K

[

m+ 4λ+ 4μ+
λn
4μ

]

, (7c)  

ρ0v2
21 = ρ0v2

31 = μ+
σ11

3K

[

m+ λ+ 2μ+
λn
4μ

]

, (7d)  

ρ0v2
23 = ρ0v2

32 = μ+
σ11

3K

[

m − 2λ −
λ + μ

2μ n
]

, (7e)  

where v is the wave velocity. The first subscript of v is related to the 
wave propagation direction, and the second subscript represents its 
polarization direction. The parameters l, m and n are Murnaghan con-
stants, and λ and μ are Lamé parameters. The parameters K and 
ρ0 represent bulk modulus and density, respectively. By introducing the 
acoustoelastic tensor Aijpq, equations in Eq. (7) can be written as 

vij = v0
ij

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + 2Aijpqσpq

√
, i, j, p, q ∈ {1, 2, 3}, (8)  

where vij and v0
ij represent the wave velocity under axial stress and 

without axial stress applied; i and j represent wave propagation and 
polarization directions, respectively; p and q are related to the uniaxial 
stress direction (p = q). After linearization, this equation can be 
simplified to [25]. 

vij ≈ v0
ij

(
1+Aijpqσpq

)
, (9)  

where i and j represent the wave propagation and polarization di-
rections, respectively. Since the stress (at rest) is usually a certain stress 
level σ0 rather than 0 MPa in most cases, Eq. (9) should be rewritten as 

vσ
ij − vσ0

ij

vσ0
ij

=
Aijpq

1 + Aijpqσ0
pq

(
σpq − σ0

pq

)
. (10) 

Considering that the magnitude of Aijpqσ0
pq is much smaller than 1 in 

concrete [60], Eq. (10) can be further simplified into 

vσ
ij − vσ0

ij

vσ0
ij

≈ Aijpq

(
σpq − σ0

pq

)
. (11) 

As shown in Eq. (11), the slope of the velocity change is approxi-
mately equal to the acoustoelastic parameter. 

3. Experimental design 

The selected CWI techniques are further verified in a dedicated 
experiment in our lab. Considering that the wavelength of an S-wave 
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associated with the lowest frequency of interest (50 kHz) coincides with 
approximately 54 mm (assuming an S-wave speed of approximately 
2700 m/s, which is typical for concrete), a cylindrical sample with a 
diameter of 300 mm and a height of 500 mm is designed. We use a 
typical commercial concrete mixture with a compressive strength grade 
of C50/60. The load is applied axially by means of a gypsum layer and a 
wooden plate on top of the top surface of the cylinder. The diagram of 
the concrete sample is shown in Fig. 1(a). 

Because Rayleigh waves only propagate along the surface of the 
sample (we focus on body waves), two piezoelectric sensors with the 
polarization direction parallel to the load direction are embedded inside 
this cylinder. Such embeddable sensors may act as both source and 
receiver, and are usually referred to as smart aggregates (SA) [61]. The 
photo of an SA is shown in Fig. 1(b). An SA is, potentially, an ideal sensor 
for long-term infrastructure monitoring due to its high durability and 
low cost [11,62,63]. SAs also facilitate the application of CWI in civil 
engineering, since CWI requires less environmental variation and strong 
coupling during its usage. The minimum distance from the SA to the 

surface of the specimen is 100 mm (top/bottom surface). Considering 
that the frequencies of interest exceed 50 kHz, and that the Rayleigh 
wave velocity in concrete is around 2300 m/s [64], the maximum 
effective depth of penetration of Rayleigh wave is about 46 mm [65]. 
This is obviously smaller than 100 mm, implying that the presence of 
Rayleigh wave-related particle velocities in our measurements can be 
neglected. Sensor locations are also depicted in Fig. 1(a). 

The typical target compressive stress range for a prestressed concrete 
bridge with a concrete grade of C50/60 during its service life is 7 MPa to 
12 MPa, which can be considered to be representative to the expected 
application scenario. The loading and unloading processes are repeated 
3 times. The loading protocol is designed based on this stress range and 
shown in Fig. 2. The first and second cycles are loaded from 500 kN 
(7.07 MPa) to 700 kN (9.90 MPa) and back to 500 kN (7.07 MPa) with a 
10 kN (0.14 MPa) interval. The third cycle starts from 500 kN (7.07 
MPa) but go higher to 800 kN (11.32 MPa) and back to 400 kN (5.66 
MPa) with the same interval. The loading and unloading processes are 
coloured in red and green in Fig. 2, respectively. There are 151 loading 

Fig. 1. Concrete sample and Smart Aggregate (SA).  
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steps in total, as shown on the x-axis, and the first loading step is counted 
as load step 0. The loading speed during both the loading and unloading 
processes is maintained at 0.5 kN/s, which translates to 7.07 kPa/s. 
Upon reaching each load step, there is an initial one-minute waiting 

period to ensure stability in the loading jack before measurements are 
taken. The measurement at each loading step is completed in less than 
one minute. 

A portable ultrasonic system, Pundit 200, is used at each load step to 

Fig. 2. Loading protocol (red dots are associated with loading stages, green dots with unloading). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 

Fig. 3. Received signals in the time domain. The time window from 70 μs to 170 μs contains the direct wave and the first scattered arrivals, whereas the time window 
from 1070 μs to 1170 μs contains multiply scattered waves. 
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generate and receive the ultrasonic signal. Considering the resonant 
frequency of SA, around 80 kHz [66], and frequency of interest, higher 
than 50 kHz, a squared pulse with a frequency of 54 kHz is used as the 
excitation signal. The SA utilized in this paper operates in compressive 
mode, with the PZT patch functioning in d33 mode. This specific SA 
primarily generates P-waves once it begins vibrating within the con-
crete. The sampling rate is 1 MHz. Since the test was carried out in the 
lab with a small temperature fluctuation, we propose that velocity 
variations are mainly caused by stress change. The wave analysis tech-
niques, including the wavelet transform, the stretching technique and 
the WCS technique, are executed within the MATLAB environment. 

4. Comparison of the WCS technique and the stretching 
technique 

The comparison between WCS technique and stretching technique is 
detailed in this section. In Section 4.1, we first perform a time-frequency 
analysis of the signals. The parameters for the CWI techniques are 
selected based on the time-frequency characteristics and shown in Sec-
tion 4.2. The comparison in terms of stability, retrieved velocity change, 
retrieved acoustoelastic effect, and consistency in estimation velocity 

change are discussed separately in Sections 4.3, 4.4, 4.5, and 4.6, 
respectively. 

4.1. Time-frequency analysis 

The signals measured at the first five loading steps (Step 0–4) are 
shown in Fig. 3(a). The stress linearly increases with steps of 0.14 MPa. 
With such small stress changes, the direct waves are almost identical, 
and the time shift is not visible. However, the time shift is evident in the 
coda, whereas the waveforms still have almost the same form. Upon 
reaching a higher stress level of approximately 9.90 MPa, as illustrated 
in Fig. 3(b), the waveform of the direct waves remains indistinguishable, 
but the time shifts become more pronounced compared to Fig. 3(a). In 
the coda, the time shifts become substantial, and the similarity between 
waveforms decreases, particularly between the signals recorded at 7.07 
MPa and 9.90 MPa. This reduced waveform similarity indicates that 
there have been changes in the wave paths, likely due to the develop-
ment of microcracks at the interface between coarse aggregates and 
cement matrix during loading, along with a reduction in the volume of 
air voids and pores during concrete compression. The result shown in 
Fig. 3(b) also suggests that directly applying CWI to the signals recorded 

Fig. 4. Time-frequency spectra of signals at load step 150 and load step 110. The energy concentrates in two frequency bands, 50–80 kHz and 120–180 kHz, 
highlighted using red dashed lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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at 7.07 MPa and 9.90 MPa may not be ideal in applications, given the 
relatively low waveform similarity between these two cases in the coda. 

In this paper, the time-frequency analysis is realized using the CWT 
(i.e., a filter bank). The centre frequencies of the filter bank require the 
input of the frequency range and the number of voices per octave, a 
parameter related to the sampling density of the frequency scale. The 
frequency range is selected from 50 Hz to Nyquist frequency, 500 kHz, 
and the number of voices per octave is 10. 

Fig. 4 shows the time-frequency spectra of the signals at Step 150 
(5.66 MPa) and Step 110 (11.32 MPa), respectively. From the magnitude 
of the CWT, we find that the energy concentrates in two frequency 
bands: one roughly from 50 kHz to 80 kHz, and the other from 120 kHz 
to 180 kHz. 

4.2. Parameters for CWI techniques 

For the stretching technique, the time window length is an important 
parameter. In this paper, we adopted the criterion in Rossetto et al. [67] 
that the time window should contain at least five periods to prevent 
cycle skipping and mitigate strong fluctuations of the CC. To be on the 
safe side, the time window length for the stretching technique is there-
fore set to 200 μs, which is 10 times the reciprocal of 50 kHz and hence a 
time window contains at least ten periods. The time windows start just 
before the first arrival, and adjacent time windows overlap 100 μs (50% 

overlap) to ensure the continuity of obtained εmax or dv/v. In Section 4.3, 
the reference signal is fixed as the signal at load step 0. In Section 4.4, 
4.5 and 4.6, relative dv/v are obtained by step-wise stretching [17], 
meaning that the signal at the previous loading step is always taken as 
the reference. The range of ε is from − 1% to 1% with a step of 0.01‰. 
Considering the low signal-to-noise ratio (SNR) in the late coda, only the 
time windows before 6000 μs are used for the analysis. It is important to 
highlight that signals are not filtered when employing the stretching 
technique for velocity change retrieval. 

As mentioned before, the WCS technique is only useful for obtaining 
the arrival-time changes at frequencies for which there is sufficient en-
ergy. Therefore, only the frequency bands between 50 and 80 kHz and 
between 120 and 180 kHz are adopted for the WCS analysis and referred 
to as the low-frequency regime (50–80 kHz) and the high-frequency 
regime (120–180 kHz). Just as for the stretching technique, the refer-
ence signal is set to be the signal at Step 0 in Section 4.3. In Section 4.4, 
4.5 and 4.6, relative dv/v are obtained by step-wise WCS, where the 
reference signal is always associated with the previous loading step. The 
mother wavelet is again the analytic Morlet wavelet. To prevent the CC 
from being identically one [58], we adopted a similar smoothing 
approach as in Torrence and Webster [68]: a boxcar filter with a window 
length of three scales for scale smoothing and a Gaussian, e-t^2/(2s^2), for 
time smoothing. Considering the possible nonlinear relationship be-
tween time shift dt and lapse time t in the stressed concrete with complex 

Fig. 5. Cycle skipping when using the stretching technique.  
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velocity perturbation, the linear regressions of dt versus t to obtain ve-
locity change may not be applicable. However, the relationship between 
dt/t and dv/v is still valid. The time shift dt at each lapse time t is the 
mean travel time perturbation [13]; therefore, the velocity change dv/v 
obtained using the mean-time perturbation dt/t is the averaged velocity 
change [22]. 

4.3. Comparison between the stretching technique and the WCS 
technique: stability 

As mentioned in Section 2, the stability of a CWI technique de-
termines whether the obtained velocity changes are stable as a function 
of time. In case of low stability, anomalously large or small arrival-time 
differences can be observed, whereas the correlation coefficient remains 
fairly constant (and sufficiently high). A lack of stability is often due to 
the alignment of peaks which in reality are offset by approximately one 
period. This phenomenon is usually referred to as cycle skipping [47]. 
Effectively, the assessment of a CWI technique’s stability therefore in-
volves its ability to mitigate cycle skipping. 

According to Mikesell et al. [47], the stretching technique is sus-
ceptible to cycle skipping when (i) the SNR is low, (ii) the time window 
is not long enough, or (iii) the reference and current signals diverge too 

much. It has also been shown that cycle skipping is exacerbated when 
the bandwidth is narrow [47]. As the WCS technique yields a phase- 
based arrival-time difference, the origin of cycle skipping in this tech-
nique is different from that in the stretching technique. This will be 
discussed further below. 

To ensure the occurrence of cycle skipping (for assessment purposes), 
the reference signal is set to be the signal at Step 0 for all computations 
in this subsection. The current signals are associated with loading steps 1 
to 5. The inferred arrival-time difference relative to the signal at loading 
step 0 are shown in Fig. 5(a). It is important to emphasize that the 
stretching technique quantifies the relative arrival-time change (dt/t) 
between two traces. The arrival-time difference in Fig. 5 is obtained by 
multiplying this relative arrival-time change with the lag time (i.e., tc in 
Eq. (1)). An anomalously high/low arrival-time difference is observed at 
around 3800 μs for the coda of the signal associated with loading step 4. 
Focussing on loading step 4, the arrival-time difference and CC are 
shown for all time windows in Fig. 5(b). It is found that cycle skipping 
occurs for time window 37, which has a central time tc of 3780 μs, and 
despite the fact that the CC in this time window has a relatively high 
value of around 0.7. 

As mentioned in Section 2.1, the stretching technique selects the 
stretching factor (ε) associated with the highest correlation coefficient. 

Fig. 6. Stretching factors and stretched signals in the time window 37 (tc = 3780 μs) when using the signal at Step 4 as the current signal.  
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Focussing on time window 37 (tc = 3780 μs) of the signal recorded 
during loading step 4, we investigate how the correlation coefficient 
varies for different stretching factors. Fig. 6(a) therefore displays the CC 

as a function of the employed stretching factor ε. Two almost equally 
high peaks can be observed, both with a relatively high correlation co-
efficient. The second peak is associated with a stretching factor of 

Fig. 7. Arrival-time difference of different frequency components as a function of lag time retrieved using the WCS technique.  
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5.79‰. Since the CC attains its maximum for this value of ε, the 
stretching factor corresponding to this peak is selected. Plotting the 
stretched reference signals using the stretching factors associated with 
the two peaks, 0.43‰ and 5.79‰, together with the current signal, it can 
be observed that the time difference between the two stretched signals is 
indeed one cycle (the yellow and red dots shown in Fig. 6(b)). Here ‘one 
cycle’ corresponds to a time shift just below 20 μs, which corresponds to 
a frequency just over 50 kHz. Obviously, the true ε is not expected to be 
5.79‰ since this value is significantly higher than the ε inferred for 
adjacent time windows (see Fig. 5(b)). 

The main reason for the occurrence of cycle skipping is the decrease 
in SNR owing to the signal’s amplitude attenuation. The strong noise 
masks the similarity between reference and current signals. Further-
more, because higher frequencies attenuate faster, the bandwidth be-
comes narrower with increasing lag time, further exacerbating cycle 
skipping [47]. In conclusion, the low SNR is the main trigger of cycle 
skipping while employing the stretching technique in this case. A similar 
result can be found in Mikesell et al. [47]. 

The cause of cycle skipping while employing the WCS technique 
differs from that of the stretching technique. The WCS technique is based 
on the phase spectrum in the wavelet domain, which implies that this 
technique can only measure phase changes from –π to +π. Consequently, 
the arrival-time differences corresponding with the phase difference 
spectrum range from a positive half period to a negative half period. 
Inferred arrival-time differences beyond this range will “jump” from one 
boundary to another, and corresponds to anomalously large arrival-time 
differences. Phase-based arrival-time differences are shown in Fig. 7 for 
four specific frequencies. The black dashed lines in Fig. 7 represent the 
arrival-time difference at positive and negative half periods for the 
considered frequency (equal to half the reciprocal of the frequency). As 
shown in Fig. 7(a), no arrival-time difference jumps from –π to +π (or 
vice versa) is observed, which suggests that cycle skipping does not 
occur at 51 kHz. This is due to the fact that the 51 kHz signal is able to 
accommodate a larger time shift and less affected by attenuation. 
However, for the higher frequencies, 77 kHz, 125 kHz and 177 kHz, one 
can observe that the arrival-time differences jumps from –π to +π (or 
vice versa) in the coda part at some lag times, which is typical for cycle 
skipping. For the wave with a frequency of 177 kHz, cycle skipping is 
observed when the signal at loading step 3 is the current signal, whereas 
this only occurs (first) for the fourth loading step while employing the 
stretching technique. However, for the wave with a frequency of 77 kHz, 

cycle skipping is observed for current signals at the same load step (load 
step 4) as the stretching technique. According to Fig. 7, the occurrence of 
cycle skipping in the WCS technique depends on the magnitude of the 
arrival-time difference and the wave frequency. 

Based on the results presented in this section, it is evident that the 
triggers of cycle skipping in the stretching technique and the WCS 
technique differ. When employing the stretching technique, cycle skip-
ping becomes apparent in time windows with low SNR. Conversely, 
using the WCS technique, the occurrence of cycle skipping strongly 
depends on the wave frequency and the magnitude of the arrival-time 
difference because of operating in the wavelet domain. This contrast-
ing trigger mechanism for cycle skipping complicates the determination 
of which technique provides better stability. It should be noticed that the 
above conclusion is drawn based solely on this experiment and one 
should be careful generalizing these to other materials and/or signifi-
cantly higher stress levels. 

4.4. Comparison between the stretching technique and the WCS 
technique: retrieved velocity changes 

Before analysing the relative dv/v (recall that we now estimate 
arrival-time changes between two consecutive loading steps; hence `the 
relative’), the CC values should be checked to ensure the reliability of 
the retrieved dv/v. The CC from the stretching technique is calculated for 
a specific time window, whereas the CC from the WCS technique is 
associated with a specific lag time and frequency. In order to compare 
the CC and dv/v obtained using the WCS technique to the CC and dv/v 
obtained using the stretching technique as a function of time, we use the 
same time windows adopted in the stretching technique to obtain the 
mean WCS technique-based relative dv/v and CC in these time windows. 
Along the frequency scale, the mean WCS technique-based relative dv/v 
and CC are calculated in two frequency bands: 50–80 kHz (low-fre-
quency regime) and 120–180 kHz (high-frequency regime). The CC 
retrieved using the stretching technique and the WCS technique are 
shown in Fig. 8. The CC values are generally higher than 0.8 for both 
techniques, suggesting that the relative dv/v obtained from both tech-
niques are reliable. The relatively low CC values in the coda of high- 
frequency regime shown in Fig. 8(c) are mainly attributed to the 
attenuation imposed low SNRs of the high-frequency waves. 

To compare the relative dv/v retrieved using the stretching technique 
and the WCS technique, the whole signal is further split into a series of 

Fig. 7. (continued). 
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Fig. 8. CC at lag time and loading steps obtained using the stretching technique and the WCS technique (indicated in red on the vertical axis are the loading stages, 
and indicated in green the unloading stages; note that the CC from the WCS technique represents an average over the discrete frequencies within the frequency band). 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 9. Relative dv/v retrieved from the signal in different time segments as a function of loading steps (indicated in red on the horizontal axis are the loading stages, 
and indicated in green the unloading stages; note that the relative dv/v from the WCS technique represents an average over the discrete frequencies within the 
frequency band). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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non-overlapping time segments with a length of around 1 ms (the first 
time segment is from the first arrival to 1 ms). For the stretching tech-
nique and the low-frequency regime WCS, the mean relative dv/v of time 
windows with CC higher than 0.9 is calculated in each time segment. For 
the high-frequency regime WCS, the relative dv/v is calculated in each 
time segment by averaging the relative dv/v of time windows with CC 
higher than 0.8. The reason for using 0.8 as the CC threshold is that the 
CC is relatively low in the coda of the high-frequency regime. 

The relative dv/v retrieved by the stretching technique and the WCS 
technique in the first four time segments are plotted in Fig. 9. The 
relative dv/v is frequency dependent, manifested by the higher relative 
dv/v retrieved from waves in the low-frequency regime (compared to the 
high-frequency regime). Additionally, the stretching technique-based 
relative dv/v, operating in broadband, gives intermediate values in the 
first time segment and is nearly equal to the dv/v retrieved from the low- 
frequency regime in the later time segments. The latter is explained by 
the fact that little high-frequency signal remains at greater lag time. 

The vertical axis in Fig. 9 represents the relative dv/v, where the 
signal associated with the previous loading step is used as the reference. 
By summing these relative dv/v values, we obtain the accumulated dv/v, 
reflecting changes relative to the initial stress at load step 0. It is 
important to note that this operation is only applicable when the total 
velocity change is small. If there is a significant total velocity change, we 
recommend using a similar approach as described in Hu et al. [36]. 
Fig. 10 displays the trajectories of the accumulated dv/v retrieved using 
the stretching technique and the WCS technique. The accumulated dv/v 
retrieved from the stretching technique, the low-frequency regime WCS, 
and the high-frequency regime WCS all demonstrate a linear relation-
ship with increasing compressive stress. However, the slopes of the 
accumulated dv/v versus compressive stress differ between different 
time segments. 

4.5. Comparison between the stretching technique and WCS technique: 
acoustoelastic effect 

To quantify the difference between the stretching and WCS tech-
niques in terms of (approximate) linear relationship between dv/v and 
stress, the acoustoelastic parameter can be derived for each time 
segment. Since the P-waves and S-waves mix in the coda, the dv/v 
measured at a specific lag time of the waveform represents a weighted 
average of dv/v associated with these two wave types, with the weights 

given by the amount of P- and S-wave energy present in a specific time 
window (which, of course, are unknown to us). Consequently, the 
acoustoelastic parameter obtained using Eq. (11) is also a weighted 
average of the acoustoelastic parameters associated with these two wave 
types, denoted as A. The A value can be obtained by linearly fitting the 
dv/v-stress relationship. The similarity between the experimental results 
and the fitted results is evaluated using the coefficient of determination, 
R2. Table 3 presents the A obtained through the stretching technique and 
the WCS technique. The A obtained using both techniques demonstrate a 
gradual decrease as lapse time increases. Additionally, the A retrieved 
from waves in the high-frequency regime is consistently lower than that 
obtained from waves in the low-frequency regime. In the first time 
segment, the stretching technique-based results yield intermediate 
values between low-frequency regime WCS and high-frequency regime 
WCS, while in the later time segments, particularly the last two, they 
closely resemble the WCS technique-based results in the low-frequency 
regime. 

At this stage, it is difficult to determine whether the velocity changes 
retrieved using the WCS technique and the stretching technique are 
consistent. However, the intermediate values provided by the stretching 
technique suggest that the results obtained using this technique could be 
a combination of those retrieved using the low-frequency regime WCS 
and high-frequency regime WCS. In the next section, we aim to construct 
the velocity change retrieved using the stretching technique by 
combining the velocity changes derived using the WCS technique in the 
low-frequency and high-frequency regimes. 

4.6. Comparison between the stretching technique and WCS technique: 
consistency in estimating velocity change 

As mentioned earlier, the stretching technique determines the 
stretching factor, εmax, that maximizes the CC. This value can be inter-
preted as the mean relative velocity change, dv/v, of the medium. Eq. (4) 
reveals that both the amplitude spectrum and phase spectrum influence | 
CC(tc,T,ε)| and εmax. In contrast, the WCS technique only utilizes the 
phase spectrum for dv/v retrieval. Therefore, it is feasible to estimate the 
stretching technique-based result using the WCS technique-based result 
by incorporating the amplitude information. Eq. (3) and (4) demonstrate 
that the relative dv/v retrieved from the stretching technique is weighted 
by the wave energy. Consequently, it is possible to construct this relative 
dv/v by using the relative dv/v retrieved from the low-frequency regime 

Fig. 9. (continued). 
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Fig. 10. Relationship between accumulated dv/v vs. compressive stress in different time segments.  
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WCS and high-frequency regime WCS. The estimated dv/v can be 
calculated using the following equation:  

where (dv/v)estimated, (dv/v)low-frequency and (dv/v)high-frequency represent 
the estimated relative dv/v, the relative dv/v retrieved from the low- 
frequency regime WCS, and the relative dv/v retrieved from the high- 
frequency regime WCS, respectively. The Elow-frequency and Ehigh-fre-

quency denote the wave energies (mean squared value of amplitude) of 
frequency bands in the low-frequency and high-frequency regimes. 
These energies can be directly obtained from the wavelet time-frequency 
spectrum. Considering that the stress condition can slightly alter the 
energies in frequency components of the signal, as depicted in Fig. 4, the 
energy of the current signal is always utilized as the weighting factor. As 
the intermediate value demonstrated by the stretching technique is more 
apparent in the first-time segment, this segment is employed to evaluate 
the estimated relative dv/v. However, the conclusion remains applicable 
to other time segments as well. 

Fig. 11 presents a comparison between the estimated accumulated 
velocity change and those retrieved from the stretching and WCS tech-
niques in the first time segment. The A of the estimated result is − 2.437 
(GPa)− 1, which is in closer agreement with the result obtained using the 
stretching technique. The discrepancy between the estimated and the 
stretching-based results can be attributed to the limited frequency 

components utilized in Eq. (12), only 50-80 kHz and 120-180 kHz. 
Considering the challenge of including all frequency components due to 
the potential contamination of arrival-time changes in frequency bands 
with low energy [48,49], it is not feasible to incorporate every frequency 
in the analysis. Nevertheless, the close proximity between the estimated 
result and the result retrieved from the stretching technique indicates 
that the stretching technique-based velocity change is able to be con-
structed using the velocity changes retrieved from the WCS technique. 
Furthermore, based on Fig. 11, one can conclude that the velocity 
changes retrieved from the WCS technique and the stretching technique 
are consistent. 

5. Discussion 

Here, we discuss the stretching technique and the WCS technique in 
terms of cycle skipping, computational efficiency, future application, 
and some recommendations for future work. 

In Section 4.3, we discussed that the causes of cycle skipping in the 
stretching technique and the WCS technique are somewhat different. 
Cycle skipping observed while employing the stretching technique is 
predominantly attributed to the low SNR in the coda, while the results of 
the WCS technique depend explicitly on the magnitude of velocity 
change and the selected frequency component. In a previous study [48], 
the authors mentioned that cycle skipping in the WCS technique could 
be mitigated through the process of phase unwrapping. However, they 
also noted that this approach may not be effective in the coda when the 
waveform similarity is lost. In another research paper [47], the authors 
identified three reasons for the occurrence of cycle skipping in the 
stretching technique: (i) low SNR, (ii) short time windows, and (iii) 
significant divergence between the two signals. Based on the experiment 
conducted in this study and the insights from [48], we can attribute the 
occurrence of cycle skipping in the WCS technique to three factors as 
well: (i) low SNR, (ii) signal dominated by frequencies that have a 
shorter period compared to the arrival-time shift, and (iii) significant 
divergence between the two signals. Reason (i) can also help explain 
why the WCS technique performs poorly in frequency bands with low 
energy: the SNR of the signal in these frequency bands is relatively low, 

making it more susceptible to the cycle skipping and leading to less 
accurate retrieval of the velocity change. 

In a study [49], the authors compared the performances of stretching 
technique and the WCS technique by applying them to the same signal 
within a single time window. They concluded that the stretching tech-
nique is computationally faster compared to the WCS technique when 
operating in a single time window. However, in our research, we observe 
that the retrieved velocity change exhibits lag time dependence, as re-
flected in different slopes of velocity change versus stress in different 

Table 3 
A obtained through the stretching technique and the WCS technique.  

Time segment Stretching 
technique 

WCS technique 

50-80 kHz 120-180 kHz 

A 
[(GPa)− 1] 

R2 A 
[(GPa)− 1] 

R2 A 
[(GPa)− 1] 

R2 

First arrival – 
1 ms 

− 2.258 0.97 − 2.613 0.94 − 1.575 0.97 

1 ms – 2 ms − 1.479 0.89 − 1.554 0.85 − 0.783 0.97 
2 ms – 3 ms − 0.993 0.96 − 1.091 0.95 − 0.480 0.97 
3 ms – 4 ms − 0.759 0.97 − 0.846 0.94 − 0.381 0.89 
4 ms – 5 ms − 0.651 0.99 − 0.685 0.98 − 0.307 0.89 
5 ms – 6 ms − 0.597 0.99 − 0.598 0.98 − 0.298 0.80  

Fig. 11. Comparison between the estimated accumulated velocity change and 
those retrieved utilizing the stretching and WCS techniques in the first 
time segment. 

Table 4 
Comparison between the stretching technique and the WCS technique in the 
application to concrete.  

CWI technique Stretching WCS 

Operated domain Time Wavelet 
Time-frequency resolution Low High 
Stability against cycle skipping Medium Medium 
Accuracy High High* 
Computational efficiency Low High 
Capability to handle noisy signals Low High 

Note: * only valid when the signal energy at frequencies of interest is high. 

(
dv
v

)

estimated
=

Elow− frequency

Elow− frequency + Ehigh− frequency

(
dv
v

)

low− frequency
+

Ehigh− frequency

Elow− frequency + Ehigh− frequency

(
dv
v

)

high− frequency
, (12)   
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time segments. Therefore, we suggest using multiple overlapping time 
windows for the stretching operation to capture this lag time-dependent 
behaviour. However, a drawback of using multiple time windows is the 
significant increase in computational cost. On the other hand, the WCS 
technique operates in the wavelet domain and directly retrieves the 
velocity change at each lapse time from the phase spectrum. Considering 
the time-dependent nature of retrieved velocity change, the WCS tech-
nique offers higher computational efficiency compared to the stretching 
technique in the application to concrete. 

In Wang et al. [62], a possible solution for noise reduction in the 
application of CWI is proposed. This approach involves filtering the 
signal before applying the stretching technique. While this operation 
effectively reduces the impact of noise, it introduces additional 
computational costs due to the signal filtering process, which in turn 
slows down the computational speed. On the other hand, wavelet 
decomposition, a tool for time-frequency analysis, implicitly acts as a 
filter by allowing selective focus on a specific frequency band where the 
signal energy is sufficiently high. This allows the WCS technique to 
effectively reduce the influence of noise without the need for additional 
signal filtering. 

Table 4 presents a comparative analysis of the stretching technique 
and the WCS technique when applied to concrete. This assessment is 
derived from the research findings detailed in this paper and takes into 
account factors such as computational efficiency and the ability to 
handle noisy signals, as discussed in this section. 

Through our utilization of the WCS technique, we observe that waves 
in the low-frequency regime display a more pronounced acoustoelastic 
effect compared to those in the high-frequency regime. This observation 
can potentially be explained by the characteristics of concrete as a 
material with significant heterogeneity. Low-frequency waves are less 
sensitive to small-scale (sub-wavelength) heterogeneity and hence un-
dergoes less scattering, as such having a higher likelihood of maintain-
ing the original propagation direction, which, in our experiment, is 
parallel to the applied stress and thus most affected by the acoustoelastic 
effect. In summary, the different acoustoelastic effects experienced by 
waves at different frequencies is a result of the combination of concrete 
heterogeneity and acoustoelasticity. Further validation of this statement 
will be pursued in our future work. 

Another interesting topic for future research is the further investi-
gation of the acoustoelastic effect in concrete. Although this paper 
demonstrates the presence of the acoustoelastic effect even in the later 
coda, it is noteworthy that the slope of the velocity change versus stress 
in this part differs to that in the direct wave part. Understanding this 
variation of the acoustoelastic effect is crucial for the application of CWI 
in stress monitoring of concrete structures. However, due to the 
complexity of wave polarization, propagation, and the involvement of 
multiple scattering in the coda, the nature of the acoustoelastic effect in 
the coda remains an open question [9]. In our future work, we will delve 
deeper into this topic and try to shed light on this phenomenon. 

6. Conclusion 

This paper compares the performance of two CWI techniques, the 

WCS technique and the stretching technique, in measuring the stress- 
induced velocity change in a concrete cylindrical sample. The embed-
dable piezoelectric sensor, called smart aggregates, is used to generate 
and detect the elastic wave. The comparison of these techniques is 
conducted from two perspectives: stability against cycle skipping and 
consistency in retrieving velocity change. 

When utilizing the stretching technique, cycle skipping is observed in 
time windows with low SNR. On the other hand, the occurrence of cycle 
skipping in the WCS technique is highly dependent on the wave fre-
quency and magnitude of velocity change. This discrepancy in the 
mechanisms triggering cycle skipping makes it challenging to determine 
which technique offers better stability. However, when examining the 
performance of these techniques specifically for wave frequencies 
ranging from 50 kHz to 80 kHz in this particular case, their stability is 
found to be comparable. 

The velocity change retrieved using the stretching technique yields 
an intermediate value between those obtained from the low-frequency 
regime WCS and high-frequency regime WCS in the initial time seg-
ments. Furthermore, it closely aligns with the velocity change retrieved 
in the low-frequency regime in the later time segments. The interme-
diate value arises because the stretching technique captures the arrival- 
time change experienced by all frequencies. Expressing the stretching 
technique in the frequency domain reveals that both the amplitude and 
phase spectra are utilized. In contrast, the WCS technique only requires 
the phase spectra. Consequently, the velocity change retrieved from the 
stretching technique represents a weighted average of the arrival-time 
changes at each frequency, with the wave energy serving as the 
weight. This conclusion also elucidates the high similarity observed 
between the results obtained by the stretching technique and the low- 
frequency regime WCS technique in the later time segments. One can 
construct the velocity change retrieved from the stretching technique by 
weighting the velocity changes from the WCS technique using wave 
energies. The constructed outcome suggests that the velocity changes 
retrieved using these two CWI techniques are consistent. 

When it comes to the future application of CWI techniques in con-
crete stress monitoring, it is recommended to determine the suitable 
time window length for the stretching technique by considering both the 
wave frequency and the expected magnitude of velocity change. Simi-
larly, for the WCS technique, it is advisable to determine the operational 
frequency band by considering the expected magnitude of velocity 
change and the energy present within the frequency band. 
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Appendix A. Parseval’s theorem 

Parseval’s theorem is used to express the correlation coefficients in the frequency domain. We show the continuous case below, but the proof is 
similar for the discrete case. For two signals x(t) and y(t) and their Fourier transforms X(f) and Y(f), we have the following relation 
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∫ +∞

− ∞
x(t)y(t)dt

=

∫ +∞

− ∞
x(t)

[ ∫ +∞

− ∞
Y(f )ej2πftdf

]

dt

=

∫ +∞

− ∞
Y(f )

[ ∫ +∞

− ∞
x(t)ej2πftdt

]

df

=

∫ +∞

− ∞
Y(f )X( − f )df

=

∫ +∞

− ∞
Y(f )X*(f )df ,

(A1) 

where the asterisk denotes complex conjugation. 
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