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Summary
This thesis presents a thorough study into the development and implementation of a control method
for autonomous unmooring, trajectory tracking and mooring on an autonomous model-scale vessel.
Mooring and unmooring are vital processes in the operation of ships, as it is the system that secures
and releases a ship to a terminal or multiple terminals. The process has remained relatively identical
over the years, whereas autonomous shipping has been researched over time. This study addresses
the lack of focus given to autonomous mooring and unmooring by offering a control strategy that lever-
ages the vessel’s thrusters to perform these tasks, along with trajectory tracking. The study begins by
reviewing existing research on trajectory tracking and maritime vessel mooring/unmooring, revealing
the gaps in the integration of both procedures within autonomous operations.

To overcome these challenges, the study selects an applicable mathematical model for the vessel which
will be controlled. This model covers kinematic and kinetic elements, as well as actuation and thruster
allocation. This sets the groundwork for the development of a control strategy capable of precisely pre-
dicting and tracking the vessel’s position during unmooring, and trajectory tracking and mooring. Model
Predictive Control (MPC) was chosen as an ideal control approach due to its ability to predict future
states and effectively handle the complexities of marine operations. MPC makes it ideal for the difficul-
ties of mooring and unmooring, where precise control is necessary to ensure safety and efficiency.

The control strategy was then developed and implemented in MATLAB/Simulink, with the approach
modified to meet the model-scale vessel’s specific dynamics and operational requirements. In addi-
tion, Key Performance Indicators (KPIs) to assess the effectiveness of the strategy were introduced.
The strategy’s performance was assessed in three operational phases: unmooring, trajectory tracking,
and mooring. The results show that the MPC controls the vessel’s trajectory well, with errors staying
well below acceptable bounds. The largest deviation of the final trajectory during the mooring test was
9.8% of the length of the ship. A 1.0% deviation for the benchmark trajectories could also be observed.
These results, in addition to others, validate the suggested strategy’s accuracy and dependability in
practical situations.

In summary, this thesis provides a comprehensive control approach for autonomous unmooring, trajec-
tory tracking and mooring for an autonomous model-scale vessel, bridging the gap between theoretical
study and implementation in simulation. While the research identifies several limitations that present
the potential for additional study, it also lays a solid foundation for future developments in autonomous
maritime technology.

Keywords: Autonomous Shipping, Mooring, Unmooring, Trajectory Tracking, Ship Dynamics, Model
Predictive Control (MPC).
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1
Introduction

1.1. Background
Autonomous systems have been a growing topic of interest within the maritime industry in recent years.
This interest is driven by the increased efficiency, safety and sustainability benefits it provides [1, 2].
As the largest port in Europe, with a throughput volume of 469 million tonnes (2018), Rotterdam is an
important hub for the worldwide flow of goods and an important gateway to the European market of 500
million consumers. The Port Of Rotterdam did €15 billion in 2017 and with an annual GDP growth rate
of 2%, this amounts to €19 billion in 2030 [3]. Additionally, inland waterway shipping revenue in the
Netherlands climbed by 43% in 2022. The country accounts for more than a third of total EU27 transport
activity [4]. One area of particular importance in inland waterways is vessel mooring and unmooring,
which is crucial for port operations and maritime logistics. The process of conventional mooring and
unmooring has stayed relatively the same and requires ropes and windlasses as well as crew mem-
bers [5]. The failures are often due to untrained and inexperienced staff, equipment failures, available
weather conditions, poor communication, safety process errors, risk assessment failure, and fatigue [6].
Traditional mooring and unmooring processes are often labor-intensive, time-consuming, and subject
to human error, making them solid candidates for automation. The development of autonomous moor-
ing and unmooring capabilities has the potential to streamline port operations by reducing reliance on
manual labor, increasing operational efficiency, and minimizing the risk of accidents and injuries [7].

Mooring and unmooring of vessels entail securing or releasing a ship to or from a berth with ropes,
lines, and other equipment [8, 9]. Mooring and unmooring are the start and the finish in the process of
a ship involving transit from point A to point B. This typically requires trained crew members to be able
to maneuver the vessel safely and efficiently whilst taking into account external factors such as the
wind, waves and current [7]. Advancements in the autonomous shipping industry (regarding control
strategies, sensors and actuators) allow for this process to be developed into autonomous mooring
and unmooring. Currently, two methods of automatic mooring are used: magnetic and vacuum. These
methods involve high costs as well as other disadvantages regarding maintenance and electrical fail-
ures [7]. Another possible alternative to achieve autonomous mooring would be to use the thrusters of
a vessel that are managed by a control strategy. Furthermore, these capabilities combined with other
autonomous technologies can make ports operational day and night, resulting in increased throughput
and quicker vessel turnaround times. By streamlining the mooring and unmooring procedures, it can
help lower fuel consumption, emissions, and environmental impact [10].

Despite the potential benefits of autonomous mooring and unmooring, certain hurdles remain in creat-
ing robust and reliable control systems capable of efficiently managing the complexities of real-world
marine situations. One such problem is the requirement to account for uncertainties and disturbances,
such as changing weather conditions, vessel characteristics, and berth configurations. In addition, it
also has tomaintain safe and exact vessel location during themooring and unmooring processes, which
is also described as Dynamic Positioning (DP) [11].

1
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Many studies have been conducted regarding autonomous shipping [12]. Autonomous shipping re-
search with the use of a control strategy has mainly been focused on collision risk [13], trajectory
tracking [14] and maneuvering with its focus on energy management [15]. Studies on autonomous
mooring have focused mainly on offshore mooring and coastal observations [16, 17].

1.2. Research scope
The marine sector has been able to develop motion control systems. These are constructed from
Guidance, Navigation and Control (GNC) systems that can operate vessels on a (semi-) autonomous
level. Guidance is the action or system that continuously computes the relevant parameters used by
the control system. The navigation system consists of directing the marine craft by taking the position,
course and distance traveled into account. The control system uses a control loop that takes in outputs
from the navigation and guidance system in order to compute the output [18]. The scope of this research
can be defined using the GNC scheme which can be seen in figure 1.1. The guidance and control
systems will be explored whilst the navigation stays out of the scope.

Figure 1.1: A typical GNC system for marine crafts [19]

The process will consist of three phases: unmooring, trajectory tracking and mooring. Each phase will
include trajectory generation (based on a trapezoidal velocity profile) and control. Certain Key Perfor-
mance Indicators (KPI) will be defined and used to assess the system. The scientific contribution of
this research will entail the development of a control strategy for the autonomous unmooring and moor-
ing in addition to trajectory tracking for an autonomous vessel. The specific application of autonomous
mooring and unmooring combined with trajectory tracking remains unexplored in literature to date. This
will increase efficiency and safety with use of autonomous operations for the current marine processes
[1, 2].

1.3. Research objectives
The canals of Delft, which were traditionally utilized for trade and transportation, have the potential to
be refreshed as modern transit channels by implementing autonomous vessels. These vessels could
provide a sustainable and effective alternative to traditional road transportation. This aims to solve
some of the most serious issues confronting cities today, such as traffic congestion, air pollution, and
space efficiency. The objective is to create a controller for the goal of autonomous unmooring, trajec-
tory tracking and autonomous mooring for the model scale vessel Tito Neri in the canals of Delft (inland
waterway). The trajectory for the autonomous vessel will be from the station of Delft to “De Nieuwe
Haven” in order to reach the campus of Delft University of Technology. The trajectory can be seen in fig-
ure 1.2. This trajectory will be generated using a trapezoidal velocity profile. This profile allows for the
vessel to accelerate, maintain a certain speed and decelerate when the position has been reached [20].

The primary objective of this thesis is autonomous unmooring, trajectory tracking and autonomous
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Figure 1.2: Delft trajectory to be followed by the vessel

mooring of an autonomous model scale vessel. More specifically, this research aims to develop a
control strategy to control the actuator input of a small-scale vessel (Tito-Neri) in inland waterways
in Delft for trajectory tracking and mooring and unmooring. The research question will thus be the
following:

Research Question
How to realise trajectory tracking and autonomous mooring and unmooring capabilities of an
autonomous model scale vessel?

From the research question, the following sub-questions can be derived and will be answered in this
thesis.

1. What are the research gaps and relevant theoretical concepts with respect to trajectory tracking
and mooring and unmooring of autonomous marine vessels?

This sub-question focuses on the theoretical concepts regarding autonomous ships and guidance
strategies, trajectory tracking and velocity profiles, mooring and unmooring, dynamic positioning
and disturbances. This subquestion will be answered in Chapter 2.

2. What is an applicable mathematical model for the model scale vessel?

This sub-question focuses on deriving and providing the mathematical model of the model scale
vessel that will be controlled going forward. It will be answered in Chapter 3.

3. What is the best control strategy to be selected for the application and how to design it?
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This sub-question has its focus on the selection of the control strategy that is best suited for
the application of unmooring, trajectory tracking and mooring. It will also focus on how to design
that control strategy and will be answered in Chapter 4.

4. How to implement the proposed control strategy in simulation?

This sub-question will focuses on the implementation. This consists of generating the trajecto-
ries that will be used for the application and defining the relevant KPIs. It will also focus on the
tuning of the control strategy as well as filtering of the results. This will be answered in Chapter
5.

5. How to evaluate the performance of the control strategy for different trajectories under various
operating conditions?

Lastly, the results and assessment of these results will be provided. This consists of the con-
trol strategy applied to all the benchmark trajectories and the Delft trajectory. The evaluation of
the results with the KPIs to check the performance is also provided. This sub-question will be
answered in Chapter 6.

Note: the title of this report indicates the selected method, but the decision to implement Model Predic-
tive Control (MPC) will be explained.

1.4. Methodology
An overview of the methodology followed in this thesis can be seen in figure 1.3. The methodology
serves as an approach to answering the research questions, as well as a guide for this report. First,
a literature review is done in order to get helpful information about relevant theoretical concepts as
well as define the need with regard to autonomous mooring and unmooring. After this is completed,
the mathematical model of the model scale vessel will be provided based on an overview of the lit-
erature on mathematical vessel models. Then an appropriate control strategy will to be chosen and
elaborated upon. After this, the main objective will be split into three phases that each make use of an
MPC. With these phases in place, the trajectories can be generated which will later be used to assess
the performance of the MPC. For this, the relevant KPIs have to be defined before moving on to the
implementation. This implementation consists of two parts, namely the benchmark trajectories and the
Delft trajectory, which serves as an amalgamation of the benchmark trajectories. The performance will
be assessed using the defined KPIs. Lastly, a conclusion and recommendations for future studies will
be provided.

Figure 1.3: Overview of the methodology used
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1.5. Research outline
The outline of this thesis is structured as follows. Chapter 2 provides a theoretical background that will
dive into the relevant theoretical concepts regarding autonomous ships, trajectory tracking, mooring
and unmooring, stationkeeping and the model scale vessel. Chapter 3 will introduce the mathematical
model of the model scale vessel that will be controlled to achieve autonomous unmooring, trajectory
tracking andmooring. First, the derivations of the relevant matrices will be shown, which will be followed
by the thruster allocation. Then the parametrized Tito-Neri model will be shown that will be used by the
control strategy. Chapter 4 will entail the selection of the control strategy to be used based on relevant
requirements. It will dive into the chosen control strategy, its relevant concepts and parameters, as well
as provide the algorithm to be used during the simulation. Chapter 5 will introduce the relevant KPIs
and the reference trajectories that will be followed by the model-scale vessel in simulation. The results
and assessment of those will be provided in chapter 6. These include the addition of disturbances
induced by the current. Lastly, chapter 7 concludes this work and provides recommendations for future
work.





2
Literature background

This chapter answers the sub-question: What are the research gaps and relevant theoretical con-
cepts with respect to trajectory tracking and mooring and unmooring of autonomous marine
vessels? To provide a solid theoretical background and identify the need for autonomous mooring and
unmooring, this chapter is divided into sections. Section 2.1 focuses on the autonomous ship systems
which includes GNC as well as current ship operations. Section 2.2 dives into trajectory tracking and
focuses on velocity profiles for trajectory generation. It also includes the guidance strategies that will
be used. Section 2.3 focuses on the mooring and unmooring operations. It shows the conventional
methods used and focuses on its limitations in terms of safety to provide a gateway into autonomous
operations. Lastly, section 2.4 introduces stationkeeping which involves the concept of DP and distur-
bances.

2.1. Autonomous ship systems
Autonomous vessels have been under investigation for a long time. World War II started the first
experimentation with Unmanned Surface Vehicles (USV). The torpedo concept in 1944 to lay smoke
and obscure vision is one from that period. During the period 1950-1980, the focus switched toward
Remote Operating Vehicles (ROV) for underwater activities, rather than surface-based USVs. The
focus here was on minesweeping drones, given the time period after World War II. The development of
modern USVs in the following period (1990-2000) gained traction and was driven by advancements in
technology. The focus of the Navy during this period was mainly on reconnaissance and surveillance
missions. In figure 2.1 a small overview of the evolution from 1950-2000 can be seen. The image on
the left shows an ROV, the middle one shows a Remote Minehunting System (RMS) and on the right
a Reconnaissance Vehicle.

Figure 2.1: ROV, RMS and a Reconnaissance Vehicle [21]

In the past two decades, numerous institutions, universities, businesses and militaries have begun de-
veloping USVs for various applications. The development of completely autonomous USVs in highly
dynamic maritime environments remains an open question for the near future. There are currently
multiple research projects on this specific topic [21, 22]. USVs and autonomous ships both contribute
to the expanding field of unmanned marine systems, but their size, autonomy degree, intended uses,
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and regulatory issues differentiate the two. USVs are typically smaller, remotely controlled, or semi-
autonomous vessels employed for specific purposes. Autonomous ships are larger, fully autonomous
vessels meant for long-distance operations [23].

Significant progress in developing completely effective autonomous ship systems did not occur until
around the start of the twenty-first century. The technological innovation in USVs led to the start of
advancements in autonomous ship systems. Since a simple autonomous ship collision-free guidance
system in 1999, a lot of progress has been made since then [24]. The first fully Autonomous cargo ship
(MV Yara Birkeland) completed its maiden voyage only in 2022. This ship was built in Norway for the
sake of transporting fertilizers between ports [25].

2.1.1. Guidance, Navigation and Control (GNC)
In addition to the developments of the ship systems, the marine sector has been able to develop
motion control systems. These are constructed from GNC systems that can operate vessels on a
(semi-)autonomous level. This happened due to the quick development of sensor technology, commu-
nication, computing software, and hardware. For instance, heading control was made possible by the
gyrocompass and the introduction of the Global Positioning System (GPS) allowed for path following
and trajectory tracking [18]. The GNC signal flow for a conventional ship autopilot can be seen in figure
2.2.

Figure 2.2: GNC Control Flow [18]

Guidance is the action or the system that continuously computes the reference or desired position, ve-
locity and acceleration of a marine craft, which is then used by the motion control system. This data
is usually provided by the human operator and the navigation system. Navigation is the science of
directing a marine craft by determining the position or altitude, course and distance traveled. This is
usually achieved by using a Global Navigation Satellite System (GNSS) and motion sensors (gyros
and accelerometers). Lastly, control, or rather motion control, deals with the action of determining the
necessary control forces and moments to be applied to the craft in order to satisfy the control objec-
tive. This objective is usually followed in combination with the guidance system. Examples of control
objectives are trajectory-tracking, path-following and maneuvering control. The control algorithm uses
a control loop that takes in outputs from the navigation and guidance system as inputs in order to com-
pute its output (e.g. control forces) [18].

2.1.2. Ship operations
Autonomous operations are improving the safety, efficiency, and environmental performance of modern
boats. This involves minimizing collisions and incidents in congested ports, optimizing speed profiles to
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save fuel, lowering emissions, and optimizing staff numbers. In practice, however, this is a far-fetched
idea with numerous challenges to solve. The key drivers or challenges to solve for autonomy in the
maritime industry are the following: overcapacity, increasing safety, reducing the chances of human
error, increasing vessel efficiency and decarbonization [26]. To pursue higher levels of autonomy, one
first must look at the general current operations of a ship. Currently, the general operations involved in
a ship going from point A to point B are the following [27–29].

1. Unmooring (a ship leaving)

• Before unmooring: Prepare a berth, safety checks are conducted, communication chan-
nels between the relevant parties are established and potential weather conditions are checked
to assess potential difficulties.

• During unmooring: Disconnect mooring lines, let the vessel go and communicate with the
relevant parties involved to notify the ship’s departure.

2. Transit

• Piloting/navigation: Execute navigational maneuvers.
• Monitoring: Monitor navigation systems and other relevant instruments. Also, a vigilant
watch (personnel) for potential obstacles, traffic, or changes in weather conditions can be
required.

3. Mooring (a ship arriving and potentially staying)

• Before mooring: Gradually reduce speed as the ship approaches its endpoint of the voy-
age. Communicate to the port authorities about the ship’s arrival and receive potential in-
structions.

• During mooring: Members of the crew deploy mooring lines and secure them to the shore
or terminal bollards. The thrust of the ship needs to be used to maintain the desired position
at the mooring location.

• Post-mooring: Potentially shutting down the thrust of the ship. Conduct checks and notify
the port authorities.

As can be noted, the current process involves a lot of human controls. In order to move to complete
automation the process of mooring and unmooring needs to be automated since it is a vital part of the
tasks a ship completes. Going forward, the guidance and control systems will be used going forward
with the navigation side being out of the scope of this research.

2.2. Trajectory tracking
Trajectory generation is the process of picking a motion and the related optimal input controls while
validating all constraints and minimizing a performance index [30]. The challenge of tracking the tra-
jectory requires the vehicle to reach a specific spot at a predetermined time following a parameterized
reference generated [31]. The trajectory to be followed can be defined with point-to-point trajectory
tracking. In this case, as the name suggests, only a relatively small number of points are used to
create a trajectory. When additional points, known as via points, are added between the beginning
and ending positions, a smoother trajectory can be created. This strategy is frequently used to avoid
objects and thus prevent collisions, in addition to smoother path following [20].

2.2.1. Trajectory Profiles
To further smooth out the trajectory, the different types of trajectory profiles can be discussed. A poly-
nomial profile leads to a smooth profile with max joint velocity at t = T/2 and max joint acceleration
and deceleration at t = 0 and t = T , respectively, as can be seen in figure 2.3 [20].
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Figure 2.3: Polynomial velocity profile [20]

In addition to the polynomial profile, both the bang-bang acceleration profile (or triangle velocity profile)
and the trapezoidal acceleration (or velocity) profile can be introduced. The bang-bang profile consists
of a discontinuous acceleration profile that has a constant acceleration until t = T/2 which is followed
by constant deceleration until t = T . The trapezoidal velocity profile maintains a constant velocity
phase in addition to following the characteristics of a bang-bang profile. This maximum velocity leads
to saturation in the acceleration phase [20].

Figure 2.4: Bang-bang velocity profile (left) and trapezoidal velocity profile (right) [20]

The trapezoidal velocity profile trajectory connects waypoints with a motion profile that stops at each
waypoint, and the waypoint-to-waypoint motion is guided by a motion profile. The corresponding
phases can be seen in figure 2.5. Considering it achieves a compromise between simplicity and ef-
ficiency in fulfilling operational constraints, a trapezoidal velocity profile is frequently utilized in a variety
of applications.
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Figure 2.5: Trapezoidal velocity profile phases [32, 33]

As can be observed from figure 2.5, the velocity profile has a total of four parameters. These are the
following:

• End Time: Duration of each segment between two waypoints

• Peak Velocity: The peak velocity of each segment

• Acceleration Time: Time spent in the acceleration and deceleration phases

• Peak Acceleration: The magnitude of the acceleration during the acceleration and deceleration
phases

Mathematically, this profile defines segments on the interval [0, endTime], with acceleration, constant
speed, and deceleration phases. The lengths of the acceleration and deceleration phases are equal.
Each phase is shown below according to [32, 33].

1. Acceleration Phase: For t = [0, accelTime ], d2
dt2 s(t) = a, d

dts(t) = at, s(t) = a t
2

2

2. Constant Speed Phase: For t = [accelTime, endTime - accelTime], d2
dt2 s(t) = 0, ddts(t) = v, s(t) =

vt− v2

2a

3. Deceleration Phase: For t = [endTime - accelTime, endTime], d2
dt2 s(t) = −a, ddts(t) = a(endTime

−t), s(t) = 2av∗ endTime −2v2−a2(t−endTime)2
(2a)

2.2.2. Guidance Strategies
In addition to the planning of the trajectory, the guidance system is built on the notions of the Line-Of-
Sight (LOS) and the Circle of Acceptance (CoA) around the waypoint. The LOS strategy iteratively
uses the current position of the vessel and the next waypoint in order to calculate the reference angle
as follows [34]:

ψref = arctan2(y2 − y1, x2 − x1) (2.1)
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where (x1, y1) and (x2, y2) are the coordinates of the current position and the next waypoint respec-
tively.

To determine the next coordinate for the LOS, a CoA of a prespecified radius is defined around each
waypoint. In each time instance, the distance between the vessel’s current position and the next way-
point is computed and compared to this radius. Only when the distance is less than the radius, it is
determined that the vessel has arrived at the associated waypoint and can receive a new reference
angle ψref [31]. An example of a trajectory being followed can be seen in figure 2.6.

Figure 2.6: Trajectory tracking [35]

From this section the trajectory generation according to a trapezoidal velocity profile will be used going
forward. In addition, the LOS and CoA are going to be used as guidance strategies for the research.
In the next section, mooring and unmooring operations will be discussed.

2.3. Mooring and unmooring operations
First, it is of importance to define the concept of mooring and unmooring. The terminological definition
of mooring is the system that secures a ship to a terminal or multiple terminals. Unmooring deals with
releasing a ship from a terminal or multiple terminals [8, 9]. The principle of mooring has changed
quite a bit over the years. In the past few decades, a lot of development can be observed in the
realm of maritime transportation. These advances include increasing the dimensions of the vessels
and increased operations. This means that both ports and vessels have to deal with more challenging
conditions. These conditions include disturbances due to waves, wind and also the current [9]. Several
improvements have been made in the marine industry in terms of mooring systems, such as automated
vacuum mooring systems, magnetic mooring systems, and berthing help systems [36, 37]. However,
most vessels continue to use mooring methods that require ropes and windlasses. During this process,
the vessel comes close to the mooring point and reduces its speed to, usually between 1 and 2 knots
(1.85-3.7 m/s) [38]. These are general numbers, as these values vary depending on specific vessel
types, environmental conditions and operating conditions [39].

2.3.1. Conventional methods
An efficient mooring system is crucial for ensuring ship, terminal, and environmental safety. The type
and size, as well as other project-related factors of the vessel, affect every component of the mooring
system. Mooring systems therefore come in all shapes and sizes. To name a few, conventional solu-
tions include single point mooring (SPM), multi-buoy mooring (MBM), and floating production storage
and offloading vessels (FPSO) which can use SPM [40]. This can be seen in figure 2.7 [9].
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Figure 2.7: SPM, MBM and FPSO [40]

In SPMs, all of the mooring lines are connected to a single connecting point. With the environment
loads, the vessel can freely rotate around a single point. Single point moorings come in a variety of
forms, usually consisting of turret mooring, single anchor leg mooring (SALM), and catenary anchor leg
mooring (CALM) [41]. This can be seen in figure 2.8.

Figure 2.8: Turret mooring, CALM and SALM [41]

Conventional methods used on a larger scale for mooring and unmooring typically use turret systems.
The turret systems have a floating structure in order to adapt its heading due to environmental distur-
bances. There are two categories of these stationkeeping systems: Permanent and non-permanent.
In permanent systems, the floating structure remains stationary. In non-permanent systems, the float-
ing structure is temporarily moored for the transfer of for instance cargo. Next, the integration types
are the methods by which the mooring system is linked to the floating structure structurally. This can
be external or internal (part of the hull structure) as can be seen in figure 2.9. Lastly, there are three
types of mooring systems based on their dynamic behavior. Tower systems are permanently attached
to seafloor constructions. Column systems are buoyant columns connected to the bottom by a single
chain or articulated rigid framework. Mooring Legs are flexible linear elements like chains, polyester
ropes, and wire ropes attached to buoys or turrets [41–43].

Figure 2.9: External turret (left) and internal turret (right) [42]
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2.3.2. Safety in mooring and unmooring
The concept of autonomous mooring is not an entirely new one as several possibilities have been and
are currently being explored. This is mainly due to the safety hazards that arrive from mooring and
unmooring. Mooring operations aboard ships raise major safety risks for the ship’s crew, the ship itself,
and the maritime environment. Lack of mooring equipment maintenance, untrained and inexperienced
personnel, equipment failures, available weather conditions, poor communication, safety procedure
errors, and risk assessment failure are the most frequent causes of mooring accidents involving ropes
and windlass [44, 45]. When a ship is tied down to a dock or another vessel, it can be an extremely
dangerous process if those involved are not properly taught, have the appropriate equipment and have
the proper mindset. An overview of the most common factors is shown in table 2.1 [46, 47].

Table 2.1: Most common risks in mooring [46, 47]

Category Risk factors

Equipment

Use of old, damaged wires
Poor equipment
Poorly designed mooring system
No overview of mooring area
Hazard/tripping risk sites not highlighted
Poor wire/line handling

Work Processes Lack of communication and planning
Poor wire/line handling

Crew Qualifications

Unclear instructions
Lack of information
Lack of supervision
Small, untrained deck crew
Ineffective onboard mooring training
Crew concentration: stress and fatigue

Ship’s Safety Culture

Procedures not followed
Shortcuts taken
Standing in the wrong places (snap back zone)
Walking over a wire
Quick mooring versus safe mooring
Lack of risk assessment prior to mooring operations
Cluttered deck/mooring area

Weather Icy, slippery deck

2.3.3. Autonomous mooring and unmooring
Studies regarding autonomous mooring have mainly been focused on offshore mooring and coastal
observations [16, 17]. These mostly focus on optimizing current mooring processes involving the con-
ventional mooring technologies from section 2.3.1 [36, 37]. Twomethods of automatic mooring currently
used are magnetic mooring and vacuum mooring. The disadvantages of these systems are potential
electrical failures, high purchase costs of the systems and requiring more maintenance [46]. The most
notable new method is the MacGregor mooring solution that will allow Yara Birkeland, the world’s first
autonomous container ship, to moor without human assistance. The system is built on a seven-axis
robotic arm that takes looped mooring ropes and wraps them around dock bollards, as can be seen in
figure 2.10 [48]. Mooring developments for an autonomous ocean sampling network is also a common
topic of interest in research [49, 50].
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Figure 2.10: Mooring rope with a robotic arm [48]

Using the information provided on conventional mooring, it can be said that autonomous mooring pro-
vides benefits regarding safety and efficiency. Moving towards stationkeeping systems without conven-
tional methods, e.g. using just the ship and its thrusters, will be explored going forward.

2.4. Stationkeeping
Stationkeeping systems use either a mooring system (passive), a dynamic positioning system (active),
or a combination of the two. In the past, the bulk of moorings were passively executed. More recently,
moorings have been utilized for station-keeping in conjunction with thruster Dynamic Positioning (DP)
systems. These help to alleviate loads in the mooring by turning the vessel as needed and protect the
vessel from environmental disturbances [43].

2.4.1. Dynamic Positioning (DP)
A DP system is: “An automatic system that maintains the position of a ship or vessel using its thrusters,
in the presence of disturbances such as wind, waves, and current” [51]. This is currently commonly
used by offshore vessels in deep-water operations. These systems provide a gateway into autonomous
mooring, as it only uses a set of thrusters to balance external forces.

Figure 2.11: DP system using thrusters (green) to balance out forces (red) [11]

When a ship is operating in waterways, waves, wind, and currents are bound to generate disturbances
that will cause the ship to drift off course from its intended position and heading. The primary challenge
in the design of the DP control system is the suppression of disturbances. With the use of only its own
propellers and thrusters, DP technology enables a floating structure, such as a ship or drilling platform,
to keep its position and heading at a fixed place or along a predetermined track while being insensitive
to the depth of the water [52].
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Compared to more conventional vessel positioning techniques like anchor-based systems, dynamic
positioning has the following benefits [53]:

• Accuracy: Even under difficult circumstances, DP systems are able to retain a vessel’s position
accurately with outstanding manoeuvrability

• Flexibility: Its ability to operate in waters of any depth with rapid responses to changes in the
weather or operation’s requirements

• Efficiency: Quick and easy set-up and able to complete tasks quickly and cost-effectively

• Safety: No risk of mooring lines or anchors damaging the seabed

2.4.2. Disturbances
Disturbances are inherently present in the entire system, which are induced by multiple components.
These consist of environmental disturbances which are current, wave and wind disturbances. For
this research, only the current disturbances will be modeled and looked at. In low-speed applications
consisting of DP (up to approximately 2 m/s), ocean currents and damping can be represented using
three current coefficients: CX , CY , and CN . These can be determined experimentally using scale
models in wind tunnels. The wind and current coefficients are defined using a counterclockwise rotation
γc [18].

Figure 2.12: The current speed Vc, current direction βc and current angle of attack, γc all relative to the bow [18]

The current forces on a vessel can be expressed in terms of the area-based current coefficients C. The
disturbances in the surge, sway and yaw in accordance with figure 2.12 can be seen below.

Xcurrent =
1

2
ρAFcCX (γc)Vcurrent

2

Ycurrent =
1

2
ρALcCY (γc)V

2
c

Ncurrent =
1

2
ρALcLoaCN (γc)V

2
c

(2.2)

Here Xcurrent , Ycurrent and Ncurrent are the surge damping force in the x-direction, y-direction and about
the z−axis respectively. C is the current coefficient, which is a function of the angle of attack γc relative
to the bow. The density of the water is given by ρ. The frontal and lateral projected current areas are
given by AFc and ALc respectively. Loa is the overall length of the vessel and Vc is the speed of the
current.
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Since the current is dependent on the direction, the current coefficients are a function of the angle of
attack. For a Platform supply vessel (PSV) the current coefficients can be seen in table 2.2. The same
current coefficients are used for this research.

Table 2.2: Current coefficients

γc CX CY CN γc CX CY CN
0 1.01 0 0 180 -0.67 0 0
15 0.75 -9 2 195 -0.53 7.100 1.45
30 0.48 -18 4 210 -0.04 14.85 2.80
45 -0.70 -27.05 5.10 225 0.45 23.05 3.35
60 -1.87 -36.05 6.20 240 0.35 30.40 3
75 -0.58 -38.20 4.20 255 0.54 34.50 0.45
90 0.72 -38.55 2.15 270 0.72 38.55 -2.15
105 0.54 -34.50 -0.45 285 -0.58 37.30 -4.20
120 0.35 -30.40 -3 300 -1.87 36.05 -6.20
135 0.45 -23.05 -3.35 315 -0.70 27.05 -5.10
150 -0.04 -14.85 -2.80 330 0.48 18 -4
165 -0.53 -7.100 -1.45 345 0.75 9 -2

2.5. Conclusion
In this chapter, the following sub-question has been answered: What are the research gaps and
relevant theoretical concepts with respect to trajectory tracking and mooring and unmooring
of autonomous marine vessels? The relevant theoretical concepts have been discussed and going
forward, the following concepts will be used. First, it was determined that the control and guidance
strategies will be used going forward, with the navigation being kept out of scope. This was followed
by the observation of current ship operations, which showed a lot of human controls involved. The
current mooring and unmooring processes have a lot of risk and room for improvement. This will entail
using the thrusters of the ship in order to moor and unmoor. From the trajectory tracking section, the
trapezoidal velocity profile will be used going forward, as well as the CoA and LOS. Going forward, the
concept of DP will be used for low speeds and stationkeeping of the ship. In addition, the disturbances
from the current will be modeled and used. The next chapter focuses on the mathematical vessel model
that will be controlled in this research going forward for unmooring, trajectory tracking and mooring.





3
Mathematical Vessel Model

In this chapter, the following research question will be answered: What is an applicable mathematical
model for the model scale vessel? The mathematical model of the vessel is introduced to be used in
inland waterways at relatively low speeds. To work towards this model, first, in section 3.1 the motion
and relevant notation will be provided. Next in sections 3.2 and 3.3 the kinematic model and kinetic
model will be shown respectively. Section 3.3 also features the system inertia mass matrix, the Coriolis-
Centripetal matrix and the hydrodynamic damping matrix. The next section 3.4 dives into the actuation
also Thruster Allocation (TA) for the model scale vessel. Lastly, in section 3.5, a parametrized Tito-Neri
model will be shown that will be used in the rest of this research.

3.1. Motion
The dynamics of the ship system can be described using the book of Fossen [18]. A marine craft
experiences motion in 6 Degrees Of Freedom (DOFs) while maneuvering, which can be seen in figure
3.1. The DOFs are a collection of independent displacements and rotations that define the craft’s
location and orientation. Surge (propulsive motion) and sway (sideways motion) are terms used to
describe motion in the horizontal plane. Rotation about the vertical axis is described by yaw (the
heading of the craft). Roll (rotation about the longitudinal axis), pitch (rotation about the transverse
axis), and heave (vertical motion) are the final three DOFs. Often, reduced order models are utilized
when constructing control systems for maritime crafts, since most crafts do not actuate in all DOFs [18].

Figure 3.1: DOFs and frames [18]
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The vessel’s position and orientation are provided using the North-East-Down (NED) coordinate system.
Here, the inertial frame is described by {n} = (xn, yn, zn) and the body-fixed frame by {b} = (xb, yb, zb).
The linear and angular velocities of the vessel are described in the body-fixed frame that moves with
the vessel. Mooring and unmooring require control of the position and orientation of the vessel, and
the vessel is supposed to navigate in inland waterways (calm water). A 3DOF horizontal plane model
(Surge, sway and yaw) is best suited for the application. Heave, roll, and pitch motion dynamics are
ignored.

Table 3.1: Notation of the Society of Naval Architects and Marine Engineers (SNAME) (1950) for marine vessels [54]

DOF Forces and moments Linear and angular velocities Pos. and Euler angles
Motions in the x-direction (surge) X u x
Motions in the y-direction (sway) Y v y
Motions in the z-direction (heave) Z w z
Rotation about the x-axis (roll, heel) K p ϕ
Rotation about the y-axis (pitch, trim) M q θ

Rotation about the z-axis (yaw) N r ψ

From table 3.1 the following vectors can be defined. Note that here M is the moment about the y-
axis and not the mass matrix M . Firstly, ν= [u, v, w]⊤ and ω = [p, q, r]⊤ describe the linear velocity
and angular velocity respectively of the body fixed origin relative to the inertial origin in {n}. Lastly,
rg = [xg, yg, zg]

⊤ is the distance vector from the system origin (CO) to the Center of Gravity (CoG) in
{b}. When CO and CoG coincide with one another, rg= 0. As is the case for the Tito-Neri model. The
symbols from table 3.1 will be used in the derivation of the system matrices in the following subsections.

3.2. Kinematic Model
A kinematic model is used in order to treat the geometrical aspects of motion. η̇ = [ẋ, ẏ, ψ̇]T describes
the inertial frame velocities and ν = [u, v, r]T the body-fixed velocities. The kinematic equation is
described in the following manner:

η̇ = R(ψ)ν (3.1)

R(ψ) is the transformation matrix for rotation about the z axis in order to transform from the body-fixed
frame to the inertial frame and vice versa.

R(ψ) =

 cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (3.2)

3.3. Kinetic Model
Kinetics deals with the analysis of the forces that are causing the motion. The rigid body kinetics of
marine craft can be expressed in the following vectorial setting.

MRBν̇ +CRB(ν)ν = τRB (3.3)

whereMRB is the rigid-body mass matrix andCRB is the rigid-body Coriolis and centripetal matrix due
to the rotation of the body {b} about the inertial frame {n}. In 3 DOF it gives the following, ν = [u, v, r]⊤

and τRB = [X,Y,N ]⊤. The kinetics provided above can be further elaborated upon by introducing
hydrodynamics and hydrostatics. This leads to equation 3.4.

MRBν̇ + CRB(ν)ν︸ ︷︷ ︸
rigid-body forces

+MAν̇r + CA (νr) νr +D (νr) νr︸ ︷︷ ︸
hydrodynamic forces

+ g(η) + go︸ ︷︷ ︸
hydrostatic forces

= τ (3.4)

whereM= MRB +MA is the system inertia matrix, which now also includes added massMA. The
Coriolis-Centripetal matrix including the added mass isC(νr) = CRB(νr) + CA(νr) andD is the hy-
drodynamic damping matrix. This added mass is induced due to the body accelerating or decelerating,
which moves some volume of the surrounding fluid. This is modeled as some additional mass moving
along with the body [55]. The relative velocity vector is denoted by νr (without the current velocity).
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g(η) is the vector of gravitational/buoyancy forces and moments. go is the vector that is used for bal-
last control. Lastly, τ is the vector of control inputs.

3.3.1. System Inertia Mass Matrix
As stated in the previous sectionM = MRB +MA. Firstly, the added mass matrixMA due to fluid
displacement is defined, which gives the following according to [18, 56].

MA = −


Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ
Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ
Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ

 (3.5)

It uses the SNAME (1950) notation for hydrodynamic derivatives. For example, the increased mass
force Y along the y axis due to an acceleration u̇ in the x direction is expressed as:

Y = −Yu̇u̇, Yu̇ :=
∂Y

∂u̇
(3.6)

This then implies {MA}21 = −Yu̇ in equation 3.5. The 3DOF simplification will be used since only
surge, sway and yaw are considered. Thus, only the intersections of the first, second and sixth rows
and columns in equation 3.5 will be used. This leads to the following:

MA =

 −Xu̇ 0 0
0 −Yv̇ −Yṙ
0 −Nv̇ −Nṙ

 (3.7)

Next is the mass matrix that encompasses the rigid body mass. This matrix is denoted asMRB and
is shown below.

MRB =

[
mI3×3 −mS (rg)
mS (rg) Ib

]
(3.8)

where I3×3 is defined as the identity matrix. S is the vector cross product and is also skew-symmetric.
Ib is the inertia matrix of the body.

S(rg) =

 0 −zg yg
zg 0 −xg
−yg xg 0

 (3.9)

Ib :=

 Ix −Ixy −Ixz
−Iyz Iy −Iyz
−Izx −Izy Iz

 (3.10)

This gives the following 6x6 matrix for the rigid body mass.

MRB =


m 0 0 0 mzg −myg
0 m 0 −mzg 0 −mxg
0 0 m myg mxg 0
0 −mzg myg Ix −Ixy −Ixz

mzg 0 −mxg −Ixy Iy −Iyz
−myg mxg 0 −Ixz −Iyz Iz

 (3.11)

Again only taking into account surge, sway and yaw will give the following 3x3 matrix.

MRB =

 m 0 0
0 m mxg
0 mxg Iz

 (3.12)

For when CO = COG, xg = 0 andMRB becomes:
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MRB =

 m 0 0
0 m 0
0 0 Iz

 (3.13)

The combined mass matrixM = MRB +MA thus becomes the following.

M =

 m−Xu̇ 0 0
0 m− Yv̇ mxg − Yṙ
0 mxg −Nv̇ Iz −Nṙ

 (3.14)

3.3.2. Coriolis-Centripetal Matrix
The Coriolis-Centripetal terms occur due to the rotation of {b}with respect to {n}. Similarly to the inertia
mass matrix, rigid body and added mass terms can be found in it according to:

C(ν) = CRB(ν) + CA(ν) (3.15)

The Coriolis vector is ω× ν and the centripetal term is ω× (ω× ν). The Coriolis-Centripetal matrix will,
similarly to the mass matrix, be derived from the 6x6 matrix to a 3x3 matrix [18, 56]. Firstly, the mass
matrix is shown with its rigid body mass part.

M =MT =

[
M11 M12

M21 M22

]
(3.16)

CRB(ν) =

 03×3 −S
(
M11v

b
b/n +M12ω

b
b/n

)
−S

(
M11v

b
b/n +M12ω

b
b/n

)
−S

(
M21v

b
b/n +M22ω

b
b/n

)  (3.17)

For the rigid body part CRB of the Coriolis-Centripetal matrix it gives the following:

CRB(ν) =
0 0 0
0 0 0
0 0 0

−m(ygq + zgr) m(ygp+ w) m(zgp− v)
m(xgq − w) −m(zgr + xGp) m(zgq + u)
m(xgr + v) m(ygr − u) −m(xgp+ ygq)

m(ygq + zgr) −m(xgq − w) −m(xgr + v)
−m(ygp+ w) m(zgr + xgp) −m(ygr − u)
−mzgp− v −mzgq − u mxgp+ ygq

0 −Iyzq − Ixzp+ Izr Iyzr + Ixyp− Iyq
Iyzq + Ixzp− Izr 0 −Ixzr − Ixyq + Ixp
−Iyzr − Ixyp+ Iyq Ixzr + Ixyq − Ixp 0



(3.18)

By reducing this matrix to a 3x3 matrix, only taking into account surge, sway and yaw, the following
matrix can be obtained.

CRB(ν) =

 0 0 −m (xgr + v)
0 0 mu

m (xgr + v) −mu 0

 (3.19)

Next will be the added mass termCA. Similarly to the previous derivation of CRB , the added mass part
of the mass matrix can now be used. This will give the following 6x6 added mass matrix.

CA(ν) =


0 0 0 0 C15

A C16
A

0 0 0 C24
A 0 C26

A

0 0 0 C34
A C35

A 0
0 −C24

A −C34
A 0 C45

A C46
A

−C15
A 0 −C35

A −C45
A 0 C56

A

−C16
A −C26

A 0 −C46
A −C56

A 0

 (3.20)
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where

C15
A = −Xẇu− Yẇv − Zẇw − Zṗp− Zq̇q − Zṙr

C35
A = Xu̇u+Xv̇v +Xẇw +Xṗp+Xq̇q +Xṙr

C16
A = Xv̇u+ Yv̇v + Yẇw + Yṗp+ Yq̇q + Yṙr

C45
A = −Xṙu− Yṙv − Zṙw −Kṙp−Mṙq −Nṙr

C24
A = Xẇu+ Yẇv + Zẇw + Zṗp+ Zq̇q + Zṙr

C46
A = Xq̇u+ Yq̇v + Zq̇w +Kq̇p+Mq̇q +Mṙr

C26
A = −Xu̇u−Xv̇v −Xẇw −Xṗp−Xq̇q −Xṙr

C56
A = −Xṗu− Yṗv − Zṗw −Kṗp−Kq̇q −Kṙr

C34
A = −Xv̇u− Yv̇v − Yẇw − Yṗp− Yq̇q − Yṙr

Again by only taking into account surge, sway and yaw, the 3x3 added mass Coriolis-centripetal matrix
becomes the following:

CA(ν) =

 0 0 Yv̇v + Yṙr
0 0 −Xu̇u

−Yv̇v − Yṙr Xu̇u 0

 (3.21)

Combined, the Coriolis-Centripetal matrix becomes:

C(ν) =

 0 0 −m (xgr + v) + Yv̇v + Yṙr
0 0 −Xu̇u+mu

m (xgr + v)− Yv̇v − Yṙr −mu+Xu̇u 0

 (3.22)

3.3.3. Hydrodynamic Damping
When moving through a fluid, the vessel experiences hydrodynamic damping through drag forces. The
hydrodynamic damping consists of a linear and nonlinear part. Both are provided below according to
[18]. The total hydrodynamic damping matrixD(νr) is the sum of the linear partDl and the nonlinear
partDn(νr) such that:

D (vr) :=Dl +Dn (vr) (3.23)
Figure 3.2 shows the linear and quadratic terms for different speeds of a vessel. To avoid oscillatory
behavior at low speeds, models should contain both linear and quadratic damping. The major reason
is that linear damping is required for exponential convergence to zero [18].

Figure 3.2: Linear and quadratic damping with their speed regimes [18]
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The 6x6 matrices for the hydrodynamic damping are given below for the linear and nonlinear parts. The
coefficients are called hydrodynamic derivatives.

Dl = −


Xu 0 0 0 0 0
0 Yv 0 Yp 0 Yr
0 0 Zw 0 Zq 0
0 Kv 0 Kp 0 Kr

0 0 Mw 0 Mq 0
0 Nv 0 Np 0 Nr

 (3.24)

Dn (vr) = −


X|u|u |ur| 0 0 0 0 0

0 Y|v|v |vr|+ Y|r|v|r| 0 0 0 Y|v|r |vr|+ Y|r|r|r|
0 0 Z|w|w |wr| 0 0 0
0 0 0 K|p|p|p| 0 0
0 0 0 0 M|q|q|q| 0
0 N|v|v |vr|+N|r|v|r| 0 0 0 N|v|r |vr|+N|r|r|r|


(3.25)

Only taking surge sway and yaw into account gives the following 3x3 matrices for the linear and non-
linear damping.

Dl =

 −Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

 (3.26)

Dn (vr) =

 −X|u|u |ur| 0 0
0 −Y|v|v |vr| −Y|v|r |vr|
0 −N|v|v |vr| −N|v|r |vr|

 (3.27)

3.4. Actuation and Thruster Allocation (TA)
There are several possible options with regard to actuation, these are given in table 3.2 according to
[18].

Table 3.2: Actuators and control variables [18]

Actuator u (control input) α (control input) f⊤ (force vector)
Main propellers (longitudinal) Pitch and rpm - [F , 0, 0]
Tunnel thrusters (transverse) Pitch and rpm - [0, F, 0]
Azimuth (rotatable) thruster Pitch and rpm Angle [F cos (α), F sin (α), 0]
Aft rudders Angle - [0, F, 0]
Stabilizing fins Angle - [0, 0, F]

The control forces and moments f are expressed as

f =Ku (3.28)

where u is the vector of control inputs andK is a diagonal force coefficient matrix. The actuator forces
and moments are related to the control forces and moments with the following:

τ = T (α)f = T (α)Ku (3.29)

where α is a vector of the azimuth angles and T (α) is the thrust configuration matrix. The following
configuration from figure 3.3 will be used going forward.
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Figure 3.3: Thruster configuration with 2 azimuth and 1 bow thruster

For the 2 azimuth thrusters and a bow thruster the thrust configuration matrix becomes the following.

τ = T (α)f =

 cos (α1) cos (α2) 0
sin (α1) sin (α2) 1

dy · cos (α1)− dx · sin (α1) dy · cos (α2)− dx · sin (α2) d3

 F1

F2

F3

 (3.30)

The hydrodynamic interaction of a thruster in the process of propulsion will affect the control of the ship
[57]. Determining the orientations and thrust of the provided actuators, given different constraints, is
needed. This is commonly known as the TA problem. TA is a vital component of autonomous vessel
motion control [58]. In order to achieve this, a thrust allocation algorithm can be used. It is an algorithm
that takes an order for the total force and moment that the thrusters should enact on a ship as input and
calculates what forces the individual thrusters should produce so that the resultant force and moment
on the ship are as instructed [51].

3.5. Parametrized Tito-Neri model
Based on the previous sections, the mathematical model of the ship can now be simplified for the
application of trajectory tracking, DP and mooring and unmooring. A linearized model will be used for
the Tito-Neri. This simplification is based on the operational condition of the vessel being u >> v, r.
The kinematic model and simplified kinetic model are shown below.

η̇ = R(ψ)ν (3.31)

Mν̇ +Dν = τ (3.32)

where
τ = T (α)f (3.33)

The parameters for the Tito-Neri model scale vessel are given according to [59].
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Table 3.3: Tito-Neri parameters [59, 60]

Parameters Value Unit
m 16.9 kg
Yv̇ -49.2 kg
xg 0.0 m
Yṙ 0.0 kg ·m2

Iz 0.51 kg ·m2

Nv̇ 0.0 kg
Xu̇ -1.2 kg
Nṙ -1.8 kg ·m2

This leads to the following system matrices:

M =

 m−Xu̇ 0 0
0 m− Yv̇ mxg − Yṙ
0 mxg −Nṙ Iz −Nṙ

 =

 18.1 0 0
0 66.1 0
0 0 2.31

 (3.34)

Dl =

 −Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

 =

 0.72253 0 0
0 0.88965 0
0 0 1.90

 (3.35)

For the allocation of the thrust, a fixed configuration is used. The angle for the portside thruster is
denoted with ψPS and the angle for the starboard thruster is denoted as ψSB . Both angles will be fixed
at −π/4 and π/4 respectively. This is a middle ground in order to cover simple and relatively complex
maneuvers. The length from the origin to each thruster in x is denoted with d. The thrusters can be
seen schematically in figure 3.4.

τ =

 cos (ψPS) cos (ψSB) 0
sin (ψPS) sin (ψSB) 1

dy · cos (ψPS)− dx · sin (ψPS) dy · cos (ψSB)− dx · sin (ψSB) dbow

 FPS
FSB
Fbow

 =

 Fx
Fy
M


(3.36)

Figure 3.4: Thruster configuration of the Tito-Neri

3.6. Conclusion
In this section, the following sub-question was answered: What is an applicable mathematical model
for the model scale vessel? The mathematical ship model for control applications was provided in
terms of the kinetics and kinematics. Themathematical model used going forward will be a simplification
of the model by making use of u >> v, r. This study will now move towards selecting and appropriate
control strategy that will make use of the mathematical model for the unmooring, trajectory tracking and
mooring.



4
Control Strategy

This chapter answers the sub-question: What is the best control strategy to be selected for the
application and how to design it? First in section 4.1 the requirements and criteria for the application
will be explored. Then in section 4.2, the possible control strategies are briefly discussed and a selection
will be made in section 4.3. This selection will then be elaborated upon in section 4.4 and onward. This
in-depth definition includes the prediction model in section 4.5, the control objective in section 4.6 and
the control constraints in section 4.7. Lastly, in section 4.8, the algorithms that will be used in the
implementation will be shown.

4.1. Requirements and criteria
To be able to choose the best control strategy for the application, first the requirements for the appli-
cation need to be specified. The goal of the research is to design a control strategy that is capable of
controlling the vessel with the actuator input. This will be used for unmooring, trajectory tracking and
mooring for the small-scale vessel (Tito-Neri). A closed-loop control system is a system with one or
several feedback control loops, often involving interaction between control loops, as can be seen in fig-
ure 4.1 [61]. In this loop, the reference and output will be the position that needs to follow. The system
inputs are the forces applied to the system. The system itself will consist of the vessel dynamics which
are provided in chapter 3. The sensor dynamics (e.g. navigation) will not be taken into account.

Figure 4.1: General control loop [62]

The initial mathematical model that is derived in chapter 3 is nonlinear. This is due to the Coriolis-
Centripetal and nonlinear damping matrix. For the application of mooring and unmooring (low speeds)
combined with trajectory tracking, the assumption of linearization will be made. Therefore, the controller
does not need to be able to account for non-linearities. For the trajectory tracking and also mooring and
unmooring, there are multiple inputs into the system. These consist of the vessel states that describe

27
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the position in x and y and the orientation ψ. The output of the controller consists of the forces or rather
actuator inputs into the system. Thus, the system is MIMO [63]. Certain control methods or strategies
can handle MIMO systems, whilst others can only handle Single-Input Single-Output (SISO) systems.
Every mechanical system also has physical limitations. These limitations are enforced on the system
through constraints. Constraints can also be applied in order to avoid excessive wear and tear of the
system. The constraints for instance are limitations of the acceleration or maximum forces that can be
applied [64]. Not all control strategies will be able to handle (complex) constraints. In addition, from the
perspective of logistics, it is beneficial to make predictions regarding disturbances and the arrival time
of the vessel. It can therefore be important to be able to simulate the future behavior of the system. This
would allow for maneuvers being able to be planned ahead [51] Lastly, control strategies for mooring
and trajectory tracking have varying computing complexity depending on the algorithms used, model
complexity, real-time needs, and available computer resources [65].

The four criteria to be used in the selection will thus be the controller’s ability to handle MIMO systems,
control constraints, future behavior and the computational complexity of the strategy.

4.2. Control algorithms
To select a suitable control strategy for mooring and unmooring an overview of each of the relevant ones
will be provided. The controllers for trajectory tracking and also DP have evolved during the last three
decades. The first innovations can be observed in Proportional Integral Derivative (PID) controllers. A
PID controller’s three terms satisfy three typical needs of most control issues. In tracking a constant
setpoint, the integral term yields zero steady-state error. The proportional term, on the other hand,
responds instantly to the present error but often cannot attain the required setpoint precision without
an excessively large gain [66].

Optimal control determines the control signals that will cause a process to satisfy constraints and at
the same time minimize (or maximize) some performance criterion. The optimal control problem uses
a mathematical model of the process to be controlled, physical constraints and a specification of the
objective (performance) [67]. Examples of optimal control include Linear Quadratic Regulator (LQR)
and Model Predictive Control (MPC) [31].

Next is Nonlinear Time-Invariant Control. Examples of this are Sliding Mode Control (SMC) and Back-
stepping Control. Since the system used will be linearized, these control strategies will not be taken
into account. Introducing nonlinearities into the model only increases the computational burden of the
control algorithm, since a linearized system is sufficient for the application [31].

The primary idea behind adaptive control is to estimate unknown parameters live, using known system
conditions. The primary goal of robust control is to maintain stability and acceptable performance de-
spite changes in parameters, modeling mistakes, disruptions, and external uncertainties. Combining
adaptive control and/or robust control with other control methods will result in better control schemes
[31]. According to the operating regimes, hybrid control allows for switching between different con-
trollers. In autonomous shipping, hybrid control refers to the use of both continuous control and discrete
control systems to handle various parts of the ship’s operations [68].

Intelligent control uses AI and computational intelligence in order to handle complex, nonlinear and also
uncertain dynamics. It offers potential, but also presents challenges in the realm of robustness and the
need for sufficient data. Examples are Fuzzy Control and Neural Network (NN) Control. Fuzzy Control
is based on the operator’s manual control strategy or Fuzzy Information that the designer knows about
the operation. This can also be combined with other control strategies. A neural network (NN) is a
collection of neurons or nodes with configurable connection weights that can achieve great results in
trajectory tracking of vessels. It however lacks interpretability since it operates as a black-box model
[31].
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4.3. Selection of control strategy
Given the information provided on the different control strategies, the best control strategy can be
chosen for the application. First, this will be looked at qualitatively in table 4.1.

Table 4.1: Comparison of control strategies

Criteria PID LQR MPC Hybrid Control Fuzzy Control NN Control
MIMO Yes 1 Yes Yes Yes Yes Yes
Constraints Limited Limited Explicit Flexible Explicit Explicit
Comp. complexity Low Low Moderate Moderate Moderate Moderate
Future behavior No No Yes Limited Limited Limited

With the qualitative data, a weighted decision matrix will now be introduced to select the best control
strategy for the application (table 4.2). Each of the relevant criteria has weights assigned to them
ranging from 1 to 5 based on section 4.1 with 1 being the lowest score and 5 the highest. The control
strategies will receive a value ranging from 1 to 5 as well. This will be multiplied by the criteria weight
to get a weighted rating. The highest weighted rating becomes the chosen control strategy.

Table 4.2: Weighted decision matrix control strategies

PID LQR MPC Hybrid Fuzzy NN
Criteria Weights Score Total Score Total Score Total Score Total Score Total Score Total
MIMO 3 3 9 5 15 5 15 5 15 5 15 5 15
Control Constraints 4 2 8 2 8 3 12 3 12 5 20 5 20
Comp. Complexity 2 5 10 5 10 3 6 3 6 3 6 3 6
Future behavior 5 1 5 1 5 5 25 2 10 2 10 2 10

32 38 66 43 51 51

The control strategy with the highest score that is best suited for the application of trajectory tracking
and autonomous mooring and unmooring will be MPC. The simulation of the future behavior of the
system and controlling will provide a control output. This allows for the system to behave optimally [51].
MPC has certain advantages over the other control strategies shown in table 4.2. These advantages
are the following [51, 70]:

• Constraint handling: Effective handling of constraints by incorporating it directly into the opti-
mization problem. MPC can increase overall system performance by implementing limits that
avoid harmful operating conditions.

• Plan ahead: Its main advantage and reason for being chosen as the best control strategy for
the application is its ability to plan ahead. Accounting for future states and optimizing the control
actions over a large time horizon will lead to better tracking. By optimizing control actions based
on future predictions, MPC can improve stability, efficiency, and responsiveness.

4.4. Model Predictive Control (MPC)
The chosen control strategy for trajectory tracking and mooring and unmooring will be MPC. The block
diagram is shown in figure 4.2. Compared to the standard control loop shown in figure 4.3, the con-
troller in this loop consists of the model and an optimizer.

1Decoupling can be employed to make it possible to design separate PID controllers for each decoupled loop [69]



30 Chapter 4. Control Strategy

Figure 4.2: MPC block diagram [71]

MPC is also known as receding horizon control or moving horizon control. It is a control method that
employs an explicit dynamic plant model to predict the effect of future reactions of the manipulated
variables on the output and control signal obtained by minimizing the cost function denoted by J . A
receding horizon technique in which the horizon moves forward at each instant by applying the first
control signal of the sequence calculated at each step. MPC usually contains the following three points
[72]:

• It uses a model to predict the process output along a future time horizon

• Calculating a control sequence to optimize a performance index

• A receding horizon approach, in which the horizon is shifted forward at each moment by applying
the first control signal of the sequence calculated at each step.

An overview of the control strategy can be seen in figure 4.3. The measured and predicted output, the
reference trajectory and the past and predicted control input can be observed. The controller will take
the system’s sensed state and create an optimal control plan based on the cost function J defined in
the model.

Figure 4.3: MPC overview [73]

The prediction model is shown below in state-space equations. The states of the model will be the
position and orientation η = [x, y, ψ]⊤, and the velocities ν = [u, v, r]⊤. These can both be combined
to become the state vector x(t) = [x, y, ψ, u, v, r]⊤. The input is described withu(t)which encompasses
the thrust. The function f(x(t),u(t)) will follow from the kinematics and kinetics. The output will be
part of the states (motion in x, y and rotation about z).



4.4. Model Predictive Control (MPC) 31

ẋ(t) = f(x(t),u(t)) (4.1)

y(t) = g(x(t)) (4.2)
The equations given are in continuous-time. Continuous-time signals are discretized to perform simula-
tions. This discretization is necessary as computers operate in discrete manners that can only handle
finite sequences of inputs. The next step is the performance index J or rather the objective function.
This will consist of various terms of the controller that will be optimized. Lastly, constraints are used
to achieve feasible results. These follow from for instance physical limitations, e.g. thruster angle or
velocity.

An overview of the approach is provided below [74, 75]. First, the control objective is shown. This is to
minimize the cost function J . The underlined variables denote the predicted version of that variable.

min


Np−1∑
i=0

J
(
y(k + i+ 1), u(k + i), xref (k + i+ 1)

) (4.3)

with Np as the prediction horizon. The control objective is subject to the following prediction model

x(k + 1) = f(x(k), u(k), d(k))

y(k + 1) = g(x(k + 1))

...
x (k +Np) = f (x (k +Np − 1) , u (k +Np − 1) , d (k +Np − 1))

y (k +Np) = g (x (k +Np))

(4.4)

The operational constraints are the following

umin ≤ u(k) ≤ umax

xmin ≤ x(k + 1) ≤ xmax

ymin ≤ y(k + 1) ≤ ymax

...
umin ≤ u (k +Np − 1) ≤ umax

xmin ≤ x (k +Np) ≤ xmax

ymin ≤ y (k +Np) ≤ ymax

(4.5)

Lastly, the initial state and the predictions of disturbances and reference states are shown below

x(k) = g−1(y(k))

d(k), d(k + 1), . . . , d (k +Np − 1)

xref (k + 1), xref (k + 2), . . . , xref (k +Np − 1)

(4.6)

For an MPC controller the following steps are followed at each time step k.

1. Receive the measurements y(k)

2. Determine the states x(k) from the measurements

3. Determine the disturbances d(k), ...,d(k+Np−1) and the reference signal xref (k+1), ..., xref (k+
Np)

4. Solve the MPC problem to get the optimal actions u(k), ...,u(k +Np − 1)

5. Return the optimal actions u(k) as u(k) to the system

An overview of the above can be seen in figure 4.4, where the predicted states and outputs are given
by x̂ and ŷ.
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Figure 4.4: MPC structue [75]

4.5. Prediction Model
The previous section showed that the controller uses a prediction model in order to predict the future
outputs of the system. In state-space form, it is again the following:

ẋ(t) = f(x(t),u(t)) (4.7)

y(t) = g(x(t)) (4.8)

The predictionmodel of the Tito-Neri vessel is derived from the kinetic and kinematic equations provided
in chapter 3. The statesx are the position x and y and the orientationψ given as η = [x, y, ψ]T combined
with the velocities ν = [u, v, r]T . The state vector thus becomes x = [x, y, ψ, u, v, r]T . The output vector
y will be according to the control objective. This objective is to follow a desired set of coordinates and
thus y = η = [x, y, ψ]T . Now the continuous time state space model can be defined.

Mν̇(t) +D(ν(t))ν(t) = τ (t) (4.9)

This then becomes the following:

ν̇(t) =M−1[−D(ν(t))ν(t) + τ (t)] (4.10)

Now the function f(t) can be defined. The rotation matrix from the kinematics will not be used in this
prediction model as the system will be controlled locally.

f(x(t),u(t)) =

[
I3x3x4:6(t)

M−1 [−D (x4:6(t))x4:6(t) + Tu(t)]

]
(4.11)

As previously mentioned, the output will be the following:

g(x(t)) = x(t) = [x(t), y(t), ψ(t), 0, 0, 0]T (4.12)

Simulations require the discretization of continuous-time signals. This discretization is required be-
cause computers function in a discrete form and can only process finite sequences of inputs. This will
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be achieved through sampling. For staircase inputs, the Zero-Order Hold (ZOH) approach matches
continuous- and discrete-time systems exactly in the time domain. The block diagram in figure 4.5
shows the ZOH discretization Hd(z) of a continuous-time linear model H(s) [76].

Figure 4.5: Zero-Order Hold discretization [76]

The ZOH block generates the continuous-time input signal u(t) by holding each sample value u(k)
constant over a single sample period.

u(t) = u[k], kTs ≤ t ≤ (k + 1)Ts (4.13)

The signal u(t) is the input to the continuous system H(s). The output y[k] is the result from sampling
y(t) every Ts seconds [76]. The discretized state-space model is given below:

x(k + 1) = f(x(k),u(k))

y(k) = g(x(k))
(4.14)

4.6. Control objective
MPC solves an optimization problem, specifically a Quadratic Programming (QP) problem, at each
control interval. The purpose of the application is to unmoor, track a desired trajectory and moor by
following a reference signal that is defined as yref . The solution of the QP problem defines the Manip-
ulated Variables (MVs) that will be used in the plant until the next control period. The controller will be
implemented using MATLAB and MATLAB Simulink. According to the MPC and optimization toolboxes
[77], the total cost function is provided below.

J (zk) = Jy (zk) + Ju (zk) + J∆u (zk) + Jc (zk) (4.15)

Here, zk is the QP decision variable. This cost function consists of the sum of four terms. These are
Output reference tracking, Manipulated Variable (MV) tracking, MV rate suppression and constraint
violation.

4.6.1. Output reference tracking
First is the output reference tracking which influences the vessels output with respect to the desired
reference positions. The term is given by the scalar Jy(zk) and consist of the following:

Jy (zk) =

ny∑
j=1

Np∑
i=1

{
wyi,j
syj

[rj(k + i | k)− yj(k + i | k)]

}2

(4.16)

Here,

• k — Current control interval

• Np — Prediction horizon (number of intervals)

• ny — Number of plant output variables

• zk — QP decision variables vector, given by:

zk
T =

[
u(k|k)T u(k + 1|k)T · · · u(k + p− 1|k)T ϵk

]
.
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• yj(k + i|k) — Predicted value of the jth plant output at the ith prediction horizon step, in engi-
neering units

• rj(k + i|k) — Reference value for the jth plant output at the ith prediction horizon step, in engi-
neering units

• syj — Scale factor for the jth plant output, in engineering units

• wyi,j — Tuning weight for the jth plant output at the ith prediction horizon step (dimensionless)

4.6.2. MV tracking
In order to keep the MVs near a setpoint or to minimize the amount of energy that is required, MV
tracking can be added to the cost function of the controller. An example would be to keep the force of
the bow thruster extremely low during the act of trajectory tracking. The MV tracking is given as Ju(zk)
and can be seen below.

Ju (zk) =

nu∑
j=1

Np−1∑
i=0

{
wui,j
suj

[uj(k + i | k)− uj,target(k + i | k)]

}2

(4.17)

Here k, Np and zk are the same as above. The additional variables are listed below.

• nu — Number of manipulated variables

• uj,target(k + i|k) — Target value for the jth MV at the ith prediction horizon step, in engineering
units

• suj — Scale factor for the jth MV, in engineering units

• wui,j — Tuning weight for the jth MV at the ith prediction horizon step (dimensionless)

4.6.3. MV rate suppression
In order to decrease the amount of perturbations of the MV, it is desired to suppress the MV rate. In
most mechanical systems it is desired to have small changes. This is also applicable to the thrusters
of the Tito-Neri vessel. If the thrust forces were to alternate quickly and constantly it leads to excessive
mechanical wear and tear. This in turn decreases the life span of the thrusters. For the MV rate
suppression, J∆u can be found below.

J∆u (zk) =

nu∑
j=1

Np−1∑
i=0

{
w∆u
i,j

suj
[uj(k + i | k)− uj(k + i− 1 | k)]

}2

(4.18)

Here the new variable introduced is w∆u
i,j . This is the tuning weight for the jth MV movement at the ith

prediction horizon step and is dimensionless.

4.6.4. Constraint Violation
Lastly is the violation of the constraints. It can occur that the feasible solution can only be obtained
when the constraints are violated. In order to incorporate this into the QP, a slack variable can be
introduced at the control interval k (ε) to make the constraints softer. ρε is the weight of the penalty
for constraint violation. This process is also described as Equality Cost Relaxation (ECR). The corre-
sponding performance measure Jc can be seen below.

Jc (zk) = ρcε
2
k (4.19)

4.7. Constraints
In order to obtain a feasible solution, it is important to specifiy the constraints that are imposed on the
system. The most common MPC constraints are bounds, which are given below [77].
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yj,min(i)

syj
− εkV

y
j,min(i) ≤

yj(k + i | k)
syj

≤ yj,max(i)

syj
+ εkV

y
j,max(i), i = 1 : p, j = 1 : ny

uj,min(i)

suj
− εkV

u
j,min(i) ≤

uj(k + i− 1 | k)
suj

≤ uj,max(i)

suj
+ εkV

u
j,max(i), i = 1 : p, j = 1 : nu

∆uj,min(i)

suj
− εkV

∆u
j,min(i) ≤

∆uj(k + i− 1 | k)
suj

≤ ∆uj,max(i)

suj
+ εkV

∆u
j,max(i), i = 1 : p, j = 1 : nu

(4.20)
Where,

• V - ECR values which are controller constants analogous to the cost function weights and are
used for constraints softeling.

• ε— Scalar QP slack variable (dimensionless) used for constraint softening.

• syj — Scale factor for jth plant output, in engineering units.

• suj — Scale factor for jth MV, in engineering units.

• yj,min(i), yj,max(i) — Lower and upper bounds for jth plant output at ith prediction horizon step,
in engineering units.

• uj,min(i), uj,max(i) — Lower and upper bounds for jth MV at ith prediction horizon step, in engi-
neering units.

• ∆uj,min(i), ∆uj,max(i) — Lower and upper bounds for jth MV increment at ith prediction horizon
step, in engineering units.

The constraints for the Tito-Neri model scale vessel are given according to table 4.3. These constraints
consist of the forces that are applied to the vessel.

Table 4.3: Tito-Neri model scale vessel constraints

Operational constraints Min Max Rate Min Rate Max
Force from the starboard thruster FSB −1N 1N −1N/s 1N/s
Force from the portside thruster FPS −1N 1N −1N/s 1N/s
Force from the bow thruster Fbow −0.5N 0.5N −1N/s 1N/s
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4.8. Algorithms
In order to progress to the simulation stage, the unmooring, trajectory tracking and mooring algorithms
need to be shown. These algorithms are identical, with the initial conditions differing. The output of the
unmooring algorithm (the final state x) is used as input of the trajectory tracking algorithm. The output
of the trajectory tracking algorithm is used as the input for the mooring algorithm.

Algorithm 1,2 and 3: Unmooring, trajectory tracking and mooring algorithms
Initial Conditions: x0

MPC Settings:

1. Sample time Ts
2. Prediction horizon Np
3. Control horizonNc
4. Set constraints [ymin, ymax], [umin, umax], [∆umin,∆umax]

5. Set weights wy, wu, w∆u

6. Set ECR value (constraint violation)

Input initial state x
1: while k < simDuration/Ts do
2: Get vessel states x(k) for the current k-time step
3: Get reference signal yref (k + i) for i = 1, 2, 3, . . . , Np
4: Get optimal control sequence for the current time step u(k + i) for i = 0, 1, . . . , Nc − 1
5: Predict the next states x(k + 1) based on the optimal control action u
6: Store the predicted states and control actions
7: Apply the first control input of the optimal solution sequence to the actual system as u(k)
8: Update the initial state x0 for the next iteration
9: Set k = k + 1

10: end while
Extract final state x

The MATLAB Simulink block schemes which shows each algorithm can be found in appendix B. It also
showcases the implementation of the disturbances and guidance strategies.

4.9. Conclusion
In this chapter the following sub-question was answered: What is the best control strategy to be
selected for the application and how to design it? The control strategy was selected based on
weighted decision matrix. MPC is the best strategy for the application due to its ability to predict future
behavior. The MPC was explored in-depth and and ultimately the algorithms to be used going forward
were provided. These are three algorithms for each phase of the operation which are unmooring,
trajectory tracking and mooring. The next chapter will dive into the implementation in MATLAB Simulink.
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Implementation

This chapter will answer the following sub-question: How to implement the proposed control strat-
egy in simulation? First, in section 5.1 the model scale vessel that will be used in simulation will be
shown with its specifications. Then in section 5.2, the reference trajectories are shown. This consists
of benchmark trajectories that amalgamate into the Delft trajectory. This section also briefly focuses
on the trapezoidal velocity profile used to generate the trajectories. Section 5.3 dives into the KPIs that
will be used to assess the performance of the vessel. Then 5.4 focuses on the approach of tuning the
MPCs and 5.5 dives into the usage of a low-pass filter to smooth out the outputs of the simulation.

5.1. Model scale vessel
The Tito-Neri model scale vessel to be used in simulation has 2 azimuth thrusters and 1 bow thruster.
It has a monohull and is equipped with multiple sensors such as accelerometers, encoders, distance
measurement sensors, gyro and GPS. It has an ARM Cortex 32-bit CPU hardware and uses a wireless
network connection for communication. The Tito-Neri vessel has two Azimuth Stern Drives (ASD) that
are capable of rotating 360◦ in both directions and 1 bow thruster [78]. A picture of the model scale
vessel can be seen in figure 5.1.

Figure 5.1: Model scale Tito-Neri [78]

Table 5.1 shows the dimensions of the ship.

Table 5.1: Ship dimensions

Value
Length overall loa 0.97m
Height h 0.32m
Width w 0.12m

37
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5.2. Reference Trajectories
To be able to tune the weights and relevant parameters of the controller, different trajectories need to be
designed in order to arrive at the Delft trajectory. The vessel navigates an inland waterway system in
Delft from the station to the “Nieuwe Haven” as mentioned in the research scope. It is generated using
openseamap [79]. The path has three distinct phases: unmooring, trajectory tracking and mooring. This
final trajectory can be seen in figure 5.2.

Figure 5.2: Delft trajectory

As can be observed from this trajectory, the trajectory tracking phase consists of a couple of sections.
These are an S-shape, a (diagonal) straight line and a 90 degree turn. These can be seen with the
unmooring and mooring phases in figure 5.3.

(a) (b)

(c) (d)

Figure 5.3: Reference trajectory phases: (a) Unmooring, (b) s-curve, (c) straight line, (d) mooring

The preliminary trajectories that will be used in order to work towards the final trajectory are the following
three.
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• A straight line along the x-axis with a non-changing zero heading for the straight line test

• A diagonal straight line which will encompass the xy-plane

• A path with an S-shape in order to test for the turning capabilities

The trajectories are shown in figure 5.4 below.

(a) (b)

(c) (d)

Figure 5.4: Reference trajectories (a) straight line, (b) diagonal line, (c) S-shape, (d) final trajectory

The specific references will follow a trapezoidal trajectory profile. This can be observed in figure 5.5 for
the straigh line trajectory in the x−direction. A total of 100s is used for each phase for more accurate
unmooring and mooring. It is generated by using the trapveltraj command in MATLAB [33]. In each
of the three phases (unmooring, trajectory tracking, mooring) there is acceleration, a constant velocity
and deceleration before the ship reaches the required waypoint. This is achieved by implementing a
total of 300 points in between each waypoint for smoother acceleration and deceleration.
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Figure 5.5: Trapezoidal velocity profile (for the straight-line trajectory)

5.3. Key Performance Indicators (KPIs)
In order to be able to assess the control and also the safety performance of the vessel, certain KPIs will
be used. These will be split into two categories. The first will be the transient response specifications,
which will test the basic control performances. The second will be the course-keeping and mooring
abilities, in which the ability of the vessel to follow the predetermined path will be assessed. It should be
noted that the overall length of the ship loa = 0.97m. The chosen values are in line with the dimensions
of the model scale Tito-Neri model.

5.3.1. Transient Response Specifications
In order to assess the performance of the controllers, the overshoot can be looked at. This is defined
as follows according to [80].

Overshoot = Peak value-Final value
Final value

· 100% (5.1)

In addition, the steady-state error can also be used. The maximum values for each of the three sections
can be seen in table 5.2.

Table 5.2: Assessment parameters

Unmooring Trajectory tracking Mooring
Max. overshoot 20% 20% 0%
Max. steady-state error 1% 1% 1%

5.3.2. Course-keeping abilities
First will be the navigation in a straight line. This will be assessed using the following equation for
straight-line stability and course-keeping ability.
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dline(k) =
|(xend − xstart ) (ystart − ymeas (k))− (xstart − xmeas (k)) (yend − ystart )|√

(xend − xstart )
2
+ (yend − ystart )

2
(5.2)

where dline is the deviation from the path at a certain time and xmeas, ymeas is the measured position
at said time. The maximum deviation can be assessed and the average deviation over all the points
measured.

Table 5.3: Validation criteria for straight line

KPI Accepted if
Maximum deviation max{dline} dline < 0.1m
Average deviation avg{dline} dline < 0.05m

The position and heading error can be defined using the following vector which encompasses the
position x and y as well as yaw angle ψ.

ηerror (k) =

 x(k)− xref(k)
y(k)− yref (k)
ψ(k)− ψref (k)

 (5.3)

Table 5.4: Validation criteria for position/heading error

KPI Accepted if
Maximum deviation max{ηx} ηx < 1m
Average deviation avg{ηx} ηx < 0.5m
Maximum deviation max{ηy} ηy < 1m
Average deviation avg{ηy} ηy < 0.5m
Maximum deviation max{ηψ} ηψ < pi/3
Average deviation avg{ηψ} ηψ < pi/12

5.3.3. Mooring abilities
Next is the mooring test which evaluates the vessels ability to come to a precise stop. This is required
for mooring as overshoot can lead to collisions and unsafe situations. Here the Euclidian distance
towards the mooring point from the vessels position is calculated.

dmoor(k) =

√
(xref (k)− xmeas(k))

2
+ (yref (k)− ymeas(k))

2 (5.4)

The distance dmoor can not exceed a predetermined value. The test is successful when the dmoor is
less than that value. This value is 15% of the overall length of the vessel.

Table 5.5: Validation criteria for mooring

KPI Accepted if
Distance dmoor dmoor < 0.15m

5.4. MPC Tuning
With the KPIs and the trajectories fully defined, the implementation of the controllers can be realized
in MATLAB/Simulink. For each phase, a separate controller will be used. Certain parameters can be
adjusted in order to achieve the desired tracking behavior of the controller. These parameters are:

• Sample time: Ts
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• Prediction horizon: Np
• Control horizon: Nc
• Reference tracking weights: wy

• Control inputs weights: wu

• Rate of control inputs weights: w∆u

The approach for the tuning of the controllers can be quite extensive since there is no official procedure
for it. The approach used in this research will consist of the following steps:

• Design of the MPC

– Define prediction horizon Np
– Define control horizon Nc
– Define constraints
– Pick sample time Ts

• Tuning of the MPC

– Reference tracking weights selection wy

– Control input weights selection wu

– Rate of control inputs weights selection w∆u

• Simulation

– Performance evaluation
– Adjusting relevant parameters

• Robustness

– Test the effect of (environmental) disturbances

The process of the evaluation of the performance and adjustments of the relevant parameters is an
iterative process.

5.5. Low-pass filter
In order to smooth out the outputs of the position and yaw angle, a low-pass filter is used. There are
two types of low-pass filters, Finite Impulse Response (FIR) or Infinite Impulse Response (IIR) filters.
IIR filters require less memory since they use fewer coefficients to produce the same filtering function,
and they are faster than FIR filters. For this reason, IIR filters are used [81]. In figure 5.6a an example
output plot can be seen for the position and orientation of the vessel. Figure 5.6b zooms into a region
in order to show the difference between the unfiltered and filtered responses. This filter is used with a
normalized passband frequency equal to 0.1. It uses a minimum-order filter with a stopband attenuation
of 60db and compensates for the delay introduced by the filter [82].



5.6. Conclusion 43

(a) (b)

Figure 5.6: Filtered response: (a) output plot, (b) zoomed-in

5.6. Conclusion
This chapter answered the sub-question: How to implement the proposed control strategy in sim-
ulation? The implementation started by generating the trajectories to be followed in simulation. These
were three basic trajectories that combined into the final trajectory. The KPIs were defined for assess-
ment of the performance. A brief overview of the tuning process of the MPCs as well as filtering of the
results were also shown. The next chapter will focus on the generated results and assessment of the
performance of the MPCs.





6
Results and discussion

This chapter answers the sub-question: How to evaluate the performance of the control strategy
for different trajectories under various operating conditions? The results of the benchmark trajec-
tories are first shown in section 6.1. These consist of the straight line in x, the diagonal line in x and y
and the S-shape. Section 6.2 has the results of the Delft trajectory. Lastly, in section 6.3 the current
disturbances will be applied to the vessel in order to mimic various operating conditions.

6.1. Benchmark trajectories and assessment
In this section the results of the benchmark trajectories leading up to the Delft trajectory will be explored.
For each of the three phases, a different color will be used. For the unmooring phase, the color blue will
be used in the XY-plots. Yellow will be used for the trajectory tracking and red for the mooring phase.
In addition to this, the heading of the vessel is visualised with the black line in each triangle.

6.1.1. Straight line in x
First, for the straight line trajectory in the x−direction, the XY-plot can be seen in figure 6.1. As can be
observed from the graph, the green line is the reference and the triangles represent the vessel. The
triangles are plotted every 50s. The vessel follows the trajectory accurately according to this graph.

Figure 6.1: XY-plot straight line trajectory in the x-direction
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Next, the transient response of each phase for the straight line trajectory can be seen in table 6.1.
As can be observed, the maximum overshoot do not exceed the maximum values defined in chapter
5. Mainly for the mooring phase, this is of great importance to be 0% as any overshsoot can cause
collisions and unsafe situations.

Table 6.1: Transient response straight line

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.12% 0.05% 0.04%

In figure 6.2 the vessel states or output plots can be seen. The actual output follows the reference well.
Near the end of the trajectory tracking phase, some oscillations and a spike of 0.0119m seem to appear.
This is due to the position being reached and the MPC not knowing what else to do before there is a
switch to the next phase. These oscillations however are quite minor. Then in the mooring phase, the
largest error can be observed of 0.0673m in x and 0.0115m in y. These errors are however quite minor
as the ship has a length of 0.97m. In addition at around t = 600s a spike can be observed which causes
the reference to change to a negative y to account for this.

Figure 6.2: Output plots straight line in the x-direction

In table 6.2 in addition to the maximum and mean errors, the results of the straight line and mooring
tests can be seen. For the straight line test, a maximum deviation of 0.1m is allowed and an average
deviation of 0.05m. Both values are not exceeded and thus the straight-line test is passed. The mooring
test result is 0.010m (1.0% of the length of the ship), which is really accurate and much less than the
maximum value allowed of 0.15m. All of the values in the table satisfy the criteria mentioned in Chapter
6.
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Table 6.2: Results straight line

Unmooring Trajectory tracking Mooring Total
Maximum deviation straight line 0.0083 m 0.018 m 0.020 m 0.020 m
Mean deviation straight line 0.0042 m 0.0039 m 0.0040 m 0.0047 m
Mooring test - - 0.010 m -
Maximum deviation max{ηx} 0.0255 m 0.118 m 0.0673 m 0.118 m
Maximum deviation max{ηy} 0.0083 m 0.0119 m 0.0115 m 0.0119 m
Maximum deviation max{ηψ} 0.0299 rad 0.0307 rad 0.0029 rad 0.0307 rad
Average deviation avg{ηx} 0.0158 m 0.0763 m 0.0490 m 0.0476 m
Average deviation avg{ηy} 0.0039 m -0.0067 m 0.0022 m 0.000253 m
Average deviation avg{ηψ} -0.0198 rad -0.001 rad 0.0001 rad -0.0066 rad

6.1.2. Diagonal line in x and y
For the diagonal line trajectory in x and y, the XY-plot can be seen in figure 6.3. As can be observed from
the graph, again, the green line is the reference and the triangles represent the vessel. The triangles
are also plotted every 50s. It can be observed that the start at the unmooring phase of the heading is
0rad. The vessel then changes orientation following the reference. A slight bump can also be seen
when switching to the trajectory phase. Afterward, the trajectory is followed smoothly.

Figure 6.3: XY-plot diagonal line trajectory

Next, the transient response of each phase for the diagonal line trajectory can be seen in table 6.3. As
can be observed the maximum overshoot values do not exceed the maximum values defined in chapter
5. The steady-state errors are comparable to that of the straight line only in the x−direction except the
0.55% for the trajectory tracking phase here. This value is still less than the 1% that is allowed.

Table 6.3: Transient response diagonal line

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.04% 0.55% 0.04%

In figure 6.4 the vessel states or output plots for the diagonal line trajectory can be seen. The actual
output follows the reference quite well. During each controller switch an error or small spike can be
observed. For the heading or yaw angle, the error is the largest at 0.785rad. This can be observed
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twice at around t = 300s and t = 600s. Both are still smaller than the allowed 1.05rad or π/3 and are
thus sufficient. Other than this spike a maximum deviation of 0.925m can be observed for ηy in the
unmooring phase due to the vessel changing orientation first instead of traversing. Again, this value is
less than 1m and is thus sufficient.

Figure 6.4: Output plots diagonal line trajectory

In table 6.10 in addition to the maximum and mean errors, the results of the mooring test can be seen.
The mooring test results are 0.0101m (1.0% of the ship length) and is much less than the maximum
value allowed of 0.15m. Furthermore, all of the values in the table satisfy the criteria mentioned in
Chapter 5.

Table 6.4: Results diagonal line

Unmooring Trajectory tracking Mooring Total
Mooring test - - 0.0101 m -
Maximum deviation max{ηx} 0.276 m 0.621 m 0.0674 m 0.621 m
Maximum deviation max{ηy} 0.925 m 0.662 m 0.0811 m 0.925 m
Maximum deviation max{ηψ} 0.428 rad 0.785 rad 0.785 rad 0.785 rad
Average deviation avg{ηx} 0.0701 m 0.0241 m 0.0321 m 0.0415 m
Average deviation avg{ηy} -0.114 m 0.119 m 0.0534 m 0.0223 m
Average deviation avg{ηψ} 0.0694 rad -0.0317 rad -0.0221 rad 0.0038 rad
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6.1.3. S-shape
For the last benchmark trajectory (the S-shape) the XY-plot can be seen in figure 6.5. As can again
be observed from the graph, the green line is the reference and the triangles represent the vessel.
The triangles are also plotted every 50s. The main thing to note is that the vessel now changes its
orientation throughout the trajectory. The vessel follows the trajectory quite well as can be observed
from the XY-plot.

Figure 6.5: XY-plot S-shape trajectory

The transient response of each phase for the diagonal line trajectory can be seen in table 6.5. As
can be observed the maximum overshoot values do not exceed the maximum values of 20% for the
unmooring and trajectory tracking and 0% for mooring. The steady-state errors are comparable to that
of the straight line only in the x−direction and the diagonal line. The values of all phases are less than
the 1% that is allowed.

Table 6.5: Transient response S-shape

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.2% 0.4% 0.08%

In figure 6.6 the vessel states or output plots for the S-shape trajectory can be seen. The actual output
again follows the reference quite well. During each controller switch, an error or small spike can be
observed as well as when turning to the left and then right. The largest error observed is at around
t = 400s where an error of 2.38m can be seen due to the vessel changing direction. For the heading
or yaw angle, the error is the largest at 0.728rad. It is still smaller than the allowed 1.05rad and thus is
sufficient. Additionally, ηy in the trajectory tracking has a maximum error of 0.891m. This value is less
than 1m and is thus sufficient.
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Figure 6.6: Output plots S-shape trajectory

In table 6.10 in addition to the maximum and mean errors, the results of the mooring test can be seen.
The mooring test result is 0.0111m (1.1% of the ship length) and is much less than the maximum value
allowed of 0.15m. Furthermore, almost all values in the table satisfy the criteria mentioned in Chapter
5. The maximum deviation ηx is 2.38m which is larger than what is allowed (1m). This fortunately has
little consequences on the ultimate purpose which is about the mooring and unmooring accuracies.

Table 6.6: Results S-shape

Unmooring Trajectory tracking Mooring Total
Mooring test - - 0.0111 m -
Maximum deviation max{ηx} 0.0758 m 2.38 m 0.130 m 2.38 m
Maximum deviation max{ηy} 0 m 0.891 m 0.161 m 0.891 m
Maximum deviation max{ηψ} 0 rad 0.728 rad 0.527 rad 0.728 rad
Average deviation avg{ηx} 0.0455 m -0.05 m 0.0526 m -0.0242 m
Average deviation avg{ηy} 0 m 0.0518 m 0.0222 m 0.0416 m
Average deviation avg{ηψ} 0 rad 0.0088 rad -0.0408 rad 0.0006 rad
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6.2. Delft trajectory results
For the Delft trajectory the XY-plot can be seen in figure 6.7. The zoomed-in versions of the same
trajectory can be seen in figure 6.8.

Figure 6.7: XY-plot Delft trajectory

(a) (b)

(c) (d)

Figure 6.8: XY-plot Delft trajectory (a) unmooring, (b) S-curve, (c) straight line, (d) mooring
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As can again be observed from the graphs, the green line is the reference and the triangles represent
the vessel. The triangles are plotted every 50s in the unmooring and mooring phases and plotted every
500s in the trajectory tracking phase. This is done for visualization purposes. The main thing to note is
that this trajectory is an amalgamation of the benchmark trajectories, of which the results were shown
in the previous section. The vessel appears to follow the trajectory quite well even though this is quite
difficult to observe from the plots. It is thus important to look into the quantified results. In table 6.7 the
transient responses of this final trajectory can be observed. There is some overshoot in the unmooring
phase and trajectory tracking phase of 0.6% and 0.2% respectively. In the mooring phase, it is 0%. For
each of the three phases, it is sufficient according to the criteria defined in Chapter 5. The steady-state
errors are also quite minor and also satisfy the criteria by all being below 1%.

Table 6.7: Transient response Delft trajectory

Unmooring Trajectory tracking Mooring
Max overshoot 0.6% 0.2% 0%
Steady-state error 0.2% 0.5% 0.1%

As can be observed from figure 6.9, the reference is being followed quite well. The main inaccuracy
in the heading is again due to the switch of the controller from the unmooring to the trajectory tracking
phase. This leads to a maximum error of 1.04rad. During the end of the trajectory tracking phase, there
is also a relatively large error due to the turning of the vessel. This results in a mean error of 0.153rad
for the trajectory tracking phase. These values are both below the maximum allowed values.

Figure 6.9: Output plots Delft trajectory

In table 6.8 all the relevant KPIs can be seen. First, the mooring test shows a result of 0.0949m. This
is quite larger than the mooring tests of the previous trajectories, which were at roughly 0.01m. The
main difference is due to the vessel in this final trajectory unmooring and also mooring sideways. The
0.0949m is still less than the prespecified value of 0.15m and 9.8% of the ship length. In addition to
this relatively large maximum deviations can be observed during the trajectory tracking phase. For ηx
and ηy these values are 3.55m and 3.49m respectively. The mean deviation ηy is a bit larger than the
maximum allowable value of 0.5m due to the vessel speeding up and unable to slow down sufficiently.
The mean deviation during the mooring phase is also a bit too high at 0.557m due to the inaccuracies
of the trajectory tracking phase. For the rest of the deviations, the results are sufficient.
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Table 6.8: Results Delft trajectory

Unmooring Trajectory tracking Mooring Total
Mooring test - - 0.0949 m -
Maximum deviation max{ηx} 0.520 m 3.55 m 0.668 m 3.55 m
Maximum deviation max{ηy} 0.510 m 3.49 m 1.40 m 3.49 m
Maximum deviation max{ηψ} 0.785 rad 1.04 rad 0.450 rad 1.04 rad
Average deviation avg{ηx} 0.0038 m -0.255 m -0.557 m -0.257 m
Average deviation avg{ηy} 0.0007 m -0.540 m -0.402 m -0.510 m
Average deviation avg{ηψ} 0.0012 rad 0.153 rad 0.0117 rad 0.140 rad

6.3. Disturbances
To further evaluate the robustness of the MPC, disturbances from the current will be introduced. These
disturbances are in accordance with the theory of the current disturbances discussed in Chapter 2.
There are a total of four cases selected. These are distinguished based on the velocity of the water
vwater being 0m/s, 0.1m/s and 0.25m/s. The values chosen are based on the velocity of the ship with
the final case of vwater = 0.5m/s being an outlier as this value is larger than the maximum velocity of
the ship in order to stress the system. The XY-plots as well as the output plots of the vessel states can
be found in appendix C.

6.3.1. Straight line in x with disturbances
In figure 6.10 the straight line trajectory with the disturbances added can be observed.

Figure 6.10: Disturbances: Straight line trajectory in the x-direction

As can be observed in this figure, near the end of the trajectory tracking phase some oscillations occur.
These then become larger after the switch to the mooring controller. The fluctuations however are quite
minor and do not interfere with the vessels ability to accurately follow the trajectory. The maximum and
average deviations can be observed in table 6.9. The largest deviations in the most important direction
to note (ηy) are relatively minor. The largest value to be observed is at 0.02m. This is in line with the
criteria provided in Chapter 5. The values for maximum and average deviations in x for vwater = 0.5m/s
do exceed the maximum values of 1m and 0.5m respectively. This however is not a problem as this
solely means that the straight line trajectory is being followed a bit slower and not inaccurately.
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Table 6.9: Results disturbances straight line

vwater = 0m/s vwater = 0.1m/s vwater = 0.25m/s vwater = 0.5m/s
Maximum deviation max{ηx} 0.118 m 0.0781 m 0.366 m 1.53 m
Maximum deviation max{ηy} 0.0119 m 0.0154 m 0.0230 m 0.0183 m
Maximum deviation max{ηψ} 0.0307 rad 0.0092 rad 0 rad 0.0165 rad
Average deviation avg{ηx} 0.0476 m 0.0084 m -0.194 m -0.9192 m
Average deviation avg{ηy} 0.000253 m 0.0023 m -0.0029 m -0.0017 m
Average deviation avg{ηψ} -0.0066rad 0 rad 0 rad 0 rad

6.3.2. Diagonal line in x and y with disturbances
Next is the diagonal trajectory in x and y of which the XY-plot can be seen in figure 6.11.

Figure 6.11: Disturbances: Diagonal line trajectory

In table 6.10 the results can be observed. For this case, it becomes more evident that the vwater =
0.5m/s is in fact far too large for this system. The maximum deviation observed for this case is 13.3m. It
is worth noting that after the initial oscillations, the vessel does converge to the next coordinate. For the
rest of the disturbances the trajectory appears to be followed quite decently except for a steady-state
error being introduced. Another thing to note is the jump in position before the final reference point.
This is mainly induced due to the tuning of the mooring MPC controller. This is not very fond of the
disturbances for this trajectory compared to the trajectory tracking controller for the vwater = 0.1m/s
and vwater = 0.25m/s.

Table 6.10: Results disturbances diagonal line

vwater = 0m/s vwater = 0.1m/s vwater = 0.25m/s vwater = 0.5m/s
Maximum deviation max{ηx} 0.621 m 0.575 m 0.452 m 2.58 m
Maximum deviation max{ηy} 0.925 m 5.24 m 5.68 m 13.3 m
Maximum deviation max{ηψ} 0.785 rad 0.712 rad 0.716 rad 1.23 rad
Average deviation avg{ηx} 0.0415 m 0.142 m -0.151 m -1.67 m
Average deviation avg{ηy} 0.0223 m -1.43 m -1.91 m -5.11 m
Average deviation avg{ηψ} 0.0038 rad 0.251 rad 0.358 rad 0.35 rad



6.4. Conclusion 55

6.3.3. S-shape with disturbances
The last trajectory to be tested with disturbances is the S-shape. The trajectory can be seen in figure
6.12.

Figure 6.12: Disturbances: S-shape trajectory

From this figure it can be observed that turning is not a motion that is desired by the vessel under the
imposed conditions. In table 6.11 the results can be seen. Mainly during the trajectory tracking phase,
the maximum deviation ηy for vwater = 0.25m/s and vwater = 0.5m/s are 26.7m and 25.6m respectively.
The heading of the vessel for these velocities of the current are 2.18rad and 2.26rad respectively. These
values are quite large and do exceed the maximum value allowed of 1.04rad.

Table 6.11: Disturbances S-shape

vwater = 0m/s vwater = 0.1m/s vwater = 0.25m/s vwater = 0.5m/s
Maximum deviation max{ηx} 2.38 m 7.56 m 1.59 m 3.46 m
Maximum deviation max{ηy} 0.891 m 5.41 m 26.7 m 25.6 m
Maximum deviation max{ηψ} 0.728 rad 2.33 rad 4.62 rad 4.61 rad
Average deviation avg{ηx} -0.0242 m 0.844 m -0.535 m -2.09 m
Average deviation avg{ηy} 0.0416 m -0.940 m -13.5 m -13.8 m
Average deviation avg{ηψ} 0.0006 rad 0.398 rad 2.18 rad 2.26 rad

6.4. Conclusion
This chapter answered the sub-question: How to evaluate the performance of the control strategy
for different trajectories under various operating conditions? The accuracy of the results is the
highest when not having or with low disturbances of the current. In addition, for each of the benchmark
trajectories the results were quite solid with a small outlier for the trajectory tracking phase of the S-
shape. The Delft trajectory saw larger errors in this trajectory tracking phase. For the other two phases,
the unmooring and mooring, the results were quite accurate and relatively small errors were observed.
For the mooring test of the final trajectory, a maximum distance of 9.8% of the ship length was recorded.
For the benchmark trajectories, this value was 1.0%. These results mean that using an MPC for the
mooring and unmooring is a solid strategy.





7
Conclusion and recommendations

7.1. Conclusion
The research aimed to develop and implement an appropriate strategy for trajectory tracking, unmoor-
ing andmooring in simulation. Themain research question answered during this study is “How to realize
trajectory tracking and autonomous mooring and unmooring capabilities of an autonomous model scale
vessel? This research question is answered by means of multiple subquestions/objectives.

Objective 1: Identifying research gaps and relevant theoretical concepts in trajectory tracking and moor-
ing and unmooring of autonomous marine vessels. This was addressed in Chapter 2 which looked at
the theoretical foundations of autonomous ships, such as trajectory tracking, mooring and unmooring,
stationkeeping and disturbances.

Objective 2: Developing a mathematical model of the model scale vessel. In Chapter 3, a mathematical
model was proposed. It provided the relevant concepts for the mathematical model and narrowed it
down to the specific application. It included the kinematic and kinetic models, which were followed up
by looking into the actuation and thruster allocation. This model provides the necessary foundation for
designing a control strategy tailored to the specific behavior of the vessel.

Objective 3: Selecting the best control strategy for the application. Chapter 4 compared various con-
trol strategies based on the relevant requirements. Different potential control algorithms were briefly
explored. Both qualitatively and quantitatively through a weighted decision matrix, it was noted that
MPC is the most suitable due to its capability to predict future states. The flexibility and robustness
of the MPC make it ideal for this application of trajectory tracking, mooring and unmooring. Chapter
4 also includes turning the mathematical vessel model into a prediction model as well as defining the
control objective and its relevant parameters. This was followed by defining the operational constraints
of the Tito-Neri model scale vessel. The chapter also showed the three controllers used and how these
operate.

Objective 4: Implementing the proposed control strategy in simulation. Chapter 5 focused on the trajec-
tory generation and an overview of the tuning of the MPC. The relevant KPIs that were used to assess
the performance of the model scale vessel were also shown. Lastly, the concept of a low-pass filter
was explored for the processing of the data.

Objective 5: Evaluating the performance of the control strategy on multiple trajectories under vari-
ous operating conditions. Chapter 6 documented the implementation of the MPC strategy in MAT-
LAB/Simulink. Performance evaluation of the various trajectories demonstrated the effectiveness of
the MPC in achieving accurate trajectory tracking and robust mooring/unmooring capabilities. For the
mooring test of the Delft trajectory, a maximum distance of 9.8% of the ship length was recorded. For
the simpler benchmark trajectories, this value was 1.0%. These results mean that using the MPC for
the mooring and unmooring is accurate.
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This study has filled the gap between theoretical principles and the practical application of control
systems for the autonomous mooring and unmooring of autonomous model scale vessels. It paints a
complete picture of the operations of an autonomous vessel using an MPC, ranging from unmooring
to trajectory tracking to mooring. It also establishes a strong foundation for future advancements in
autonomous maritime vessel operations by paving a way for increased efficiency and safety.

7.2. Future work and recommendations
To better understand the implications of the results, future research should address some key points.
These include a more complex and realistic mathematical model and thruster configuration, live testing
and scaling up the system for real-world applications.

• More complex and realistic mathematical model: The proposed mathematical model for this
study included several simplifications. Though justified, to create a more realistic implementa-
tion, a more complex mathematical model should be explored. This consists of nonlinearities
which are the Coriolis-Centripetal term as well as nonlinear damping. These mathematical mod-
els should also incorporate environmental variables such as varying weather conditions, complex
marine traffic, and differing water currents. This enhancement could improve the robustness and
reliability of the control strategy in real-world scenarios.

• More realistic thruster allocation: Enhancing the precision and effectiveness of the control ap-
proach will require the implementation of a more realistic thruster allocation system that more
closely resembles the real operational capabilities and constraints of marine thrusters. This en-
tails taking the variable thruster configuration into account as opposed to a fixed configuration.

• Live testing with the actual model scale vessel: Live testing on an actual model scale vessel
would offer real-time feedback and validation of the control approach. This approach would en-
sure that the strategy operates successfully in real-world settings, allowing for appropriate tweaks
and enhancements.

• Scaling up for real-world applications: Extending the testing and implementation to full-scale
vessels is crucial for capturing the complexities and challenges that are not evident in a scaled-
down model. Full-scale tests would provide a comprehensive understanding of the control strat-
egy’s effectiveness and adaptability in real-world maritime operations.

By addressing these areas, future research can build on the foundation laid by this study, further ad-
vancing the capabilities of autonomous marine vessels.
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Autonomous Mooring and Unmooring with use of a Model Predictive
Control Strategy

R. W. Jagernath V. Garofano Y. Pang

Abstract— Mooring and unmooring are vital processes in the
operation of ships as it is the system that secures and releases
a ship to a terminal or multiple terminals. The process has re-
mained relatively the same over the years whereas autonomous
shipping has been researched over time. The purpose of this
study is to provide an alternative to this by making use of a
control strategy in order to achieve autonomous mooring and
unmooring. A mathematical vessel model is proposed to be used
by the control strategy that is selected. The implementation
includes multiple controllers on multiple trajectories for each
phase of the operation (unmooring, trajectory tracking and
mooring). For the mooring test of the final trajectory, a
maximum distance of 9.8% of the ship length was recorded. For
the simpler trajectories, this value was 1.0%. These results mean
that using this control strategy for the mooring and unmooring
is quite accurate.

Keywords – Autonomous Shipping, Mooring, Unmooring,
Trajectory Tracking, Ship Dynamics, Model Predictive Control
(MPC).

I. INTRODUCTION

A. Background

Autonomous systems have gained significant interest in the
maritime industry due to their potential to increase efficiency,
safety, and sustainability [1], [2]. The Port of Rotterdam, the
largest in Europe, handled 469 million tonnes in 2018 and is
crucial for global trade and the European market. It generated
C15 billion in 2017, with projections of C19 billion by 2030
[3]. Inland waterway shipping revenue in the Netherlands
rose by 43% in 2022, accounting for over a third of EU27
transport activity [4]. One area of particular importance in
inland waterways is vessel mooring and unmooring, which
is crucial for port operations and maritime logistics.

Mooring and unmooring of vessels entail securing or
releasing a ship to or from a berth with ropes, lines, and
other equipment [5], [6]. Mooring and unmooring are the
start and the finish in the process of a ship involving transit
from point A to point B. This typically requires trained
crew members to be able to maneuver the vessel safely and
efficiently whilst taking into account external factors such
as the wind, waves and current [7]. Advancements in the
autonomous shipping industry (regarding control strategies,
sensors and actuators) allow for this process to be developed
into autonomous mooring and unmooring.

B. Problem

Mooring and unmooring vessels, essential for port
operations, have traditionally been labor-intensive, time-
consuming, and prone to human error [8], [9]. These pro-
cesses involve securing or releasing a ship at a berth using
ropes and other equipment [5], [6], requiring skilled crew

members to handle external factors like wind and currents
[7].

Advances in control strategies, sensors, and actuators in
autonomous shipping enable the development of autonomous
mooring and unmooring. Current automatic mooring meth-
ods, such as magnetic and vacuum, are costly and have
maintenance challenges [7]. An alternative is to use thrusters
on the vessels managed by a control strategy.

Autonomous mooring and unmooring can streamline port
operations, reduce manual labor, increase efficiency, and
minimize accidents [7]. These systems, combined with other
autonomous technologies, can enable 24/7 port operations,
reduce fuel consumption, and lower environmental impact
[10]. The challenge of developing reliable control systems
that manage uncertainties such as weather, vessel character-
istics, and berth configurations [11].

This research aims to develop a control strategy for au-
tonomous mooring and unmooring, combined with trajectory
tracking for an autonomous vessel in inland waterways.
Although extensive research on autonomous shipping has
been conducted focusing on collision risk [12], trajectory
tracking [13], and energy management [14], the specific
application of autonomous mooring/unmooring with trajec-
tory tracking remains largely unexplored [15], [16]. This
study will address this gap, aiming to enhance the efficiency
and safety of current marine processes through autonomous
operations [1], [2].

C. Goal

The main research question is: How to realise trajec-
tory tracking and autonomous mooring and unmooring
capabilities of an autonomous model scale vessel? To
address this, the study will begin with a literature review to
gather information on theoretical concepts and identify gaps
in current knowledge. Following this, a mathematical model
of the model scale vessel will be shown. An appropriate
control strategy will be chosen. The trajectory will be created
and assessed using predefined Key Performance Indicators
(KPIs). The implementation will contain benchmark trajec-
tories and a final combination of these trajectories. Lastly, it
will be concluded whether or not the strategy implemented
was effective.

II. LITERATURE REVIEW

A. Autonomous ship systems

Autonomous vessels have been under investigation since
World War II, when early experiments with Unmanned
Surface Vehicles (USVs) began, such as torpedoes used to
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lay smoke screens. From 1950-1980, the focus shifted to
Remote Operated Vehicles (ROVs) for underwater tasks,
especially minesweeping. The development of modern USVs
gained momentum from 1990-2000 due to technological
advancements, with a focus on reconnaissance and surveil-
lance missions [17]. In recent decades, numerous institu-
tions and militaries have been developing USVs for diverse
applications, with fully autonomous vessels in dynamic
maritime environments remaining a key challenge. Notable
advancements include the MV Yara Birkeland, the first fully
autonomous cargo ship, which completed its maiden voyage
in 2022 [18].

Autonomous operations aim to enhance safety, efficiency,
and environmental performance in maritime operations. Key
challenges include managing overcapacity, improving safety,
reducing human error, increasing efficiency, and decarboniza-
tion. Typical ship operations involve unmooring, transit, and
mooring, all of which currently require substantial human
intervention. Automating these processes, especially mooring
and unmooring, is crucial for achieving full autonomy [19].

B. Guidance, Navigation and Control
The development of Guidance, Navigation, and Control

(GNC) systems has been critical for (semi-)autonomous ves-
sel operation. Guidance systems continuously compute the
desired position, velocity, and acceleration based on inputs
from human operators and navigation systems. Guidance
strategies such as Line-Of-Sight (LOS) and the Circle of
Acceptance (CoA) are employed to navigate vessels. LOS
calculates the reference angles between the current position
and the next waypoint, while CoA determines the waypoint
arrival based on proximity. These strategies will be used for
trajectory planning and can be seen in figure 1 [20], [21].
Navigation involves determining the vessel’s position and
course using Global Navigation Satellite Systems (GNSS)
and motion sensors. Control systems apply the necessary
forces to achieve objectives such as trajectory-tracking or
path-following, using a control loop that integrates outputs
from guidance and navigation systems [22].

Fig. 1. Guidance strategy [21]

Trajectory tracking entails guiding a vessel down a pre-
defined path while adhering to limitations and optimizing

performance metrics. Trajectories can be created using a
variety of profiles, including polynomial, bang-bang, and
trapezoidal profiles. The trapezoidal profile is very good for
regulating acceleration and deceleration phases. It contains
four main parameters: end time, peak velocity, acceleration
time, and peak acceleration as can be seen in figure 2.
The trapezoidal profile includes the continuous acceleration,
velocity, and deceleration phases [23], [24], [25], [26].

Fig. 2. Trapezoidal velocity profile phases [25], [26]

C. Mooring and unmooring

The terminological definition of mooring is the system that
secures a ship to a terminal or multiple terminals. Unmooring
deals with the opposite of mooring [5], [9]. During this
process, the vessel gets near the mooring point and reduces
its speed to typically around 1 to 2 knots (1.85-3.7 m/s)
[27]. Mooring and unmooring involve significant safety risks.
Mooring operations aboard ships raise major safety risks for
the ship’s crew, the ship itself, and the maritime environ-
ment. Lack of mooring equipment maintenance, untrained
and inexperienced personnel, equipment failures, available
weather conditions, poor communication, safety procedure
errors, and risk assessment failure are the primary causes
of mooring accidents involving ropes and windlass. Effec-
tive risk management is critical to prevent accidents [28],
[29], [30], [31]. Autonomous mooring is being investigated
using technologies like as magnetic and vacuum mooring
systems, although they present issues such as high costs and
maintenance requirements. Innovations such as the robotic
arm for the Yara Birkeland fully autonomous ship provide
potential breakthroughs, highlighting advantages in safety
and efficiency [32], [33], [34].
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D. Stationkeeping

Dynamic Positioning (DP) systems use thrusters to keep a
vessel’s location and heading stable in regardless of environ-
mental changes. DP technology provides accurate, versatile,
efficient, and safe vessel positioning when compared to
traditional anchor-based methods [35], [36]. These systems
provide a gateway into autonomous mooring as it only uses
the set of thrusters to balance external forces as can be seen
in figure 3.

Fig. 3. DP system using thrusters (green) to balance out forces (red) [11]

III. MATHEMATICAL VESSEL MODEL

The dynamics of the ship system can be described using
Fossen’s [22] framework. When moving, a marine craft
experiences motion in six Degrees of Freedom (DOFs). The
position and orientation of the craft are defined by a set of
independent displacements and rotations that are collectively
referred to as the DOFs. Motion in the horizontal plane is
described by surge (propulsive motion) and sway (sideways
motion), while rotation about the vertical axis is represented
by yaw. Reduced-order models are frequently used for the
building of control systems, focusing on the DOFs most
pertinent to the particular application.

The ship’s motion is controlled by a 6 DOF model,
although a 3 DOF model is employed for horizontal plane
analysis in calm inland waterways. The kinematic model
defines the relationship between the vessel’s body-fixed and
inertial frame velocities, whereas the kinetic model considers
the forces and moments operating on the vessel, such as
rigid-body, additional mass, hydrodynamic damping, and
hydrostatic forces. The kinematic equation is described in
the following manner:

η̇ = R(ψ)ν (1)

R(ψ) is the transformation matrix for rotation about the z
axis in order to transform from the body-fixed frame to the
inertial frame and vice versa.

R(ψ) =

 cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (2)

A linearized model will be used for the Tito-Neri. This
simplification is based on the operational condition of the
vessel being u >> v, r. The kinematic model is shown
below.

Mν̇ +Dν = τ (3)

where M is the mass inertia matrix, ν is the velocity
vector, D the damping matrix, and where

τ = T (α)f (4)

where α is a vector of the azimuth angles and T (α) is
the thrust configuration matrix. The Tito-Neri model scale
vessel has 2 azimuth thrusters and 1 bow thruster. It has
a mono hull and it is equipped with multiple sensors such
as accelerometers, encoders, distance measurement sensors,
gyro and GPS. A schematic overview can be seen in figure
4.

Fig. 4. Thruster configuration of the Tito-Neri

For the 2 azimuth thrusters and a bow thruster the thrust
configuration matrix becomes the following. cos (ψPS) cos (ψSB) 0

sin (ψPS) sin (ψSB) 1
dy · cos (ψPS)− dx · sin (ψPS) dy · cos (ψSB)− dx · sin (ψSB) dbow

 (5)

IV. CONTROL STRATEGY

A. Selection

To select the most suitable control strategy for the appli-
cation, it is essential to define the requirements. The primary
goal of this research is to develop a control strategy capable
of maneuvering the vessel using actuator inputs. These inputs
will be utilized for unmooring, trajectory tracking, and moor-
ing of a small-scale vessel, the Tito-Neri. The controller has
to account for Multi-Input Multi-Output (MIMO), be able
to handle constraints and not be computationally complex.
In addition, it is also beneficial for the controller to be able
to predict future behavior due to its requirement to track
the position accurately. MPC is preferred due to its ability
to handle constraints effectively, integrate environmental
uncertainties, and plan ahead by optimizing control actions
over a prediction horizon [37].

B. Model Predictive Control (MPC)

MPC is also known as receding horizon control or moving
horizon control. It is a control method that employs an
explicit dynamic plant model to predict the effect of future
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reactions of the manipulated variables on the output and
control signal obtained by minimizing the cost function
denoted by J. A receding horizon technique in which the
horizon moves forward at each instant by applying the first
control signal of the sequence calculated at each step. An
overview of the control strategy can be seen in figure 5. A
discrete input, along with the trajectory (both reference and
predicted) can be observed at the top.

Fig. 5. Model Predictive Control [38]

An overview of the approach is provided below [39], [40].
First, the control objective is shown. This is to minimize
the cost function J . The underlined variables denote the
predicted version of that variable.

min


Np−1∑
i=0

J
(
y(k + i+ 1), u(k + i), xref (k + i+ 1)

)
(6)

with Np as the prediction horizon. For an MPC controller
the following steps are followed at each time step k.

1) Receive the measurements y(k)
2) Determine the states x(k) from the measurements
3) Determine the disturbances d(k), ...,d(k+Np−1) and

the reference signal xref (k + 1), ..., xref (k +Np)
4) Solve the MPC problem to get the optimal actions
u(k), ...,u(k +Np − 1)

5) Return the optimal actions u(k) as u(k) to the system

C. Prediction model

The prediction model of the Tito-Neri vessel is derived
from the kinetic and kinematic equations provided in section
III. In state-space form, it becomes the following:

ẋ(t) = f(x(t),u(t)) (7)

y(t) = g(x(t)) (8)

The states x are the position x and y and the ori-
entation ψ given as η = [x, y, ψ]T combined with the
velocities ν = [u, v, r]T . The state vector thus becomes
x = [x, y, ψ, u, v, r]T . The output vector y will be according
to the control objective. This objective is to follow a desired

set of coordinates and thus y = η = [x, y, ψ]T . Now the
continuous time state space model can be defined.

Mν̇(t) +D(ν(t))ν(t) = τ (t) (9)

This then becomes the following:

ν̇(t) =M−1[−D(ν(t))ν(t) + τ (t)] (10)

Now the function f(t) can be defined. The rotation matrix
will not be used in this prediction model as the system will be
controlled locally. The transformation to the global position
is not required.

f(x(t),u(t)) =

[
I3x3x4:6(t)

M−1 [−D (x4:6(t))x4:6(t) + Tu(t)]

]
(11)

The output will be the following:

g(x(t) = x(t) = [x(t), y(t), ψ(t), 0, 0, 0]T (12)

D. Objective and constraints

MPC solves an optimization problem, specifically a
Quadratic Programming (QP) problem, at each control in-
terval. The purpose of the application is to unmoor, track
a desired trajectory, and moor following a reference signal
defined as yref . The solution to the QP problem defines the
Manipulated Variables (MVs) that will be used in the plant
until the next control period. The controller will be imple-
mented using MATLAB and MATLAB Simulink. According
to the MPC and optimization toolboxes [41], the total cost
function is provided below.

J (zk) = Jy (zk) + Ju (zk) + J∆u (zk) + Jc (zk) (13)

Here, zk is the QP decision variable. This cost function
consists of the sum of four terms. These are Output reference
tracking, Manipulated Variable (MV) tracking, MV rate
suppression and constraint violation.

The constraints for the Tito-Neri model scale vessel are
given according to table I. These constraints consist of the
forces that are applied to the vessel.

TABLE I
TITO-NERI MODEL SCALE VESSEL CONSTRAINTS

Min Max Rate Min Rate Max
FSB −1N 1N −1N/s 1N/s
FPS −1N 1N −1N/s 1N/s
Fbow −0.5N 0.5N −1N/s 1N/s

V. IMPLEMENTATION

A. Reference trajectories

To be able to adjust the weights and assess the perfor-
mance of the controllers, different trajectories need to be
designed. The trajectories are based on a trapezoidal velocity
profile as mentioned in section II. The vessel navigates
an inland waterway system in Delft and has three distinct
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Fig. 6. Reference trajectory

phases. These will be unmooring, trajectory tracking and
mooring. The final trajectory can be seen in figure 6.

The preliminary trajectories that will be used in order to
work towards the final trajectory are the following three.
These trajectories are all individually used as a stepping stone
towards the final trajectory and can be seen in figure 7.

• A straight line along the x-axis
• A diagonal straight line which is on the XY-plane
• A path with an S-shape in order to test for turning

Fig. 7. Reference trajectories (straight line, diagonal line, S-shape, final)

B. KPIs

Table II shows the dimensions of the ship. It should be
noted that the overall length of the ship loa = 0.97m. The
chosen values are in line with the dimensions of the model
scale Tito-Neri model. To evaluate the performance and
safety of the vessel control system, several Key Performance
Indicators (KPIs) are defined. These KPIs are divided into

two primary categories: transient response specifications and
course-keeping and mooring abilities.

TABLE II
SHIP DIMENSIONS

Value
Length overall loa 0.97m
Height h 0.32m
Width w 0.12m

For the transient response, there are the maximum over-
shoot and steady-state (SS) errors. The overshoot evaluates
how much the system exceeds its desired final value during
transient response. Steady-state error is a metric that mea-
sures the difference between the desired final value and the
actual steady-state value of the system.

TABLE III
ASSESSMENT PARAMETERS

Unmooring Trajectory tracking Mooring
Max. overshoot 20% 20% 0%
Max. SS error 1% 1% 1%

For course-keeping abilities and mooring abilities, certain
tests will be performed. First will be the straight line test.

dline(k) =
|(xend −xstart )(ystart −ymeas (k))−(xstart −xmeas (k))(yend −ystart )|√

(xend −xstart )
2+(yend −ystart )

2
(14)

This criterion is passed when it is in accordance with table
IV below.

TABLE IV
VALIDATION CRITERIA FOR STRAIGHT LINE

KPI Accepted if
Maximum deviation max{dline} dline < 0.1m
Average deviation avg{dline} dline < 0.05m

Next is the mooring test which evaluates the vessels
ability to come to a precise stop. This is required for
mooring as overshoot can lead to collisions and unsafe
situations. Here the Euclidian distance towards the mooring
point from the vessels position is calculated.

dmooring(k) =
√

(xref (k)− xmeas(k))
2
+ (yref (k)− ymeas(k))

2(15)

The distance dmooring can not exceed a predetermined value.
The test is successful when the dmooring is less than the value
from table V. In addition, position and heading errors can
be defined using table VI.

TABLE V
VALIDATION CRITERIA FOR MOORING

KPI Accepted if
Distance dmoor dmoor < 0.15m

ηerror (k) =

 x(k)− xref (k)
y(k)− yref (k)
ψ(k)− ψref (k)

 (16)
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TABLE VI
VALIDATION CRITERIA FOR POSITION/HEADING ERROR

KPI Accepted if
Maximum deviation max{ηx} ηx < 1m
Average deviation avg{ηx} ηx < 0.5m
Maximum deviation max{ηy} ηy < 1m
Average deviation avg{ηy} ηy < 0.5m
Maximum deviation max{ηψ} ηψ < pi/3
Average deviation avg{ηψ} ηψ < pi/12

VI. RESULTS

A. Benchmark trajectories

First, the results of the benchmark trajectories leading up
to the final trajectory will be explored. For each of the three
phases, a different color will be used. For the unmooring
phase, the color blue will be used in the XY-plots. Yellow
will be used for the trajectory tracking and red for the
mooring phase. In addition to this, the heading of the vessel
is visualised with the black line in each triangle.

For the straight line trajectory in the x−direction, the
XY-plot can be seen in figure 8. As can be observed from
the graph, the green line is the reference and the triangles
represent the vessel. The triangles are plotted every 50s. The
mooring test showed a value of 0.010m which is 1.0% of the
length of the ship. The straight-line test showed a maximum
deviation of 0.02m and a mean of 0.0047m.

Fig. 8. XY-plot straight line trajectory in the x-direction

The transient response of the straight line trajectory can
be seen in table VII. This does not exceed the maximum KPI
values.

TABLE VII
TRANSIENT RESPONSE STRAIGHT LINE

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.12% 0.05% 0.04%

For the diagonal line, it can be observed that the starting
heading at the unmooring phase is 0rad. The vessel then

changes orientation in accordance with the reference. A
slight bump can also be seen when switching to the trajectory
phase. For this trajectory the mooring test results in a value
of 0.0101m which is about 1.0% of the length of the vessel
model.

Fig. 9. XY-plot diagonal line trajectory

The transient response of the straight line trajectory can
be seen in table VIII. This does not exceed the maximum
KPI values.

TABLE VIII
TRANSIENT RESPONSE DIAGONAL LINE

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.04% 0.55% 0.04%

For the last benchmark trajectory (the S-shape) the XY-
plot can be seen in figure 10. The main thing to note is
that the vessel now changes its orientation throughout the
trajectory. The vessel follows the trajectory quite well as can
be observed from the XY-plot. The mooring test is 0.0111m
which is also 1.0% of the overall length of the ship. The
transient response of the straight line trajectory can be seen
in table IX. This does again not exceed the maximum KPI
values.

TABLE IX
TRANSIENT RESPONSE S-SHAPE

Unmooring Trajectory tracking Mooring
Max overshoot 0% 0% 0%
Steady-state error 0.2% 0.4% 0.08%

B. Final trajectory

The final trajectory can be seen in parts in figure 11. The
triangles are plotted every 50s in the unmooring and mooring
phases and plotted every 500s in the trajectory tracking
phase. This is done for visualization purposes.
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Fig. 10. XY-plot S-shape trajectory

Fig. 11. XY-plot final trajectory

In figure 12 a zoomed-in version of each phase can
be seen. The main thing to note is that this trajectory is
an amalgamation of the benchmark trajectories of which
the results were shown in the previous section. The vessel
appears to follow the trajectory quite well even though this
is quite difficult to observe from the plots.

In table X the transient responses of this final trajectory
can be observed. There is some overshoot in the unmooring
phase and trajectory tracking phase of 0.6% and 0.2%
respectively. In the mooring phase, it is 0%. For each of the
three phases, it is sufficient according to the criteria defined
in section V. The steady-state errors are also quite minor and
also satisfy the criteria by all being below 1%. The mooring
test shows a maximum deviation of 0.0949m (9.8% of ship
length) which is less than the maximum allowed value of
0.15m.

Fig. 12. XY-plot final trajectory: unmooring, S-shape, straight-line and
mooring

TABLE X
TRANSIENT RESPONSE FINAL TRAJECTORY

Unmooring Trajectory tracking Mooring
Max overshoot 0.6% 0.2% 0%
SS error 0.2% 0.5% 0.1%

VII. CONCLUSION AND FUTURE WORK

A. Conclusion

This research developed a strategy for trajectory tracking,
unmooring, and mooring of an autonomous model scale
vessel, addressing the primary question: ”How to achieve
trajectory tracking and autonomous mooring/unmooring?”

The literature research and mathematical modeling of
this study demonstrate the advances and difficulties in the
field of autonomous ship systems, with a special emphasis
on mooring operations, stationkeeping, and GNC systems.
MPC is a good option for the autonomous operation of the
Tito-Neri model vessel because of its capacity to manage
constraints and predict future behavior. To conclude, the per-
formance evaluation of the various trajectories demonstrated
the effectiveness of the MPC in achieving accurate trajectory
tracking and mooring/unmooring capabilities.

B. Future work

For future works, it would be beneficial to make use
of a more complex and realistic mathematical model. The
proposed mathematical model for this study included several
simplifications. The thruster allocation also needs to be
more realistic. Enhancing the precision and effectiveness of
the control approach will require the implementation of a
more realistic thruster allocation system that more closely
resembles the real operational capabilities and constraints of
marine thrusters. Lastly, the model has to be scaled up and
also tested live for real-world application. This would allow
for the complexities and challenges that are not evident in a
simulation environment to come to light.
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B
MATLAB code and Simulink schemes

In this appendix the relevant Simulink schemes and MATLAB code will be shown. First the overall
Simulink scheme for the unmooring part is given in figure B.1. This is followed by the trajectory tracking
scheme in figure B.2. Lastly, the mooring scheme in figure B.3. All of these schemes from left to right
consist of the following:

• Generation of the reference and guidance strategy (figure B.4)

• Smoothing of the reference

• Rotation matrix converting the global refernce to local for the controller

• The MPC that performs the optimization and outputs the forces

• The disturbances modelled after the current (figure B.5)

• Allocation of the thrust according to the TA Matrix

• The dynamics of the vessel

• Rotation matrix to convert the local position to a global position

• Outputting the data/generating results and graphs

The trajectory tracking scheme and mooring scheme both have an additional block for the initial condi-
tion. The global initial condition has to be converted to the local frame to be used by the vessel. In the
next pages, figure B.1 shows the unmooring scheme with a blue background in order to be in line with
the XY-plot visualization. Figure B.2 shows the trajectory tracking scheme with a yellow background
and figure B.3 shows the mooring Simulink scheme with a red background.
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68 Appendix B. MATLAB code and Simulink schemes
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70 Appendix B. MATLAB code and Simulink schemes
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72 Appendix B. MATLAB code and Simulink schemes
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In the guidance strategy, for the CoA and LOS, the following code is used.

1 function [go_next ,theta_target] = guidance_strat(x_target , y_target , x_curr, y_curr,
threshold_distance)

2

3 delta_x = x_target - x_curr;
4 delta_y = y_target - y_curr;
5

6

7 %Angle between the vessels orientation and the vector to next
8 %coordinate
9 theta_target = atan2(delta_y , delta_x);

10

11 % Euclidian distance check
12 distance_to_target = sqrt(delta_x^2 + delta_y^2);
13 within_threshold = distance_to_target <= threshold_distance;
14

15 % Input next coordinate
16 if within_threshold
17 go_next = 1;
18 else
19 go_next = 0;
20 end
21 end

Listing B.1: CoA and LOS
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Current disturbances results

(a) (b)

(c) (d)

Figure C.1: Straight line trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s
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(a) (b)

(c) (d)

Figure C.2: Output plots straight line trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s

(a) (b)

(c) (d)

Figure C.3: Diagonal line trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s
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(a) (b)

(c) (d)

Figure C.4: Output plots diagonal line trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s

(a) (b)

(c) (d)

Figure C.5: S-shape trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s
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(a) (b)

(c) (d)

Figure C.6: Output plots s-shape trajectory with current velocity of (a) 0m/s, (b) 0.1m/s, (c) 0.25m/s, (d) 0.5m/s
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