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Abstract

There is a vast wave energy potential in the oceans of the world. Many promising technolo-
gies of wave energy conversion have been developed, such as the oscillating water column.
BAM Infraconsult B.V. has developed the Ocean Falls concept of an oscillating water col-
umn that has the addition of a tube and a back wall, which is able to move in order to
change the resonant characteristics of the structure to match incoming wave frequencies.

A numerical model has been made to capture the dynamic behaviour of the oscillat-
ing water column represented as a "rigid piston", where the system is modelled as a linear
mass-spring-damper. The internal water surface is assumed to be horizontal and flat, both
valid approximations for small chamber widths with respect to the wavelength of the in-
coming wave. The hydrodynamic coefficients, as well as the excitation force on the piston
have been obtained using ANSYS AQWA. Thermodynamics in the chamber have been in-
cluded by assuming a linear, adiabatic and reversible air flow. Furthermore, pressure oscil-
lations in the chamber due to the oscillation of water are assumed small compared to the
atmospheric pressure. The equation of motion of the piston is coupled to the pressure os-
cillations inside the air chamber, which includes linear turbine damping and air compress-
ibility. The response of the system has been studied in the frequency domain for regular
and irregular waves.

Model experiments have been performed to compare the linear model to experiment
results for regular waves. The turbine damping has been modelled by adding a lid on the
air chamber containing an opening where air can flow through. The area of the opening is
related to the level of damping induced on the water surface inside the chamber. Two back
wall positions and three different damping cases have been studied.

Air compression has been negated from the linear model while comparing to experi-
ments due to scaling complications and the relatively small effect of air compression in
the flume geometry of the Ocean Falls. For the case with no turbine damping, the model
experiments indicate a longer resonant period compared to the linear model. This differ-
ence, to a smaller extent, is also visible in the damping cases. The measured flow in the
damping cases is slightly larger than the linear model. Pressure measurements compare
well with the linear model. Efficiency is defined to be the power in the waves divided by the
power available to a power take-off system, such as a turbine. For the low damping case, the
efficiency measured and efficiency computed in the linear model compare well and both
give a peak efficiency of around 60%, contrary to the high damping cases where the model
under-predicts the measured efficiency, indicating a higher damping input into the model
possibly due to the linearisation of the damping. For high damping the experiments also
give an efficiency of around 60%, while the numerical model predicts this to be circa 50%.
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Introduction

There is a large energy potential in the oceans of the world. One of these is the wave energy potential. Theo-
retically, the oceans contain around 3 TW of wave power, which is in the same order of magnitude of the world
power usage [1]. This significant potential to supply the world with renewable energy is perhaps the most at-
tractive reason to investigate the possibilities to capitalise on this potential. This report aims to contribute to
the research of oscillating water column wave energy converters.

1.1. Context

One of the many types of wave energy converters is the oscillating water column (OWC). An OWC is a wave en-
ergy converter that consists of a wave capture chamber filled with air that is connected to an air turbine. The
OWC principle essentially boils down to the interface between water and air, where, as incident waves reach
the structure, the water level inside the chamber oscillates and in turn compresses and decompresses air in
the chamber. This oscillation allows air to flow through the turbine, which then generates energy through the
rotation of the turbine blades. The oscillation of water inside the chamber can be regarded as an oscillating
mass with dynamic characteristics such as a natural period at which the system resonates.

BAM Infraconsult B.V. has developed the Ocean Falls OWC wave energy converter that has the addition of
a tube with rectangular cross section and a moveable back wall that aims to change the resonant characteris-
tics of the system to align with incident wave periods. This concept has a pneumatic power take-off, meaning
the energy in the waves is extracted through air flow through a turbine.

1.2. Problem definition

This research aims to create a numerical model based on physical principles that predict the performance
of the Ocean Falls in regular and irregular waves. This problem can be split into the following main research
questions:

* "How does the flow, pressure and power of the system computed through the theoretical model interact
with regular and irregular waves and how does the Ocean Falls perform?"

e "What is the natural period of the system and how does the linear power take-off (PTO) damping and
linear air compressibility influence the natural period?"

o "What is the effect of the statically moveable wall on the resonant characteristics of the system?"

* "How does the linear model compare to experiments performed for regular waves?"

1.3. Scope

This report aims to contribute to the development of OWCs. Conventional OWC wave energy converters are
generally designed to have a fixed natural period, whereas the Ocean Falls OWC'’s essential addition is that
the system can statically adjust its natural period to tune it to incoming wave conditions. This is also the
fundamental addition of this research.



2 1. Introduction

The research questions mentioned above are aspired to be answered in this report. It is important to
mention what is considered to fall within the scope of this research and what is not. Firstly, the aim of the
theoretical model is to derive linear equations of motion for the oscillation of the water surface inside the
chamber, the air flow through the turbine, the pressure inside the chamber and the power available to the
turbine. This model includes the linearised air compressibility addition. The model will be solved for the
steady-state response and for regular and irregular waves. Secondly, through the equations of motion, defi-
nitions for the undamped and damped natural frequency can be presented to assess the effect of geometric
parameters on the resonant period of the system. Thirdly, model experiments performed for regular waves
aim to validate the model and provide relevant data regarding the performance of the system. Finally, an
initial performance assessment can be given for the Ocean Falls. It is important to note that performing
the experiments for irregular waves and developing a non-linear model do not fall within the scope of this
research.

1.4. Research approach

The problem is approached firstly by performing a literature study on the modelling of OWCs. From this the
research splits into two directions; the first is the derivation and solution of the theoretical model and the sec-
ond is the preparation, execution and processing of the experiments and experimental data. The theoretical
model is combined with the hydrodynamic coefficients obtained through diffraction software ANSYS AQWA.
Furthermore, the results obtained from both the model and experiments are compared and discussed. Based
on this conclusions are drawn and recommendations are made. Finally, some further research proposals are
given.

This chapter gives the introduction to the research, followed by chapter 2 that describes the literature
reviewed for this research. Chapter 3 gives the theoretical model derivation after which chapter 4 gives the
steady-state solution to the model in frequency domain. Chapter 5 describes the methodology used to per-
form the experiments and chapter 6 gives the experiment results and the comparison with the model. Fi-
nally, chapter 7 gives the important discussion points, followed by the conclusion and recommendations.
The roadmap of this research is depicted visually in figure 1.1, also indicating the respective chapters of each
section considered in this research.
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Literature review

Many technologies exist to extract energy from the oceans, ranging from wave and tidal energy to ocean
thermal energy conversion and osmotic power generation. Carefully considering the power of the former,
wave energy, the oceans theoretically contain around 3 TW of wave power, which is in the same order of
magnitude of the power usage in the world [1]. This significant potential to supply the world with renewable
energy is perhaps the most attractive reason to investigate the possibilities to capitalise on this potential. With
the recent political incentives set out by the European governments, the sector aims to produce 100 GW of
power through wave and tidal energy by the year 2050 [2]. Considering the scope of this report, the focus will
be on the wave energy aspect of the above mentioned numbers. This chapter contains a review of the state
of the art of the wave energy sector, specifically on the modelling of oscillating water column wave energy
converters, to place in context the numerical and experimental modelling performed within the scope of this
research.

2.1. Wave energy converters

First, let us consider the technology around wave energy conversion. Through the past decades, reaching
back to the 1980s, substantial efforts have been made to contribute to the development of wave energy con-
version systems. According to McCormick [3] there are more than 1000 techniques to convert the energy in
the waves to energy that can be used. These concepts are also increasing, where it seems like the wave en-
ergy industry is not converging to a general agreement of a technique but rather diverging. Several of these
techniques have been developed and applied, where some have even harvested energy. Falcdo [4] has con-
veniently classified wave energy converters according to their physical principles into three sub categories;
oscillating water columns, oscillating body systems and over-topping converters. Let us consider several ex-
amples within these categories to illustrate the extent of wave energy conversion techniques.

2.1.1. Oscillating water columns

Firstly, the oscillating water column (OWC) wave energy converter is one of the most extensively studied
and developed category of the ones mentioned above. The principle of an OWC is simple. Incoming waves
oscillate a water surface inside a semi-enclosed structure with an air chamber, through which the air inside
the chamber is compressed and decompressed, allowing an air flow through a turbine. In contrast to other
wave energy converters the OWC indirectly extracts energy from waves, namely through pneumatic power
take-off. A clear advantage of an OWC is its ability to be placed at shorelines and coastal regions. Also, because
an OWC uses air flow to generate power, the turbine power take-off is employed at high rotational speeds,
meaning a low torque and thus a more reliable generator for long term wave energy conversion, according to
Sheng et al. [5], [6]. These advantages make the oscillating water column a popular choice as a wave energy
converter. An often mentioned example is the first fixed oscillating water column to have been employed, the
LIMPET plant installed on the Isle of Islay off the west coast of Scotland [7]. A more recent fixed oscillating
water column, similar to the previous is the Mutriku OWC wave energy plant in the Mutriku town of Spain. See
figure 2.1. This device is employed also as a breakwater adding to the functionality of the energy generator [8].
Although the Mutriku device has been struck by severe storms and has taken considerable damage, possibly
due to some design and construction flaws, the device has provided power to circa 100 households after
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modifications [9], [10].

Figure 2.1: The Mutriku breakwater oscillating water column from the air. This image has been taken from Marqués et al. [9].

Oscillating water columns are also to be found in floating form. Actually, perhaps considered one of the
pioneers of wave power technology, Yoshio Masuda developed a navigation buoy equipped with an air tur-
bine. The oscillation of the water compressed air through the turbine generating power. These buoys were
considered the first wave energy devices deployed in open sea [11]. This working example has also been fur-
ther applied widely. One example is the spar buoy optimised in Falcdo et al. [12]. This concept is a moored
spar buoy inside which a water column oscillates to generate energy. It has extensively been studied in [13],
[14], [15]. Another interesting development is the oscillating water column combined with floating wind tur-
bines. This concept employs OWC wave energy converters in the support structure of a floating wind turbine.
The concept is modelled and analysed in experiments by Aubault et al. [16]. This device aims to, on the one
hand damp out the motions of the floating device and on the other hand generate energy from the waves.

The above mentioned is just a fraction of the oscillating water columns developed around the world. More
interesting devices are left for the reader to discover, because discussing them here would not fall within the
scope of this research. In summary, the oscillating water column is a versatile and adaptive form of power
generation.

2.1.2. Oscillating body devices

The second mentioned category is the oscillating body systems. Simply put, in contrast to oscillating water
columns, oscillating body devices extract energy from the waves through the motion of a body, such as a
heaving buoy or a pitching vertical wall.

One interesting example of an oscillating body system is the PELAMIS wave energy converter. This 750
kW wave energy converter is a floating device that drifts in open sea and has a snake-like appearance. The
PELAMIS consists of longitudinal segments that are hinged together. As waves excite the system, the hinged
joints rotate and activate hydraulic rams that pump fluids at high pressure through hydraulic motors, which
in turn drive electrical generators [17]. See figure 2.2. The PELAMIS device has been discontinued.

2.1.3. Wave overtopping systems

This final category considered here is the wave overtopping devices. Such devices capture the water at the
wave crest and store it in reservoir at a higher elevation than the average water elevation around it. This stored
potential energy can be converted into electrical energy through hydraulic turbines.

A remarkable example of such a device is the Wave Dragon overtopping device. The system consists of two
wide flaps that operate as wave reflectors to guide incoming waves to the centre ramp and into the reservoir
that collects the overtopping water. Through hydraulic turbines this potential energy is converted into useful
energy [18], [19]. See figure 2.3.

The mentioned cases above are presented here to give an indication of the available wave energy con-
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Figure 2.2: The PELAMIS wave energy converter. Image has been taken from Yemm [17].

Figure 2.3: The Wave Dragon overtopping wave energy device. This image has been taken from Tedd and Kofoed [19].

verter devices. The amount of concepts is still growing and the sector does not seem to be converging to one
working wave energy converter. More insight in the trend of the market can be found in the studies men-
tioned above and the references within those, because this does not fall within the scope of this report.

2.2. Modelling of OWCs

Let us now consider oscillating water columns again. This section aims to give an insight in the theoretical,
numerical and experimental modelling of OWCs.

2.2.1. Theoretical modelling

One of the first people to model an oscillating water column was Michael McCormick in his published articles
where he modelled a spar-buoy type OWC [20]. The model assumes the water inside a hollow floating struc-
ture to behave like a rigid piston oscillating in heave direction. Evans [21] continued this approach by solving
the equations analytically for simple geometries as two parallel vertical walls in 2D and a cylindrical tube in
3D. These publications assumed no horizontal variation in elevation inside the chamber. This approach is
called the "rigid piston" approach.

A more accurate approach is to assume a uniform pressure inside the air chamber, but allowing the in-
ternal water surface to vary horizontally. This approach also brings the inner reflections of the waves inside
the chamber into consideration. The reflection from the inner walls is essentially disregarded in the rigid
piston approach. This method was first applied in Sarmento and Falcado [22] where the waves generated by
a harmonic spatially uniform pressure applied on a segment of water surface are modelled. This method
was generalised and adopted to apply to oscillating water columns in a comprehensive book by Falnes [23].
Chapter 7 of this book gives an explanation for the applied-pressure approach for oscillating water columns.
Figure 2.4 taken from Falcdo [11] depicts both approaches.

Let us consider the former approach in more detail. The rigid piston method essentially models the mo-
tion of the water surface as a flat horizontal piston and the dynamic model consists of a mass oscillating
in heave direction that is connected to a spring and damper. The piston oscillation accelerates water mass
around it and also radiates waves away from the column. Therefore, the spring represents the hydrostatic
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(a)

\AALAAALAA

[

piston

O, S X

Figure 2.4: A visual depiction of two approaches to modelling OWCs. On the left hand side the rigid piston model is given and on the
right hand side the spatially uniform pressure method is given. This drawing has been taken from Falcao et al. [11].

stiffness and the damper is the radiation damping and other forms of energy loss or energy extraction through
power take-off systems. If z(#) is the heave motion of the piston, the single degree of freedom equation of mo-
tion can be written in the time domain as

mz(t) = fraa(t) + fhydrosmtic(t) + fpto(t) + fwave(t) (2.1)

where m, fraa(0), fnyarostaric(t), fpro(t) and fyape(t) are respectively the mass of the piston, radiation
forcing, hydrostatic forcing, power take-off forcing and wave excitation forcing. For complex geometries the
hydrodynamic coefficients and wave excitation forces can be determined with the use of software such as
WAMIT, ANSYS AQWA and NEMOH.

Let us now consider the uniform applied pressure approach. This method assumes a uniform air pressure
applied to the internal water surface of the OWC. So, let us introduce a volume flow rate g(¢). Considering a
linear model, the total volume flow rate can be equated to the superposition of the excitation flow rate and
the radiation flow rate as

q() =qe(t) +qr (1) (2.2)

where ¢, and g, are respectively the excitation flow rate (from wave excitation) and the radiation flow rate,
due to the pressure oscillations inside the air chamber. For both the rigid piston and the uniform pressure
approach the pressure inside the chamber p(t) can be related to the volume of air inside the chamber and
its change in time. This pressure relation can be extended to include compressible air or non-linear turbine
performance characteristics.

Let us assume for now a simple linear relation between g(¢) and p(¢). This means that the system is
linear and for harmonic time dependent excitations the steady-state response should also be harmonic, time-
dependent with a possible phase shift. This enables the system to be solved in frequency domain for steady-
state in regular waves. Following the theory of Evans and Porter [24] we further conveniently decompose the
radiation flow rate in frequency domain as

Q,=—-(B+iA) (2.3)

where A and B are analogous to respectively the added mass and radiation damping of the rigid piston
approach. Note here that these values are not equal to the added mass and radiation damping coefficients in
the rigid piston approach because both models are expected to give different results. Also using the analogy
between electrical circuits, we can define the complex —(B + i A) as the radiation admittance, where B and
A are respectively the radiation conductance and radiation susceptance, also in accordance with Falnes and
Mclver [25]. The above equations can be further elaborated and solved in the frequency domain. The solu-
tions can be found in Evans and Porter [24] and Falnes and Mclver [25]. An interesting article by Brendmo et
al. [26] depicts the transformation of both the rigid piston and uniform applied pressure approach in terms
of the mechanical mass spring damper system and the equivalent electrical circuit diagram.

Generally speaking, the relation between flow and pressure is not linear. The thermodynamics in the
chamber can be non-linear but also the air turbine can introduce non-linearities. Non-linear equations of
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motion cannot be solved in the frequency domain so these must be solved in the time domain. The time
domain motion of a rigid floating body has been given by Cummins [27]. This representation can be used to
define the time domain response of an oscillating water column as

t
(M + M p,00) 2(1) =f0 K(t—1)z2(r)d7 — kz(t) + fwave(®) + fpro (1) (2.4)

where M4 is the added mass at very high frequencies and the integral term represents the radiation
force. K(t) is the impulse response function. Note here that equation 2.4 is the time domain equation for the
rigid piston approach. The right hand side can be augmented to include non-linear forcing terms, such as
friction. Solving these equations are more time consuming than the linear ones, but have been applied exten-
sively. An alternative to directly solving the integral term in equation 2.4 is to approximate the integral term
by a state-space model. This so called state-space model represents the integral term as a physical system of
first order differential equations with input, output and state variables. The state-space approximation of the
convolution term significantly reduces the computational time. An interesting published article by Iturrioz
et al. [28] has employed a state-space model of the convolution term and extended it conveniently to solve
the non-linear equations of motion in the time-domain. The model has been validated both with experi-
ments and commercial CFD code. The research shows that the presented model is reliable and efficient in
computational time sense.

A more simplistic approach to modelling non-linearities is to assume that the added mass and radiation
damping coefficients are not frequency dependent but are constants. This replaces the convolution term by
constant parameters for radiation damping and added mass. The system can then be made to include non-
linear terms like quadratic pressure-flow relation and the differential equations can be solved numerically
by employing an ODE solver, for example ode45 in Matlab. This has been done by Gervelas et al. [29] and
compared to experimental data, where the model compares fairly well.

2.2.2. CFD modelling

The methods mentioned in the previous sections are in accordance with potential flow theory and its as-
sumptions. Potential flow theory does not account for large wave and body motions and energy dissipation
effects like viscous losses, turbulence and eddie shedding. These phenomenon might be interesting to in-
vestigate, especially in cases with large velocities. Computational Fluid Dynamics (CFD) codes have been
developed to model the mentioned phenomenon. Generally speaking, these programs solve the Reynolds-
averaged Navier Stokes equations (RANS). CFD also enables the inclusion of complexities in the geometry of
the system. For example, in Amin [30] a vertical wall has been added to the internal water surface and the
motions have been studied using CFD code. According to Amin, the addition of the vertical wall increases the
efficiency of the system. Also, in Elhanafi [31] CFD code has been employed to optimise an offshore OWC in
fully non-linear conditions. An obvious disadvantage of CFD software is the computational power and time
it requires.

2.2.3. Experimental testing

OWCs have widely been tested in model scale and also somewhat in prototype scale. Before reviewing some
of these cases let us take a look at scaling. In general, there are two methods of scaling prototypes to model
dimensions: Froude scaling and Reynolds scaling, where the Froude number is kept constant in the former
and the Reynolds number is kept constant in the latter. In Froude scaling the ratio between inertia forces
and gravity forces are kept constant, whereas in Reynolds scaling the ratio between inertia forces and viscous
forces are kept constant. In practice it is impossible to keep both the Froude and the Reynolds numbers
constant while scaling, except for scaling factors close to 1. If we omit viscous effects, similitude using Froude
scaling is preferable for OWCs.

An important complication is the scaling of the air chamber geometry. Let us define € as the scale factor
where € = L,/ Ly, where Ly, and L, are length parameters in respectively prototype and model scale. To scale
the pressure inside the chamber one would need to scale the atmospheric pressure as well which is practically
impossible, except for € close to 1. A more convenient assumption would be to keep the atmospheric pressure
constant in both prototype and model scale. This, however, according to Falcdo [32], would mean the volume
inside the chamber needs to be scaled with €? instead of €.

Having said this, experimental study has contributed significantly to the development of OWCs. For ex-
ample, in Koo and Kim [33], a land based OWC has been modelled to include non-linearities and has been
compared to experiment results. Also in Chang et al. [34], a developed analytical model has been compared
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to experimental results for a OWCs with different back plate angles and widths. Also, several other referenced
articles in this chapter contain experimental studies.

2.3.

Conclusions

This section contains an overview of the most important points discussed above.

There is a wide variety of energy extraction from the oceans. One of which is the oscillating water
column that extracts energy from the ocean’s waves through a pneumatic power take-off system.

In general, there are two methods to approach the modelling of OWCs, the rigid piston and the uniform
applied pressure approach. The first method assumes the internal water surface to be a horizontal flat
piston that oscillates in heave direction. The uniform applied pressure method is similar but allows for
some variation in height horizontally inside the chamber and is thus a more realistic approach. The
former is easier to apply to complex geometries because of the opportunity to make use of commercial
software like WAMIT and ANSYS AQWA to determine the hydrodynamic coefficients.

Both models can be extended to include non-linear dynamics, like non-linear power take-off damping
or friction. These have been extensively applied for various OWCs.

CFD code has been employed in studies to model non-linear phenomenon such as viscous losses, tur-
bulence and eddy shedding. CFD is not limited by the assumptions of the linear wave theory and there-
fore aim give more accurate results. CFD code gives better results, but has the disadvantage of requiring
significant computational time.

OWCs have been extensively analysed with experiments. Scaling by keeping the Froude number con-
stant is widely applied. Complications with scaling of air chamber require extra care while choosing
model scale geometries.



Theoretical model

This chapter gives a comprehensive look at the "rigid piston" approach towards modelling the physics around
the Ocean Falls concept. First the concept itself is presented, followed by the governing equations of the
system and the model is described in the frequency domain for the linear case. Finally, the most important
assumptions are briefly emphasized.

3.1. The Ocean Falls concept

The Ocean Falls oscillating water column wave energy converter concept is depicted schematically in figure
3.1. The concept consists of three key elements. The first is the tube connecting the incoming waves to the
inner chamber inside the structure, which is the second element of the concept. Note here that the tube has
arectangular cross section. This chamber consists of a water and air compartment from which the energy of
the waves is extracted through the compression of air through a turbine. And thirdly, the system contains a
back wall which can be moved and fixed in various positions. This wall is aimed to statically vary the resonant
characteristics of the system to tune it to incoming wave frequencies.

3.2. Model derivation

Let us define the coordinate system at the centre of the internal water surface, with z pointing upwards and
x to the right in the direction of the wave propagation. Figure 3.2 gives a simplified schematic view of the
system. The Ocean Falls consists of an internal water-air chamber connected through a tube to the open
sea. The mean water level is set at z = 0. Under assumptions of linear water-wave theory, the flow in two
dimensions is expressed in terms of the velocity potential ¢(x, z, 1). ¢(x, z, t) needs to satisfy

v2<p =0, influid domain

¢, =0, onfixed boundaries @D

where n gives the normal direction of the derivative. The linearised dynamic free surface condition at
z=0is given by

B 6_(/5 +op= p(t)/pyw oninternal free surface 3.2)
ot 1o on free surface outside chamber ’
and the kinematic free surface condition at z = 0 by
0 0
a—z = 6_(£ 3.3)

The solutions to the potential flow theory are given in appendix A.

Several different approaches have been developed and applied to solve the hydrodynamic problem of
OWGs. Generally speaking, one can distinguish two widely used methods, according to Falcdo et al. [11].
These have been discussed in the previous chapter. Let us choose the rigid piston approach to model the
Ocean Falls, based on the fact that the Ocean Falls has a complex geometry and the more obvious physical

11
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Figure 3.1: Ocean Falls schematic side view. The moveable wall is the wall on the far right.

interpretation of the rigid piston model compared to the uniform pressure model. The key difference to note
between conventional rigid piston models and the one employed here is, however, the piston in the Ocean
Falls concept is essentially a rigid body oscillating in the tube. The internal free surface is still assumed to be
horizontal and flat. The presence of the tube in the Ocean Falls changes the physics of the system with respect
to conventional oscillating water columns. The only way water can enter or leave the structure is through the
tube. Therefore the oscillation of the water mass in the structure is physically governed by the oscillation of
water in the tube. In other words, the system is considered as two reservoirs connected through the tube.
Let us consider the oscillation of the water mass in the tube in terms of Newton’s second law of motion. The
following section gives a brief overview of the forces acting on this rigid body.

3.2.1. Acting forces

The forces acting on the rigid body are given below. Figure 3.3 gives the free body diagram of the tube water
mass and the forces acting on it. The quantities represented in figures 3.2 and 3.3 have been adopted in this
section.

 |nertiaforce

The first force to mention is the inertia of the oscillating mass, which is considered as a rigid body, equal
to m;U, where U(t) is the flow through the tube and m; is the water mass in the tube. Based on the
assumption that the water is incompressible, in line with linear wave theory, mass continuity applies,
meaning the flow of water through the tube can be given in terms of motion of the elevation inside the
chamber.

* Hydrostatic and gravity forces

The hydrostatic forces are simply given by integrating the static water pressure over the cross sectional
area of the tube. Considering the fact that there is no flow of water if both the water elevation inside
and outside the structure are equal, the hydrostatic forces should cancel out. Since the internal water
surface is taken to not vary in the x-direction, the elevation of the water column inside the chamber
also acts as a hydrostatic forcing on the oscillating mass.
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 Air pressure force

The air pressure change inside the chamber will cause an additional force on the tube equal to the
pressure integrated over the cross sectional area of the tube.

+ Radiation force

Due to the variation of the pressure inside the chamber the mass of water inside the structure will os-
cillate, accelerating the water mass around it and generating radiation waves. The radiation force, can
be decomposed into forces which are in phase with the acceleration and the velocity of the rigid body.
These forces can be represented through the added mass and hydrodynamic damping, respectively.
These coefficients are determined through ANSYS AQWA, because the system geometry is considered
complex.

* Wave excitation force

Finally, the wave forcing that acts on the oscillating body needs to be considered. This can be split into
two parts, the first is the undisturbed wave forcing (no body considered) given by the Froude-Krylov
force and the second is the correction to the Froude-Krylov force due to the presence of the structure,
given as the diffraction force. As geometries become more complex it is more difficult to analytically
define the diffraction force which is why numerical diffraction software ANSYS AQWA is utilised. The
combined Froude-Krylov and diffraction forces in the time domain will be further given by one term as
and referred to as fyape(1).

A variation on the mean water level at the seaside (say for example tidal oscillations) is not taken into
account within the scope of this research, but can easily be done by adding an additional hydrostatic force on
the seaside in addition to the hydrodynamic wave loading. The optimum geometry of the Ocean Falls is not
dependent on the water height, so investigating this is not interesting at this stage.

3.2.2. Formulation of equations of motion

The momentum of the mass is given by m, U (#). Now, differentiating the momentum equation with respect to
time and considering the forces mentioned above in terms of pressure gives us the second order differential
equation for the single degree of freedom oscillation of the water mass in the tube in time-domain as

du [ %
my— :f Pseadz_f pcedz+m;gsin(0) — frqa (1) 3.4)
at  Jz 2

where p;eq is the water pressure at the entrance of the tube and p, is the pressure in the water at the
chamber side of the tube.

The first forcing term on the right hand side is given by integration of the water pressure along the cross
sectional area of the tube before the tube entrance. Similarly, the forcing term for the tube exit on the right
side (chamber) can be obtained by integrating the water and chamber air pressures. Due to the inclination
of the tube, there is an additional component of the gravitational force of the water mass that needs to be
considered. Also, the oscillation of the air pressure inside the chamber will radiate waves and accelerate
water around the column, so there is a radiation force that needs to be included. The friction in the channel
and in- and outlet losses are not considered. Also, since there is no variation in cross sectional area of the
tube and the velocity in the entrance and exit of the tube is assumed to be equal, no additional forces need to
be considered. See figures 3.2 and 3.3.

The sea pressure is separated into a dynamic (waves) and a hydrostatic part, and similarly the pressure
in the structure is also separated into hydrostatic pressure and the contribution of the oscillation of the air
pressure. Assumed is that the water surface inside the structure also acts as a rigid piston, meaning no varia-
tion in x-direction applies to h(f). Thus, the hydrostatic term of the pressure at the chamber side can be split
into two components, as is done in equation 3.6. Elaboration of the hydrostatic integrals and the inclined
gravitational force of the tube cancel out, because the cross sectional area of the tube is non-variant along
the length. Here A is assumed to be equal to z; — z; and similarly equal to z4 — z3, a viable assumption on the
condition that the angle 0 is small.

Considering what is described above and specifying the integral terms in equation 3.4 gives

21 Z1
/ pseadzszave(t)"‘f pwdgzdz (3.5)
22 22
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Figure 3.2: Simplified Ocean Falls schematic side view. The moveable wall is the wall on the far right.

z3 23 23
f pcdz=fp(t)+f pwgdzdz+f pwgdh(t)dz (3.6)
z4 24 24

where d is the depth of the structure in y-direction and f,(#) is the air pressure force acting on the rigid
body.

To combine the oscillation of the mass in the tube with the water surface elevation inside the chamber,
the mass conservation law for incompressible fluids needs to be used. This yields

U = Eh(t) (3.7)
= )

Since long crested waves are assumed (i.e. the variation of the crest level along the width of the caisson in
y-direction is neglected) the problem can be simplified to a 2-dimensional one by dividing d out, giving the
equation of motion in time domain for the oscillation of the internal water surface, as

fwaue(t) _ frad(t)
dL dL

where B is the width of the chamber, d is the depth of the structure in y-direction, L is the length of the
tube, A is the height of the tube, f;,4 is the radiation forcing, p(#) is the air pressure inside the chamber and
fwave is the wave forcing on the oscillating body.

. w8A A
prh(t)+%h(t)+zp(t)= (3.8)

3.2.3. Thermodynamics of the air chamber

The variation of the pressure inside the chamber will induce a force on the piston. Assuming uniform pres-
sure in the chamber and a flat internal free surface, the pressure force on the piston can easily be given by
F,, = Ap(1), whereA is the tube area (or piston area) and p(¢) the uniform pressure fluctuation inside the
chamber. This extra forcing term gives rise to the need of a second equation to account for the coupling of
the system, one that defines the pressure inside the chamber. This is the mass conservation equation inside
the air chamber. The discussion below follows the derivation by Sheng et al. [35] and Gomes et al. [14].

The airflow through the turbine is given by

_dpV

i (3.9)

m(t) =
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Figure 3.3: Free body diagram of the oscillating tube mass.Fyyqpes, Fair and Fry g are, respectively, the wave, the chamber air pressure
and chamber internal free surface forces on the tube mass. Fg is the gravitational force that is decomposed in a force acting parallel to
the other stated forces. The summation of the hydrostatic forces and this gravity force decomposition cancel each other out.

where p(t) and V (¢) are the air density and the volume of the chamber, respectively. Important is to note
that the relation between flow and change in volume is negative, because a positive change in internal water
surface will cause a decrease in volume if one assumes positive mass flow is exhalation. Based on the fact
that the air in the chamber is compressible, there needs to be a distinction between air entering the chamber
and air exiting the chamber (inhalation/exhalation), because compressed air will have a larger density than
atmospheric air. This distinction is made as follows

Qin(t) =-1/p.m(1) (Exhalation) (3.10)
Qex(8) ==1/pgmi(t) (Inhalation) (3.11)

where p, and p. is respectively the atmospheric air density (1.225kg/m?®) and the air density inside the
chamber. Considering an ideal gas and that the compression inside the chamber is an isentropic process, the
gas law applies, namely:

2 _ constant (3.12)
pY
where p, and p, are respectively the atmospheric air density and pressure. p. and p are respectively the

air density and air pressure in the chamber and y is the specific heat ratio of air, equal to 1.4. So, equating the
ideal gas statement for the air inside and outside the chamber gives

1)+
PO+ Pa _Pa (3.13)
Pc Pa
and rearranging gives
(07
Y
pe(t) = (1 + P ) Pa (3.14)
Pa
Expanding the above equation with the Taylor series until the third term for y > 0, gives
1 In(1+ 28 2
t P 1
1+p())7:1+ ( P )+O _)) (3.15)
Pa Y Y

and similarly expanding [ln (1 + %)
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2 3
1n(1+pm)=@—l(&) +o((&) ) (3.16)
Pa Pa 2\ pa Pa

Assuming the absolute pressure change inside the chamber is much smaller than the atmospheric pres-
sure, equation 3.14 can easily be linearised. The assumption that the pressure change is small is a viable one,
since the atmospheric pressure is of order 10° Pa, significantly larger than pressure differences occurring in
OWCs according to Sheng et al. [5]. The linearised equation reduces to

p(t))
() =pq (1 +—
o o y

a

(3.17)

Substituting equation 3.17 and its derivative into equations 3.10 and 3.11 gives the following equations

Qin(t) = Bdh(t) - Bdlair = h(1)) p(t) (Inhalation) (3.18)
YPa+ p(t)

Bd(hair - h(t)) .
S 4

a

(1) (Exhalation) (3.19)

Qex () = (1 + &
Y

) Bdh(t) -
a

where Q is the air flow in m3/5s. Assuming that the pressure change p(t) is small compared to p, and that
the air chamber height h,;, is large compared to internal free surface elevation h(t), the system linearises to
the following equation for inhalation and exhalation

. Bdhg;

m(D) = paBdh(n - Lar
Yp

a

pe) (3.20)

3.2.4. Linear turbine
The left hand side of equation 3.20 can now be equated to a certain mass flow rate through a turbine. In
the case of OWCs a self rectifying turbine is needed, meaning flow in two directions is converted to a uni-
directional flow for the turbine. Two common turbines to choose for OWCs with pneumatic power take-off
are the Wells turbine, invented by A.A. Wells, and the bi-radial impulse turbine. According to Falcao et al. [15]
the bi-radial impulse turbine is more effective for OWCs in various sea states, with also the advantage of a
substantially smaller rotor diameter. However, bi-radial turbines need to be modelled non-linearly, whereas
a Wells turbine can be linearly approximated fairly well. The extent of validity of this relation has been dis-
cussed in Gato et al. [36]. Therefore the Wells turbine has been chosen for this research.

In order to relate the air pressure inside the chamber to the mass flow in and out of the chamber, charac-
teristic curves according to Dixon [37] are introduced as

p m

=) b=—7 3.21
0aQ2D? 0.QD3 8:21)

where Q and D are respectively the angular velocity and turbine diameter. Also assuming a linear relation
between the dimensionless flow and pressure gives

®=KVY. (3.22)

where K is the dimensionless turbine proportionality constant. Combining equation 3.21 and 3.22 yields
the linear relation between the pressure and mass flow in time-domain as

(1) £D (1) (3.23)
m = .
q P
where the turbine constants combined are called the turbine coefficient. Optimising the turbine diameter

and rotational speed is not within the scope of this research, so therefore the flow through the turbine is given
as

m(t) =k p(t) (3.24)
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where k; is the turbine parameter as mentioned above and will be referred to this way throughout the
extent of this report. Combining equations 3.20 and 3.24 and dividing by the width of the system in y-direction
d yields the following continuity equation for mass flow through the turbine in linearised form

k . Bhg;
— (D)= paBh(D) = =3 p(D) (3.25)
where the speed of sound in air c is introduced as
2= YPT“ (3.26)
a

Note that a negative flow resembles an inhalation of air (since mass enters the chamber). This second
term on the right hand side of equation 3.25 gives the spring like effect of the air chamber on the piston in
heave motion. The effect of this air compressibility term is increased with increasing height of the chamber.
The air density and speed of sound in air (c) are taken to be constant. The validity and adequacy of this
approximation has been discussed in detail by Falcao and Justino in [38] and Sarmento and Falc3o in [22].

The coupled equations of motion can now be written as

- Pw8A A _ fwave(t) _ fmd(t)
puwBh(D+=F=h()+ L p(h) = =+ T (3.27)
. Bhg;
K\ p(t) = paBh(1) - C;”’p(t) (3.28)

where K} now is given in the respective unit per meter in y-direction. Finally, the power available to the
PTO can be given by

m(t)

Pi(t) = p(1) (3.29)

a

Making use of equation 3.23 and its simplification the above equation can be rewritten as

K
P(1) = = p(n)? (3.30)
Pa

where P; is the instantaneous power available to the turbine in W/m. Equations 3.27 and 3.28 are the
equations of motion to be solved in the following chapter.

3.3. Radiation and excitation forces

An important part of the equations of motion that still has not been accounted for is the radiation and diffrac-
tion forcing. As the internal water surface oscillates, additional water particles around it will oscillate and
waves will be radiated away from the structure. This radiation will remove energy from the system and thus
the initial oscillation of the water surface will dampen out. Also, since the geometry of the structure is not
simple, the wave forcing will be disrupted by the presence of the system. Both the radiation and diffrac-
tion forcing therefore needs to be incorporated somehow. The radiation forcing can be considered in the
frequency domain as

Froa = -0’ Aw)H +iwBw)H (3.31)

where A(w), B(w) and H are respectively the frequency dependent added mass, radiation damping and
complex amplitude of the internal water surface elevation. This frequency domain representation cannot
be solved directly in the time domain, but can be solved through a convolution integral as in Cummins [27].
Also see equation 2.4. However, since the equations are linear, the steady-state solution can be found in the
frequency domain.

The determination of the added mass, radiation damping coefficients and wave excitation forces is done
through ANSYS AQWA. This software is a boundary element method (BEM) diffraction software, meaning the
geometry of the system is split into a finite amount of panels that have the boundary condition that no water
can move through them. The software then exerts an input wave forcing on an oscillatory body, in the case of
AQWA it applies wave pressures at different phases and solves the numerical problem for each panel yielding
a pressure distribution on the panels. AQWA gives the frequency dependant hydrodynamic coefficients for



18 3. Theoretical model

added mass, radiation damping and diffraction forcing. However in the case of oscillating water columns it is
slightly more complex to input these into software such as AQWA, because the oscillating body essentially is
water. An in depth analysis has been performed to accurately model the Ocean Falls into AQWA in appendix
B.

3.4. Discussion

The model derived above is a linear representation of the reality. We have made several assumptions in de-
riving these equations of motion. A brief overview of the assumptions and conclusions from this chapter are
given below.

e Firstly, it is important to state that linear wave theory applies here. In other words the water fluid is
assumed homogeneous, inviscid and incompressible, the surface tension is neglected, the flow is ir-
rotational, waves are long-crested (two dimensional) and the wave amplitude is assumed small. The
validity of these assumptions are assumed known and will not be discussed within the scope of this
work.

¢ The width of the chamber Bis assumed small with respect to incident wavelengths, so no variations in
x-direction inside the chamber are present meaning the internal water surface has an oscillatory piston
motion. For large chamber widths compared to wavelength the piston approach loses its validity.

¢ The pressure inside the chamber is assumed to be uniform and the relation between pressure and flow
through the turbine is assumed to be linear. Also, ideal gas laws have been assumed meaning the com-
pression and decompression of the air inside the chamber is an adiabatic and reversible process (no
transfer of heat and matter). If the amplitude of the elevation inside the chamber is large with respect
to the air chamber height, the linear approximation loses validity; because the air compression term is
not dependent on the internal water surface elevation.

e Furthermore, frictional losses, thermodynamic losses and other non-linear phenomenon have not
been included in this model.

3.5. Conclusions
In this chapter a theoretical derivation of the equations of motion were given. The concluding remarks are
given below.

* The system is modelled as a rigid piston oscillating in one degree of freedom. Contrary to conventional
oscillating water columns the piston in the Ocean Falls is represented by the tube.

¢ The dynamic model of system is considered to be a one degree of freedom single mass oscillating with a
stiffness and damper attached, respectively representing the hydrostatic stiffness and radiation damp-
ing. The thermodynamics in the chamber are translated as a spring and damper aligned in series into
this model, where the spring represents the compression of the air and the damper represents the
power take-off. The oscillating mass and hydrostatic spring are given by the tube geometry.

* Since there is a body oscillating in water the radiation force must be considered. The added mass and
radiation damping coefficients are determined through the ANSYS AQWA program. Also, since the
geometry is complex, the wave excitation on the tube piston is computed numerically in AQWA.



Analytical steady-state solution

This chapter contains the frequency domain solutions to the equations of motion derived in the previous
chapter. Note that all solutions are given in the model scale geometry of the Ocean Falls.

4.1. Frequency domain solution

The equations of motion for a single degree of freedom in the time domain derived in the previous chapter
are presented here again as

- pPw8A A fwave(t)  fraa(t)
pwBh(t) + 1 h(t)+Lp(t)— i T 4.1)
. Bhyg;
Kip() = paBh(t) - ——= p(1) (4.2)

2
c
Both equations 4.1 and 4.2 are linearised and can be solved linearly in the frequency domain for the com-
plex amplitudes for elevation and pressure to obtain the steady-state solution. The solution is sought for in
the form

{Fuwave: ,q,h} = Re({F, P, Q, A} ") (4.3)

where ¢g(t) is the volume flow. We recall that the radiation force can be represented in the frequency
domain as is given in equation 3.31. By inserting the above solutions and dividing the exponent term out and
rewriting them, the steady-state solutions of the equations of motion can be given by the following equations
as

_ F(w)
H= I (4.4)
—w? (pr + —’"“L(“’)) +iw (—B’L“") + %A) + PuEZ
P=AQ=iwABH (4.5)
K, iwBhg\ !
A= (o) o

where the forcing term here has been simplified as F(w) = AjncFiwave(@)/L, where Fqy0(w) is the afore-
mentioned wave excitation, consisting of the Froude-Krylov and diffraction forces. The force excitation coef-
ficients obtained from AQWA are proportional to the incident wave amplitude indicated as A;;. All coeffi-
cients from AQWA have been divided by the depth of the structure in y-direction d. Equation 4.4 and 4.5 give
respectively the complex amplitude for the steady-state vibration of the elevation and air pressure inside the
chamber. Please note that these solutions are not dependent on any initial conditions.

Finally, the time-averaged power amplitude is given by

— Ki -~
P, = —1|p)? 4.7)
2p4

19
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Now the system has been solved in the frequency domain. The above analytical expressions for the com-
plex amplitudes of elevation, pressure and power are further discussed in the remainder of this chapter.

4.2, Natural frequency analysis

The essential design characteristic of the Ocean Falls OWC is the natural frequency. Generally, for coupled
systems the undamped natural frequencies are given by solving the characteristic equation given by

det[K - w*M] =0 (4.8)

where, K, M and w are the stiffness matrix, mass matrix and the natural frequency, respectively.

Let us consider the case of the Ocean Falls with open chamber conditions, meaning the turbine damping
and compression of air is not considered, which means the thermodynamic equation is disregarded. In this
scenario, the elevation inside the chamber is given by the oscillations of a single degree of freedom oscillating
mass. The undamped natural frequency for such a system is given by

v, [owSAIL _ [gA ws)
pwB LB

The natural frequency for a single degree of freedom, axis-symmetric conventional oscillating water col-
umn, as described in Evans and Porter [24] is given by

Wy = \/g (4.10)

where g and [ are respectively the gravitational acceleration and the draft of the OWC. In this simple
case, the stiffness is given by the hydrostatic stiffness characterised by the geometry of the chamber and the
mass is equal to the mass of the oscillating water column. Note here that no hydrodynamic added mass
and radiation damping coefficients are included, but these can be approximated empirically like in Veer et
al. [39] and Sheng et al. [40]. Clearly, the natural frequency of the Ocean Falls is different when compared
to conventional OWC systems. Essentially, the oscillating water mass in the Ocean Falls is the mass in the
tube, contrary to conventional OWCs, where that mass is the mass column in the chamber. This difference
significantly changes the behaviour of the natural frequency for given geometry parameters.

Now, also considering the thermodynamics of the system and the damping terms in the equations of
motion, we can derive an effective natural frequency for the system. Combining and elaborating equations
4.4, 4.5 and 4.6 effectively reduces the system to a mass spring damper system with augmented stiffness and
damping terms given as

puwgA w? B Tl
kepr = 1 +(P—1)2+w2(%ag)2 (4.11)
a aC
,_B@ B—{‘%p w2
T ey |

where k.rr and b.sr are respectively the effective stiffness and damping. Firstly, considering the effec-
tive stiffness term it is clear that the air compressibility inside the chamber acts like a spring. For increasing
air chamber height h,;, the air compressibility also increases. Interesting is to note that the turbine charac-
teristics also influence this spring term, since Kj is in the denominator of the effective stiffness term. The
addition of PTO damping acts in a similar way. On the condition that Kj is always larger than 0, the addition
of a turbine into the system increases the effective damping, as expected, since energy needs to be extracted
from the system. Here it is important to note that Kj is inversely proportional to the damping of the system.
In other words, larger K; gives less damping.

With the new definitions in equations 4.11 and 4.12, the system is now considered as a single degree of
freedom mass with an effective spring and an effective damper. The damped natural frequency for such a

system is given by
Opeff=wo\/1=Lefr()? (4.13)
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with
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where m(w) is the mass term including the frequency dependent added mass. The terms (¢ ¢ and wp are
respectively the effective critical damping and undamped natural frequency. Equation 4.13 is solved itera-
tively to obtain the effective natural frequency of the system for various geometry and turbine parameters.
Based on the natural frequency equations stated above, increasing the chamber width B of the system will
also increase the natural period.

(4.14)

4.3. Model validation

Important is to validate the model for some conditions to check whether the model corresponds to what is
expected in reality. This section presents some hypothetical cases to discuss the result the model gives for
these cases and to check whether or not it is well aligned to what is expected. The hydrodynamic coefficients
and excitation forces used in this section are for the first wall position. Please refer to appendix B for the
numerical values used for the hydrodynamic coefficients.

4.3.1. Open air chamber

Firstly, let us try to recreate open chamber conditions, meaning that there is actually no chamber just an open
box-like structure inside the water. Setting the value for the volume to a much larger value should resemble
a system where there is no air chamber, meaning that A should tend to zero. Increasing the chamber height
of the system to large values makes this possible. Figure 4.1 gives two graphs; left is the normalised elevation
amplitude for a chamber width over chamber height ratio of of 1e-10 and right is the normalised pressure
amplitude for the same case. From these, one can conclude that a sufficient increase in the chamber height
indeed does cause the physics of the turbine and air compressibility to vanish in the system and causes the
model to become just an oscillating mass in water. Similarly, the pressure amplitude vanishes because the
pressure above the water is equal to the atmospheric pressure.

4.3.2. Closed air chamber

Decreasing the diameter of the turbine will cause the chamber to be enclosed more. Figure 4.2 below gives
this case. As the turbine diameter tends to 0, the turbine damping parameter will also become 0 and the effec-
tive natural frequency will change, since the effective stiffness is being dominated by the air compressibility
term. In reality, one would observe a non-linear behaviour of the air in the chamber as the IWS fluctuates,
since the more one compresses a sealed chamber, the higher the pressure will be and thus the higher the re-
sisting force will become. However, as mentioned in the previous chapter, the equations of motion have been
linearised and so the air chamber volume is assumed not to be effected by the elevation inside the chamber.

4.4. Air compressibility analysis

This section contains the comparison between the Ocean Falls system with and without air compressibility.

4.4.1. Equations of motion without air compression
Let us now consider the case where the air compression inside the chamber is neglected. We can do this by
simply negating the second term on the right hands side in equation 4.2 as

Kip=paBh (4.16)

Now we can rewrite the above equation and substitute it into the heave equation of motion in equation
4.1. Similar to the case with air compression, we look for the steady-state solution in the complex form like
in equation 4.3. Note that only the A term changes with this case, all other terms remain the same. This gives
us the complex heave and pressure amplitudes as follows
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WP: 1, K = 0.001 [ms/m] and B/Achamper = 1.00E-10 [-]
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Figure 4.1: A graph of the heave and pressure amplitude for "open chamber" conditions.
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The following section gives the solutions in the frequency domain for the case with and without air com-
pression.

4.4.2. Solutions in frequency domain

To clearly indicate the effect of the air compression term in the equations of motion, one has to change the
ratio between the PTO damping and air compression terms. This is achieved by varying the turbine damping
parameter and observing the solutions in frequency domain for both the heave and pressure. The same
geometry used in the validation above is also used here.

Figure 4.3 gives the graphs for the solutions with and without the air compression term for varying turbine
damping parameters K;. It is clearly visible that for high values of the turbine parameter Kj, so systems with
less damping, the inclusion of air compressibility does not have much effect. For more damped systems the
difference becomes more visible. Additionally, both in the heave and pressure amplitudes the incompress-
ible air cases give slightly larger values. This is more clear in the higher damped systems. Overall, the air
compressibility term has little effect in the system for flume geometry conditions. Please note that air com-
pressibility effects are generally significant for full-scale geometries. This is emphasized in depth in Falcao et
al. [32].

4.5. Power response to regular and irregular waves

The ultimate aim of any wave energy converter is to generate electrical power through the waves. It is there-
fore evident that any optimisation or analysis should be done through the power yield of the model. This
section will give the generated mechanical power for the Ocean Falls model for regular and irregular waves.
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WP: 1, K; = 0.000 [ms/m] and B/hcpampber = 2.00E-01 [-]
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Figure 4.2: A graph of the heave and pressure amplitude for "closed chamber" conditions.

Furthermore, the efficiency will be given and also the turbine parameter will be optimised for the case with-
out air compression. Please note that only the geometry of the Ocean Falls model in the flume has been used
here, any optimisation is therefore done based on this geometry. The geometry specifics can be found in
figure 5.8.

4.5.1. Power yield in regular waves

Previously, in this chapter the time-averaged power was given in equation 4.7. The power yield in regular
waves per meter in y-direction for varying turbine parameters is given in figure 4.4. The maximum power is
clearly given in at around the natural period of the system, which is expected. From the graph is clear that
there is an optimum value for Kj.

4.5.2. Power yield in irregular waves

The analysis of the Ocean Falls oscillating water column performance subject to irregular waves is modelled
using a stochastic model as presented in Falcao et al. [41] and Gomes et al. [13]. The water level in the ocean
is far from represented by a regular wave. However, a linear superposition of a large amount of regular waves
with different frequencies and amplitudes is a much better approximation. This chapter briefly explains the
method applied to obtain statistical representative functions of the dynamics and power performance of the
Ocean Falls obtained through the frequency domain results presented above.

So, let us consider an irregular wave sea state, one that is represented by a linear superposition of regular
sinusoidal waves with each of them having a distinctive frequency and amplitude. An essential assumption
that needs to be stated here is that this approach implies that the free surface elevation in irregular waves
is described as a stationary and ergodic process described by a Gaussian distribution. An ergodic process
meaning a realisation of a sea state that, if it is averaged in time or space the results are the same as if it were
averaged over an ensemble of realisations of the same process. This approach to modelling random waves
is elaborately described in Holthuisen [42] and also has applications in many fields in offshore and coastal
engineering.

The Gaussian probability density function of the free-surface is given by
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Elevation and Pressure Amplitudes (WP: 1) for B/hchamper = 0.10 [-]
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Figure 4.3: The heave and pressure amplitudes with and without air compression included for varying turbine damping parameter Kj .
The solid lines give the graphs for the solutions with air compressibility, the dashed lines give the graphs for the solution without air
compressibility.
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Figure 4.4: A graph of the time-averaged power amplitude for constant turbine parameters.
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1 2
= -—— 4.19

where { and oy is the free surface elevation and its standard deviation, respectively. The variance of a
spectrum is given by

of = fo S¢r(w)dw (4.20)

where S, (w) is the energy density spectrum of the irregular sea state. Let us consider a standard JONSWAP
spectrum to describe this energy density spectrum given by the following formula

320H? —1950
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where Hy3, Ty, w, and v is the significant wave height, peak period of the spectrum, wave excitation
frequency in radians per second and peakedness factor, respectively. The term « and the step-function g are
given by
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The comprehensive study behind the JONSWAP spectrum definition given above can be found in Hassel-
mann et al. [43]. Now that we have defined the irregular wave spectrum we can define the response of the
system heave and pressure to this irregular wave spectrum in terms of spectral density. Based on the fact that
the system is linear and ( is given by a Gaussian probability density function it means that the response can
be described also as a Gaussian probability density function. A derivation for this is given in Journée et al.
[44] in chapter 6. In line with the approach taken in Falcao and Rodrigues [41] and approach taken in Gomes
et al. [13], we can define the heave and pressure standard deviation in irregular waves as
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and similarly for pressure
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where (, is the incident wave amplitude and H and P are the complex transfer functions for respectively
heave and pressure.
Similarly, recalling equation 3.30 the time-averaged power for a random sea state can be given by

kl 2

Prirr=—05, (4.26)
a

where o, is the standard deviation for the pressure response in irregular waves. Note here that k; is given
in m-s meaning the above given equation for power is in W.

4.5.3. Capture width and efficiency

This section gives the definitions for the power in waves for regular and irregular waves. Furthermore, the def-
initions used for capture width and efficiency are given. Finally, a comparison is made between the efficiency
of the Ocean Falls in regular and irregular waves.

The time-averaged power per meter wave crest in regular waves can be derived by defining the potential
and kinetic energy in waves and summing them up. The derivation will not be provided here but can be
found adequately described in Holthuijsen [42]. The time averaged wave energy flux per meter wave crest for
regular waves is given by
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where (, is the wave amplitude and c; is the group velocity of the waves given by

o 2kh
Ce= 2k (1 * (sinh(zkh) )) (4:26)
where w, k and h are respectively the wave frequency, wave number and water depth. For irregular waves
this becomes slightly different. The time averaged wave energy flux for irregular per meter crest is calculated
through the sum of the power per meter crest of each regular wave component over the range of the random
energy density spectrum. Again following Gomes et al. [13] the wave energy flux in irregular waves per meter
wave crest can be given by

Tirr =Y Ja()) (4.29)

where (, is the wave amplitude of a single component and is given by

(a=v2S,(w)dw (4.30)

where S, is the random wave energy density spectrum and dw is a frequency interval, which will give

smoother results if set smaller. It is common to give the ratio between the hydraulic power and the power in

the waves in terms of capture width in units meters. The capture width is defined as
P

Le=—

J

where P, is the hydraulic power (power available to turbine) in W and J is the wave energy flux per meter

wave crest in W/ m. A slightly preferred approach to this is by giving the efficiency which is simply the capture

width divided by the device width, which is in this case equal to the width of the wave flume d ;. Note here

that the width of the chamber is slightly smaller to the width of the wave flume; d < df;ume. The efficiency
can now be given as

(4.31)
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Similarly, for the case of irregular waves the equation does not change, only the subscript 'irr’ is added
to both hydraulic and wave power. Figure 4.5 gives a graph of the efficiencies as defined above for irregular
waves. The efficiency for the irregular waves is given in terms of the peak period of a JONSWAP spectrum,
Ty, not to be confused by a range of frequencies employed to determine the efficiency in regular waves. The
peakedness factor has been varied in the irregular wave case to evaluate the change in efficiency for wider
spread JONSWAP spectra. This analysis can be applied to cases with other types of spectra like Bretschneider
and Pierson-Moskowitz, depending on the design parameters of the device. Clearly, a significant drop in
efficiency is visible in the case of irregular waves compared to the efficiency in regular waves. This reduction
is circa 40% - 50%.

Let us note here that equation 4.21 is only valid for JONSWAP wave growth for a given wind speed. For
arbitrary combinations of Hy,3 and T), the "320" coefficient needs to be adjusted. To check the validity of this
equation, the Hj,3 obtained through the Hy 3 = 4,/my relation has been compared to the arbitrary chosen
one. The significant wave heights differ for various spectra at low and high peak periods, but are equal at
resonant periods, and will therefore not change the results significantly. At low and high peak periods the
efficiency will be slightly higher than depicted in figure 4.5.

4.5.4. Optimum turbine parameter
Previously, the turbine parameter was defined in terms of turbine diameter and turbine rotational speed. In
practice it is possible to apply some control to the turbine by manipulating the rotational speed. This fact
suggests that the turbine can perhaps be modified in real time for various incoming frequencies. This section
contains the derivation for an optimised turbine parameter Kj.

Let us first consider the system without any air compressibility. The solutions to the equations of motion
reduce to equations 4.17 and 4.18. The complex power can be given by multiplying the damping parameter
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Efficiency in irregular waves (JONSWAP spectra)
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Figure 4.5: Capture width divided by flume width for irregular waves with K1 = 7E — 4 % and varying peakedness factor y.

divided by the air density multiplied by the complex pressure amplitude squared. Elaborating this gives us

the time averaged power as
2

Flw) (4.33)
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Let us now derive this equation with respect to K; and set it to zero. Rewriting this by moving K; to the
left side and all other terms to the right side gives us the optimum turbine damping parameter in terms of
frequency. The optimal value for K; regarding power yield for a given geometry is

iwpaBA/L
(p) “ o " (4.34)
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One can state based on equation 4.34 that the PTO damping term is optimally equal to the denominator
of the complex amplitude of the elevation. So, when the PTO damping term is equal to the summation of the
mass, radiation damping and stiffness terms in the denominator, it is optimal. This is in accordance with,

Kl,opt =

among other examples, Rezanejad et al. [45].
Figure 4.6 gives a efficiency plot of the case with a fixed and optimum PTO damping case. One can clearly

state that the optimum turbine increases the peak efficiency. However, the peak does become slightly nar-

rower and shifts slightly to a higher resonant period.

4.6. Conclusions
This chapter has presented the solutions to the dynamic system for regular waves, irregular waves and vary-

ing turbine parameters for the flume model geometry. This section gives an overview of the chapter and

highlights some key points.
¢ Parameters have been used as input in the system to simulate respectively 'open’ and 'closed’ cham-
bers. Results for an open chamber give low pressure amplitudes and undamped heave amplitudes in
line with what is expected. Similarly for a closed chamber the heave amplitude is highly damped and

pressure amplitudes give larger values, as expected.

* The influence of air compression has been studied in the model. For low turbine damping systems
the air compression has little to no effect on heave and pressure amplitudes. If the turbine damping is
increased the effect of compressibility is significant, as it gives a slightly increased vales with respect to
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Efficiency vs. Period (WP: 1)
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Figure 4.6: Efficiency of the system for fixed and optimum Kj for regular waves.

the model without air compressibility for both heave and pressure amplitudes, where this difference is
more evident in the latter.

Efficiency has been defined as the capture width of the system divided by the total width of the device in
the flume, approximately equal to the flume width dy;;;,.. For regular waves, the maximum achieved
efficiency is around 55% occurring at a slightly lower period than the heave resonant peak. JONSWAP
spectra have been employed to input irregular waves into the system. In irregular waves the efficiency
drops to 25% - 31% for various values of the peakedness factor y in the JONSWAP spectrum.

Finally, the turbine parameter has been assumed to be able to vary in the frequency domain giving
rise to be able to find an optimum. For the case of the model without air compressibility, the optimum
turbine damping coefficient has been derived as a function of frequency. In regular waves, the optimum
turbine parameter increases the maximum efficiency to circa 68%.



Experiment Methodology

An experimental program has been executed with the purpose of analysing the hydrodynamic response of
the Ocean Falls to incoming regular waves. The experiments consist of test preparation, calibration of in-
cident wave heights and frequencies and finally performing the actual experiments. This chapter gives a
comprehensive explanation of the performed experiments.

5.1. Test objective

The objectives of the model experiments are to:

¢ asses the wave reflection and transmission coefficients of the Ocean Falls structure;
¢ determine and asses the internal water surface elevation and chamber pressure for regular waves;

* asses the dynamic response of internal water surface elevation and chamber pressure for a variation of
the back wall position;

¢ and determine and asses the hydraulic power and efficiency of the system.

The above mentioned items have been performed for two different wall positions and two different
turbine damping scenarios.

5.2. Description of the test facility

The 2D physical modelling has been carried out in the BAM Infraconsult wave laboratory in Utrecht. The
wave flume of BAM Infraconsult in Utrecht consists of a long rectangular glass tank with a wave generator on
one side. The flume has a length of 25 m, a width of 0.6 m and a height of 1.0 m. The maximum permissible
water depth is 0.7 m with a maximal wave height of 0.3 m. The flume is equipped with the Edinburgh Designs
piston wave generator, which can generate regular and irregular waves. The Edinburgh Designs piston wave
generator is able to correct the paddle motion to absorb the reflected wave. The incoming and reflected wave
fields in front of the structure to be investigated are measured by resistance wave gauges. The reflection anal-
ysis is based on the method of Mansard and Funke [46] for which the WaveLab software (Aalborg University)
has been applied. Time series of water level elevations have been recorded at a frequency of 32Hz which is
sufficient for the purpose of wave analysis. The flume is composed by windows on both sides through which
the generation and development of the waves can be observed as well as their interaction with the structure.
In addition, videos and photos can be recorded and made through these windows. This above description
has been taken from BAM Infraconsult engineering reports. Figure 5.1 gives an image of this flume.

5.3. Experiment set-up
This section contains some key aspects on the approach to performing the experiments.

5.3.1. Model bathymetry
The model experiments will be performed in constant water depth and therefore no foreshore is needed. A
constant water depth of 0.5 m is used during the entire extent of the experiments.

29
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DMC Wave Flume (Utrecht)

Wave flume Piston type wave maker

25m

Wave flume longitudinal section

Figure 5.1: An image of the DMC wave flume located in Utrecht. This image has been taken from BAM Infraconsult engineering reports.
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Figure 5.2: Schematic view of the wave flume during calibration runs. The abbreviation "WG" stands for wave gauge.

5.3.2. Wave calibration

Before the experiments of the Ocean Falls, the test conditions have been calibrated. This calibration is nec-
essary to ensure that the desired design wave conditions are accurately produced at the required location. In
this case the target waves are calibrated in front of the wave paddle as the offshore wave height is provided.
During the calibration runs, an absorbing foam has been placed at the extreme end of the flume in order to
minimize reflections against the rear end of the flume. Wave gauges have been placed in deep water and at
the location of the entrance of the Ocean Falls. The wave gauges in deep water have been used to compare
the deep water waves during the calibration runs with the deep water wave conditions during the test runs.
The locations of the wave gauges during the calibration runs can be seen in figure 5.2. During the calibration
runs, the target wave heights can be achieved by slowly incrementing a gain factor which multiplies the am-
plitude of the wave signal. For the Ocean Falls experiments in regular waves, however, it does not matter what
the incident wave height is as long as the calibration and normal runs are consistent. The most important
addition of these runs is the possibility to compare incident wave amplitudes between runs with and runs
without the structure in the flume. The incident amplitudes for both cases should be similar. Figures 5.3 and
5.4 give some pictures of the set-up taken during experiments.

5.3.3. Model scaling

The scale for the experiments is chosen based on:
e the prototype structure geometry;
¢ whether the required wave conditions can be produced by the wave maker;

* whether the structure will fit into the wave flume without disrupting the rations between geometric
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Figure 5.3: Pictures taken during wave experiments.

Figure 5.4: Pictures of the calibration experiments set-up.
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Figure 5.5: Schematic view of the wave flume during runs including the structure. The abbreviation "WG" and "PS" stand for wave
gauge and pressure sensor, respectively.
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lengths;

¢ and whether the wave heights and internal water surface elevation can be measured accurately.

The scale used in the experiments has been based on Froude scaling, where the Froude number is kept
constant. The Froude number is given by

Fr=—— (5.1)

where U, g and D are respectively the velocity, gravitational acceleration and water depth, not te be con-
fused with the turbine diameter, also depicted as D. With this condition, the Froude number in the prototype
and model scales must be equal. This is needed to compare model and prototype wave periods. The scaling
factor for this experiment is chosen to be € = 30. Based on Froude scaling, the time will scale with a square
root, so the scaling factor of time will be equal to v/30 = 5.47.

5.3.4. Regular waves

The structure is tested in the flume for regular waves. The set-up for these runs is given in figure 5.5. The
experiments contain tests for periods varying from T = 5.0s to T = 0.85s with corresponding wave lengths
A=10.9mto A = 1.12m. These chosen values are derived from realistic values in prototype scale. The cham-
ber widths considered are B = 0.2m and B = 0.25m, meaning the assumption with regard to wavelength to
chamber width ratio is valid. Also, to stay in line with the assumptions of linear wave theory, a fixed incident
amplitude of 3 cm is used (low wave steepness). Appendix D gives an overview of the test program.

5.3.5. Thermodynamics in the air chamber

The numerical model, as stated in chapter 3, contains the compression of air inside the chamber. However,
to satisfy the similitude of the compression of air in the chamber in model and prototype scale, one would
also need to scale the atmospheric pressure with it, which is practically impossible unless € is circa 1. A more
realistic approach to scaling the compression is to assume the atmospheric pressure is equal in both model
and full scale. This approach results in scaling the volume with ¢? instead of €3, according to Falcio et al. [15]
and Forestier et al. [47]. This complication combined with the relatively small effect of air compressibility
in the linear model for the flume model geometry, makes it convenient to disregard the compressibility of
the air, simplifying the equations of motion. The effect of the air compression is thus not analysed in the
experiments. Please refer back to chapter 3 to review the derivation.

Another important part of the model experiments is the damping of the turbine. Even in the largest wave
tanks a model scale of approximately 1:10 can be achieved, meaning a maximum power ratio of 1:3200, ac-
cording to Falcao et al. [32]. This scale is extremely small to create a ‘mini’ turbine to include in model
experiments. Alternatively, the OWC can be sealed with a lid that contains a small opening. As the water col-
umn oscillates the lid will induce some damping on the system, proportional to the area of this orifice. The
relation between the pressure drop and the flow through this opening is quadratic and is used to model bi-
radial turbines that have a similar relation between pressure and flow. Since the model described in chapter 3
assumes a linear turbine, using an orifice necessitates a linearisation of this quadratic relation. The following
chapter further elaborates the processing of data.

As mentioned before, there are two different damping cases considered; "Low" and "High" damping. Fig-
ure 5.6 gives a schematic top view of the air chamber lid that has been used during the experiments. The
pictures taken of the lid can be found in figure 5.7. Table 5.1 gives the level of damping expressed in orifice
area to total area ratios for each experiment case.

Table 5.1: Damping levels computed by dividing the orifice area by the total area of the water surface.

Orifice area ratios
B/1=0.34 | B/L=0.42
Low 0.0268 0.0216
High 0.0169 0.0137

PTO Damping
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Figure 5.6: Schematic top view of the air chamber lid used for both low and high damping cases. The dashed vertical lines indicate
where the back wall positions are.

Figure 5.7: Pictures of the PTO damping lid.
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Figure 5.8: Geometry of the Ocean Falls model. This cross section is identical to the model used in AQWA. Appendix B

5.3.6. Cross section and model geometry

The cross section drawings are given in figure 5.8. The structure is built using wood and plexiglass and is
connected together using screws and glue. Figure 5.9 gives a picture taken of the Ocean Falls structure during
an experiment run with PTO damping.

5.3.7. Set-up of wave gauges, air pressure sensors and camera

The wave gauge equipment used is the Edinburgh Designs WG8USB Wave Gauge Controller. This controller
contains input measurements from wave probes that measure the resistance determined by the height of
the water elevation. These gauges are robust and simple to use with full scale error of less than 0.1% [48].
However, given the fact that the wave gauge disturbs the water surface during the presence of waves and that
the wet surface of the gauge will have a slightly increased conductivity, the uncertainties will be slightly higher.
To be able to use these gauges accurately, they need to be calibrated before each set of runs by adjusting the
height for a fixed length.

The air pressure sensors that are used are the Smartec SPD102DAhyb ones, developed and manufactured
by Smartec. These sensors have an accuracy of 2.2% of the full span of the sensor, which is 100 mmH20.
Two samples of this sensor have been granted free of charge to this study by Heynen B.V.. These sensors
measure the pressure in the chamber with respect to the pressure in the atmosphere. Therefore two cylinders
are placed on each sensor, where one cylinder is connected with a blue plastic pipe to the atmosphere and
the other is kept in place. See figures 5.10 and 5.11. The pressure sensors have been connected to a laptop
through the National Instruments USB-6008 Multifunction I/0 Device. This devices enables the pressure
sensor measured voltage to be translated to data on a computer. The data acquisition system is written in NI
LabVIEW by TU Delft employee Jos van Driel. The data sheets for the sensors and interface with an image of
the LabVIEW diagram and front panel can be found in appendix C.

Additionally, a camera is placed facing the flume from the side at the location of the Ocean Falls to film the
dynamic effects inside the chamber and before the structure. Appendix C gives an overview of the measuring
equipment in more detail.
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8a 50

Figure 5.9: The Ocean Falls during an experiment run with PTO damping.

Figure 5.10: Pressure sensor on the damping lid of the system.
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Figure 5.11: Pressure sensor and the interface device used for the data acquisition. Each sensor contains two cylinders to measure the
difference in pressure between them. One of these is connected to the atmosphere while the other measures the air pressure in the
chamber.

5.4. Experiment program and protocol

The experiments performed are in the order of calibration runs and then runs including the structure for re-
spectively no turbine damping, low turbine damping and high turbine damping. This sequence is repeated
for a second back wall position with the exception of running the calibration runs again. In appendix D an
overview of the performed runs is given in more detail. A brief list of the steps taken to perform the experi-
ments is also given in appendix D.

5.5. Summary
This chapter gave an explanation of the methodology that has been used in the experiments. Some key points
to underline are given below.

* Regular wave experiments are performed for the Ocean Falls for damped and undamped cases. Cali-
bration runs have also been performed to compare incident wave amplitudes of runs with and without
the structure in the flume.

* Model and prototype similarity is scaled by keeping the Froude number constant. A scaling factor of
€ =30 is used.

¢ The air compressibility in the chamber is disregarded because of scaling issues combined with the fact
that it has little influence in the linear model for flume model geometries.

e The PTO damping is modelled as an orifice in the lid of the air chamber. The area of opening is propor-
tional to the amount of damping. Pressure sensors have been placed inside the chamber to measure
and quantify this damping.



Experiment results and comparison to
theory

This chapter gives the results obtained from the experiments and their comparison to the theoretical model.

6.1. Wave reflection analysis

Before we look into the comparison of theoretical model and the experiments, let us consider the the reflec-
tion of waves in the flume and also the reflection of the Ocean Falls structure. If we recall the previously
mentioned experimental runs performed in the flume, we had: the calibration runs performed in an empty
flume and then the runs with the structure included. The reason the calibration runs have also been per-
formed in the flume is to determine whether the reflection analysis with and without the structure is similar
and also to tune the real desired wave heights, since what the user inserts into the wave generator software is
not exactly reproduced in the flume. Secondly, the experiment runs were performed including the structure.

6.1.1. Mansard & Funke method

The measured data during the experiments has been decomposed into reflected and transmitted waves using
the WaveLab 3 program developed by Aalborg University [49]. The method employed in this program is the
Mansard & Funke method [46]. This method decomposes the waves into an incident wave, reflected wave and
and extra noise term. Contrary to this method, the previous Goda & Suzuki [50] method splits the data into
only incident and reflected components and utilises only two wave gauges, whereas the Mansard & Funke
method uses three. Through analytical expressions the Mansard & Funke method can determine the incident
and reflected waves and also with the addition of the third wave gauge minimise the noise component in the
least squares sense. To do this the user has to measure the elevation using the three wave gauges placed in
close proximity to each other and in series on one line. These gauges need to measure simultaneously.

6.1.2. Incident wave amplitudes

Let us now consider all wave gauges in the calibration runs and the first three wave gauges in all the runs
including the structure in the flume. Please refer to chapter 5 for schematics of the locations of the wave
gauges. Using WaveLab 3, reflection analyses have been employed to these gauges to determine the incident
and reflected wave amplitudes. Before considering the results, the expectations should be mentioned of
these analyses. Firstly, one expects the incident wave amplitudes to not differ much between all the runs
mentioned above. This expectation is due to the fact that the reflection analysis employed determines the
reflection coefficient, with and without structure, and determines the incident wave amplitude. Note here
that the measured data has not been filtered for this analysis. Figures 6.1 and 6.2 give all the incident wave
amplitudes determined through WaveLab 3 for both wall positions with unfiltered data.

Based on these figures one can say that there is a difference in incident wave amplitudes of the different
wave runs, especially at longer periods. At shorter periods the differences are fairly small. For long periods the
difference becomes more significant and should be kept in mind when reviewing the results below. Addition-
ally, the experiments with B/L = 0.42 give slightly more deviating results for the incident wave amplitudes,
especially between calibration and normal runs compared to the B/L = 0.34 case. Here B and L respectively

37
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Figure 6.1: Incident wave amplitudes for the first wall position determined through the Mansard & Funke method in WaveLab 3.

refer to the width of the chamber and the length of the tube. Also, we can note that the difference between
the runs including the Ocean Falls are smaller than those compared to the calibration runs. These graphs
are included to evaluate the extent of consistency of the Mansard & Funke reflection analysis employed in
WaveLab 3 with respect to each performed run.

6.1.3. Reflection of the Ocean Falls structure

Let us now take a closer look at the reflection coefficients with the Ocean Falls included in the flume. In
contrast to a vertical wall, the Ocean Falls will reflect the incoming waves differently for varying frequencies.
At resonant frequencies the structure will have a lower reflection coefficient than at low and high frequen-
cies. This reflection coefficient analysis has been performed for all runs to compare between runs including
power take-off (PTO) damping and runs without. First let us consider the case with no PTO damping. Figures
6.3 and 6.4 give the graphs of the reflection coefficients of unfiltered wave gauge data of the first three wave
gauges before the structure. It is clearly visible that at the resonant period the reflection coefficient reaches
its lowest, around 80%. Similarly, for the cases of low and high damping the coefficient is lowest at resonant
peaks, but significantly lower than the case of no damping. This difference in coefficients between no, low
and high damping is related to the wave absorption of the structure with and without damping. In the case
of no damping, the drop in reflection coefficient can be acquitted to energy losses in the system, because,
theoretically, if no energy is extracted from the system the reflection coefficient should be 100%. This means,
for the case of incident wave amplitudes at around circa 0.03 m the Ocean Falls maximum wave absorption is
around 20% for both cases. It is well known that the wave energy flux is related to the wave height squared, so
itis difficult to generalise the values obtained here. The low damping cases reduce the reflection coefficient to
circa 35%, meaning in the low damping case additionally circa 35%-40% of the wave amplitude is absorbed.
As expected, the high damping case further reduces the reflection coefficient to around 15%, meaning addi-
tionally circa 65% of the wave amplitude is absorbed. It is interesting to study these reflection reductions for
more wave amplitudes, however this does not fall within the scope of this research.

6.2. Data processing

The results from the experiments above have been obtained from unfiltered data. The performed experi-
ments are in regular waves. Since the reality of the waves in the flume contain more than one frequency, the
data needs to be filtered to include just one frequency and processed to compare adequately with respect to
the theoretical model. It is true that you can input multiple frequency excitations into the model and filter
less information, but for convenience it is chosen to use just one. This section contains a brief explanation of
the data processing. Appendix C gives a more in depth depiction.
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Figure 6.2: Incident wave amplitudes for the first wall position determined through the Mansard & Funke method in WaveLab 3.
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Figure 6.3: Reflection coefficients of the structure for the second wall position determined through the Mansard & Funke method in

WaveLab 3.
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Figure 6.4: Reflection coefficients of the structure for the second wall position determined through the Mansard & Funke method in
WaveLab 3.

Firstly, since the pressure data acquisition system has a slightly different sampling rate compared to the
elevation one, these pressure data sets have been down-sampled to have the same sampling rate as the el-
evation data. Secondly, both the pressure and elevation data sets have been filtered to include only one
frequency. This is done by taking the Fourier transform of the data sets and removing all frequencies except
for the one containing the most power spectral density. Taking the inverse Fourier transform of the filtered
frequencies gives the filtered regular wave in time-domain. To compute the flow, the elevation data is simply
differentiated with respect to time and multiplied by the internal water surface area. Finally, in order to ob-
tain the power available to the turbine in time the lag between both the pressure and elevation data sets must
be fixed. During the experiments, the performer of the experiments must walk between both data acquisition
systems and cannot start them simultaneously. Therefore, a lag between both data sets is present. This lag
can be fixed by taking the cross correlation of both data sets, determining the lag time and shifting either
data set to align with the other. The above explained method is briefly what has been employed before the
experiment results and model results have been compared. Please refer to appendix C for a more extensive
explanation.

6.3. Response to no turbine damping

Before considering the damping of the turbine, let us consider the case where there is no lid placed on the
structure, meaning it is not damped. Figure 6.5 gives the flow amplitudes per meter incident wave amplitude
inside the chamber for various periods. In these graphs the measured data is compared to the theoretical
model. Firstly, we can acknowledge that the peaks of the theoretical model are higher than the measured
data. This falls within the expectation since the model is linear and does not include any energy losses other
than radiation damping; friction, viscous losses and other non-linear phenomenon are not accounted for.
However, this does not mean that the radiation damping and added mass determined through the AQWA
model is correct. One can observe that the resonant peaks are significantly different in the model and pre-
dicted case. An explanation for this can be that the model underestimates the mass of the system, which
can perhaps be acquitted to the inadequate approximation of the added mass and radiation damping by the
AQWA model. Please refer to appendix B for more insight in the AQWA model.

6.4. Determining equivalent linearised turbine parameter K;

Before any comparison can be made between the theoretical model and the experiments with damping, we
must determine the linear damping coefficient Kj.
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Figure 6.5: Flow amplitude per meter incident regular wave amplitude with no PTO damping.

The Wells turbine which has been used in the linear model can adequately be represented by a linear rela-
tion between pressure and flow according to Falcao et al. [15]. In model scale experiments this linear relation
can be represented by a porous membrane. However, during the performed experiments, for convenience,
an orifice type damping has been employed, where the internal water surface is damped by adding a lid on
the air chamber with an opening. In the latter type, the pressure-flow relation is quadratic. Including this
non-linearity ensures that the equations of motion cannot be solved in the frequency domain. Therefore an
equivalent linearisation is necessary. The quadratic relation obtained from the experiments is linearised by
equating the energy over one period for both linear and non-linear case to obtain an equivalent linearised
damping coefficient from the experiments, which will be referred to as Kj 5. Following the method of lin-
earisation employed by Bingham et al. [51], let us denote the linear and quadratic relations of the pressure
and flow as

1

p() = —q(H?sgn(q(t) 6.1)
ap
1

p(t) = a—lq(t) (6.2)

Now, let us define the pressure and flow as harmonics in time as

q() = |Qlsin(w?) (6.3)
p(t) =|Plsin(w?) (6.4)

where Q and P are respectively the flow and pressure complex amplitudes, given in eq. 4.17 and eq. 4.18.
The wave energy over one period can be given by

1 T
W= —f p(H)q(H)dt (6.5)
T Jo

Inserting the pressure and flow defined above for both the linear and non-linear case and equating both
gives us the following relation

o (6.6)
—ap .
8|QI

This flow is dependent on the linear damping coefficient a; and also the incident wave amplitude and
frequency and therefore needs to be solved iteratively. Solving this equation gives a linearised damping coef-
ficient a; for a certain frequency and amplitude. a; relates the the notation used in chapter 3 as

ay =

Kl,mes = al% 6.7)
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Figure 6.6: Pressure flow relation and PTO damping K determination for B/L = 0.34 and low damping.
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Figure 6.7: Pressure flow relation and PTO damping K determination for B/L = 0.34 and high damping.

Now, with this relation the equivalent linearised PTO damping coefficients can be computed for the mea-
sured data points. Finally, a line is fit through the linearised damping coefficients to obtain an empirical
expression to directly use as input for the linear solution.

Figures 6.6, 6.7, 6.8 and 6.9 give respectively the pressure-flow relation and PTO damping coefficients
for both wall position scenarios and PTO damping cases. Firstly, one can state that the general trend of the
pressure flow relations are indeed quadratic. The data points give good fits with the quadratic line, especially
at low damping cases.

The turbine parameters are lowest (indicating high damping) at the resonant peaks, which is expected.
The K; graphs are consistent with respect to both high and low damping and both wall positions. The opti-
mum turbine parameter, given in equation 4.34 has also been plotted in these graphs. It is clear that at short
and long periods the difference between the optimum and measured turbine parameter is the largest. The
obtained PTO damping graphs are inserted into the system analytically in frequency domain to obtain the
steady-state solutions. The results compared to the experiments are discussed below.

6.5. Flow and pressure

Now that the damping coefficients have been determined, the theoretical model can be computed. This has
been done for the pressure, flow and power to compare these to the experimental results. Firstly, let us com-
pare the flow computed in the theoretical model to that of the experiments. As mentioned above, the flow in
the experiments has been computed through the elevation data in the chamber. The filtered flow amplitude,
so containing only one frequency, has been plotted against the period. Also, the theoretical flow, computed
using the determined damping coefficients is plotted. See figures 6.10, 6.11, 6.12 and 6.13 for the pressure
and flow graphs. The flow approximates fairly well at high and low amplitudes, but at the resonant period,
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Figure 6.8: Pressure flow relation and PTO damping K determination for B/L = 0.42 and low damping.
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Figure 6.9: Pressure flow relation and PTO damping K; determination for B/L = 0.42 and high damping.

clear differences are visible. The theoretical model seems to underestimate the flow that is measured. The
first reason for this is likely due to the discrepancies in the AQWA model results that have been used. This was
also evident in the cases without PTO damping. Another explanation can be that the PTO damping deter-
mined is overestimated. Inaccuracies in pressure and elevation measurements can lead to wrong predictions
of PTO damping. Examining pressure amplitudes one observes that the theoretical pressure amplitudes give
good approximations to the measured pressure. Again there is a clear shift in resonant peak of the theoretical
model with respect to the measured pressure, likely due to unreliable AQWA results. Also the measured pres-

sure seems to be slightly lower than the theoretical model, likely due to energy losses excluding PTO damping
like friction and other non-linear phenomenon.

6.6. Efficiency

Similarly, to the theoretical model the efficiency can be computed by dividing the capture width of the exper-
iment results by the width of the flume. The energy in the waves can be computed by using the amplitudes of
the waves that have been determined through the reflection analysis discussed above and by computing the

group velocities for the frequencies that remain after the filtering. The time-averaged power available to the
PTO is given as

1
Pt,mes = Epmestes (6.8)

where P,.s and Q.5 are the measured pressure and flow amplitudes, respectively. This power is divided
by the wave energy flux giving us the efficiency. Similarly, according to equations 4.31 and 4.32, the theoretical
efficiency can be computed. Figures 6.14, 6.15, 6.16 and 6.17 give the efficiencies of the system. For the
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Figure 6.10: Pressure and flow for B/L = 0.34 and low damping.
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Figure 6.11: Pressure and flow for B/L = 0.34 and high damping.
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Figure 6.12: Pressure and flow for B/L = 0.42 and low damping.
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Figure 6.13: Pressure and flow for B/L = 0.42 and high damping.

low damping cases the theoretical efficiencies approximate the measured data fairly well, also taking into
account the above discussed differences. The high damping cases, however, give slightly lower theoretical
efficiencies than measured ones, indicating erroneous theoryresults, likely due to AQWA model discrepancies
and linearisations.

A summary of all the important results of the reflection analysis and flow, pressure and efficiency analysis
can be found in respectively tables 6.1 and 6.2.
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Figure 6.14: Efficiency of theoretical and experiment results for low damping and B/L = 0.34.
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Figure 6.15: Efficiency of numerical and experiment results for high damping and B/L = 0.34.
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Figure 6.16: Efficiency of numerical and experiment results for low damping and B/L = 0.42.
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Figure 6.17: Efficiency of numerical and experiment results for high damping and B/L = 0.42.
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6.7. Observations

6.7.1. Comparison of results

The theoretical model compared to the experiment data gives good overall agreement, except for the shift in
the peak periods, where the measured peak is circa 0.25s - 0.5 s longer than in the theoretical model. The
observations regarding the comparison of the model to the experiments is given below in more detail.

¢ Let us first consider the no damping case. As mentioned previously, the difference between model and
experiments for this case can be distinguished into two parts; the difference in peak amplitude, where
the model over-predicts the amplitude and the difference in peak period where the model predicts a
shorter resonant period. The former can be explained due to the fact that the linear model does not
account for any energy losses except for linear power take-off and radiation damping. This explains the
lower peaks measured in the experiments. The latter can be acquitted to multiple reasons; the most
probable is the underestimation of the added mass term in the model. Another explanation is that the
damping phenomenon not included in the linear model increases the peak period.

* Furthermore, let us consider the flow, pressure and efficiency comparison between the model and the
experiments. Generally, the flow is underestimated in the model for all the cases, whereas the pressure
is a better match. The efficiency comparison for low damping cases give good approximations except
for a shit in peak period. For high damping cases the comparison is worse, where the measured effi-
ciencies are higher than the model prediction. This indicates two possible explanations; experimental
data is erroneous and/or the linear model does not adequately represent the reality. The latter can be
true since the turbine damping term is linearised, possibly explaining the peak differences at higher
damping cases.

6.7.2. Experiment limitations

Experiments bear uncertainties that are related to model effects, measuring devices and data collection.
These uncertainties are inevitable and need to be addressed in the interpretation of results. Several observa-
tions and limitations are given below for the performed experiments.

* For the reflection analysis, performing the experiments at high reflection runs, distortions in the stand-
ing wave occurred for long duration runs (longer than 1:30 minutes). The wave paddle seemed to have
difficulty to keep up with high reflection waves coming back to the paddle from the structure. Clear
ripples were visible in the water surface and the standing wave was clearly distorted. These effects were
increasing as the wave run progressed. For long and short wave excitation periods this was especially
visible at long duration runs (longer than 2:00 minutes). Also, variations of water level in y-direction
(in the width of the flume) were visible, also distorting the experiments. The erroneous data from these
runs has been discarded, by cutting out the data points when the distortions had started. An explana-
tion for this distortion can be, as mentioned above, the difficulty of the wave paddle to adjust accord-
ingly, but another reason can also be the relatively short distance between the structure and the wave
paddle.

¢ The measuring equipment has its limitations, especially the pressure sensors. The sensors have an
accuracy of 2.2% of the full span meaning their accuracy is not guaranteed under circa 22 Pa and above
circa -22 Pa. The wave gauge accuracies are well enough and need not be discussed.

¢ During the experiments, at resonant wave periods and at high dmaping cases, the two lids of the air
chamber, left and right of the orifice, have been observed to to be moving. This motion of the flaps
of the lid were measured to have an amplitude of 2-3 mm. Although small, this motion can cause an
under estimation of the pressure inside the chamber, because pressure is relieved due to the oscillation
of the flaps. Also, the damping exerted onto the internal water surface is hence reduced, meaning
the experiment conditions have changed for various periods during the runs. Since the effect of this
occurrence has not been quantified sufficiently, it would render the comparisons made with other runs
erroneous.

* During the damping runs, it is important to seal the air lid consistently. This has been done by using
silicone to shut all the corners of the lid. However, the entrances of the pressure sensors have not been
sealed to not damage the sensors. Therefore small air openings can be present firstly at the entrance of
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6.8.

the pressure sensors on the lid and also the connections to the atmosphere through the side wall. See
figure 5.10. These openings, compared to the orifice of the lid are considered small and are assumed
not to have much effect on the results.

Additionally, the results that have been depicted, excluding the reflection, calibration and PTO damp-
ing results, have been filtered. Filtering these time series data can cause loss of information, especially
if there are significant peaks at higher or lower frequencies of the time series data. These occurrences
of multiple frequencies in the data is likely due to more frequencies present in the excitation. This
was observed at some wave periods where the piston motion inside the chamber was anti-symmetric.
Another possible explanation for this is the presence of non-linear effects.

Conclusion

The most important conclusions based on the experiment results are summed below.

The Mansard & Funke wave reflection analysis has been performed for all experiment runs. The inci-
dent wave amplitudes differ significantly between calibration and structure included runs, especially at
long periods (T =5 s). At shorter periods, this difference becomes smaller. For the B/L = 0.42 case the
differences are larger compared to the B/L = 0.34 case. Also, the differences between incident waves
between the runs with the structure included are significantly less. Overall, the incident wave ampli-
tudes that are compared are in good agreement.

The Ocean Falls absorbs around 20%, 62% and 84% of incident regular wave amplitudes for no damp-
ing, low damping and high damping cases for the B/L = 0.34 scenario, respectively. For B/L = 0.42 the
absorbed percentages of incident wave amplitudes are 21%, 58% and 78% for no damping, low damp-
ing and high damping, respectively. The reflection for no damping cases can be acquitted to wave
absorption of the system excluding PTO damping.

For the no PTO damping case, the flow amplitude per meter incident wave height from the measure-
ments and theoretical model has been plotted against the wave period. Increasing the width of the
chamber B increases the resonant period, which is expected based on the model. The theoretical model
overestimates the resonant peak compared to the experimental data, likely due to the fact that the
model does not account for energy losses other than radiated waves. Also the natural period estimated
by the theoretical model is lower than the measured one, probably due to AQWA model results.

The pressure and flow measured give good quadratic relations. A quadratic line has been fitted through
these graphs to determine equivalent linearised PTO damping coefficients by equating the energy avail-
able to the turbine over one wave period for both linear and quadratic PTO damping. The obtained K;
values are used as input for the model.

The theoretical flow is lower than the measured ones, especially at resonant periods and high damping
cases. The theoretical pressure compares well to experiment results. For both pressure and flow the
theoretical model estimates the resonant peak at a shorter period.

For the B/L = 0.34 scenario, the theoretical efficiencies are circa 57% and 50% for respectively the low
and high damping cases. Experiments results give 42% - 61% for low damping and 50%-62% for high
damping. For the low damping case the measured values are well in line with expectations and the the-
oretical model, contrary to the high damping case where the measured efficiency is slightly higher than
the theoretical one. The results are similar for the B/L = 0.42 scenario, where the theoretical efficiency
is circa 62% and 48% for respectively low and high damping cases. The experiment results for these
cases are 62% and 60%-70% for respectively the low and high damping cases. For all efficiencies the
resonant peak is at a shorter period in the theoretical model compared to experiments.



Discussion and conclusions

This chapter contains the discussions, conclusions and recommendations of this research.

7.1. Discussion
Before we consider the conclusions of the performed theoretical and experimental analyses, let us consider
the discussion around the linear model and experiments.

7.1.1. Theoretical model
Several assumptions and linearisations are made in order to solve the equations analytically for the steady-
state response. The most important of these are given below.

¢ The width of the chamber Bis assumed small with respect to incident wavelengths, so no variations in
x-direction inside the chamber are present meaning, the internal water surface has an oscillatory piston
motion. For large chamber widths compared to wavelength the piston approach loses its validity.

* The pressure inside the chamber is assumed to be uniform. Also, the ideal gas law approach is used,
meaning the process of flow of air assumes no heat and matter transfer and is considered reversible.
Some energy loss is thus neglected. Also, the spring-like air compressibility term in the equations of
motion is linearised and is not related to the elevation inside the chamber. In reality, this spring coeffi-
cient will change as the air volume inside the chamber becomes smaller due to the water elevation.

¢ The hydrodynamic coefficients and diffraction forces have been computed through ANSYS AQWA. The
results in AQWA bear some uncertainties, because of the difficulty of the numerical program to deal
with resonating water surfaces. The hydrodynamic coefficients and diffraction forces give some dis-
crepancies around the resonant periods. Appendix B gives an explanation of the AQWA model.

¢ The relation between pressure and flow has been assumed to be linear in the model. This relation in
reality is quadratic, which is also evident from the experiment results. The results of the linear model,
with the linearisation of the pressure-flow relation will therefore deviate from reality.

e Frictional and other non-linear energy losses inside the system have not been considered.

7.1.2. Experiment methodology and data processing

Experiments bear uncertainties that are related to model effects, measuring devices and data collection.
These uncertainties are inevitable and need to be addressed in the interpretation of results. In the present
experiments uncertainties are primarily related to points mentioned below.

¢ The measuring equipment brings some inaccuracies. The wave gauges perform well and have a suf-
ficient accuracy. Contrary to this, the used pressure sensors have an accuracy of 2.2% of the full span
which is equal to 22 Pa. Data retrieved that is lower than 22 Pa and higher than -22 Pa is not guaran-
teed to be accurate. This can bring implications in determining the damping coefficient at small flow
oscillations.
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At resonant period runs, due to the air pressure on the bottom of the chamber lid, the flaps of the lid
showed some motion at the orifice opening. This motion was measured to have an amplitude of 2-
3 mm at the orifice. Although small, this motion likely reduces the pressure inside the chamber as it
relieves the air and changes the damping conditions compared to cases where no motion was observed.

The lid of the Ocean Falls is made air tight using silicone except for the entrances of the pressure sensors
on the top of the lid and their respective connections to the atmosphere through the side wall. These
small air openings are likely to effect pressure inside the chamber, but this effect is assumed to be
minimal.

It is probable that the wave paddle has difficulty to keep up with high reflection waves. High reflection
runs, especially in short periods, showed significant distortion in the standing wave before the struc-
ture; many ripples were visible in the water surface and 3D effects were seen where the water level was
significantly different in y-direction in the flume. This occurred at circa 1:30 minutes after the start of
the wave generation. This can also influence the reflection analysis employed in Wavelab. To mitigate
this problem the results have been cut out where the distortions had visually been determined.

The data from the experiments that has been compared to the model has been filtered to include just
one frequency. In some cases the excitation Fourier analysis gives multiple significant peaks at frequen-
cies other than the input frequency. Filtering this data gives a portion of the reality.

The discussion points described above should be carefully taken into consideration before regarding the

concluding remarks.

7.2. Conclusion
This section gives the conclusions drawn from the theoretical model and the performed experiments. The
research questions mentioned in the Introduction are presented here again.

"How does the flow, pressure and power of the system computed through the theoretical model interact
with regular and irregular waves and how does the Ocean Falls perform?"

The system is linearly modelled as a single degree of freedom oscillating rigid piston. The rigid piston
oscillations are effectively represented as a mass-spring-damper system where the spring and damper
respectively represent the hydrostatic stiffness augmented with the spring-like air compressibility and
the radiation damping with the addition of the PTO damping term. The hydrodynamic coefficients are
determined through an ANSYS AQWA model.

For regular waves and a fixed turbine parameter, the maximum achieved efficiency is circa 55% occur-
ring at a slightly lower period than the heave resonant peak. For the optimum turbine parameter K,
this maximum efficiency increases to 68%. In irregular JONSWAP waves the efficiency drops to 25% -
31% for various values of the peakedness factor y in the JONSWAP spectrum.

"What is the natural period of the system and how does the linear power take-off (PTO) damping and
linear air compressibility influence the natural period and what is the effect of the statically moveable
wall on the resonant characteristics of the system?"

The damped natural frequency is derived through the characteristic equation, but now including ef-
fective stiffness and damping definitions. These are respectively augmented with air compressibility
and turbine damping terms. So, the air compressibility acts as a spring and the turbine as a damper.
It is interesting to note that the air compressibility and turbine damper augmentations are dependent
on wave frequency and are both dependent on the turbine parameter and air compressibility terms
like height of the chamber and speed of sound in air. Increasing the width B of the chamber will also
increase the natural period, which is expected.

"How does the linear model compare to experiments performed for regular waves?"

For air flow through the turbine, the theoretical model overestimates the resonant peak compared to
the experimental data for the case without PTO damping, likely due to the fact that the model does not
account for energy losses other than radiated waves. Also the natural period estimated by the theoreti-
cal model is lower than the measured one, which can be caused by hydrodynamic coefficients that are
not correctly modelled in the AQWA model.
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The pressure and flow relation measured give good quadratic relations for the various test scenarios. A
quadratic line has been fitted through these graphs to obtain the linearised equivalent turbine param-
eter values by equating the energy loss for both the quadratic and linear relation over one wave period.
The obtained Kj values are used as input for the model.

For tests with PTO damping, the theoretical flow is lower than the measured ones, especially at resonant
periods and high damping cases. The theoretical pressure values compare well to experiment results.
For both pressure and flow the theoretical model estimates the resonant peak at a lower period, similar
to the case without PTO damping.

For the B/L = 0.34 scenario, the theoretical efficiencies are circa 57% and 50% for respectively low and
high damping cases. Experiment results give 42% - 61% for low damping and 50%-62% for high damp-
ing. For the low damping case, the measured values are well in line with expectations and the theo-
retical model, contrary to the high damping case where the measured efficiency is slightly higher than
the theoretical one. The results are similar for the B/L = 0.42 scenario where the theoretical efficiency
is circa 62% and 48% for respectively low and high damping cases. The experiment results for these
cases are 62% and 60%-70% for respectively the low and high damping cases. For all efficiencies the
resonant peak is lower in the theoretical model compared to experiments, similar to the case without
PTO damping.

7.3. Recommendations and further research proposals
This chapter gives an overview of the recommendations and proposals for further research projects.

7.3.1. Modelling
e The PTO damping significantly effects the linear model, especially at resonant periods. The quadratic
relation between the flow and pressure has been linearised in this report. To obtain a more reliable
outcome, one could extend the model to include non-linear PTO damping. This however would com-
plicate the equations of motion significantly and render the system to only be solved in time-domain.
Appendix E gives a brief explanation of the non-linear model.

¢ The presented linear model results can also be compared to a non-linear model results obtained through
CED code. This will give an insight in the viscous and turbulence effects in the system.

¢ ANSYS AQWA is used to approximate the added mass, radiation damping and diffraction forces. To
obtain a second view on this, one should compare these results to the results obtained from other
software like WAMIT and NEMOH for the same geometry.

7.3.2. Experiments
¢ The performed experiments were only for regular waves. Performing the same experiments for irreg-
ular waves will be useful and give a better indication of the performance of the system. This can be
done primarily, by exciting the system with a summation of two or more regular waves with different
frequencies. Furthermore, a white noise spectrum can be employed to have a broad frequency range.

¢ The turbine damping in the experiments has been modelled by an orifice, which depicts a quadratic
relation between pressure and flow. The theoretical model contains linear turbine damping. The ex-
periments therefore should be performed by employing a porous disc as the lid for the air chamber.

* To correctly map the reflection of the structure, one should test with multiple wave amplitudes. This
will also give an indication on the relation between incident wave amplitude and wave absorption of
the structure.

¢ The accuracy of the measurements is recommended to be improved by using more sensitive and accu-
rate pressure sensors. Also, fixing the damping lid and using stiff material will ensure that the lid does
not move at high pressures inside the chamber.

e The Mansard & Funke method of reflection analysis is assumed to be a good approximation but im-
proving this is definitely recommended. Application of 4 or 5 wave gauges and selection of wave gauge
sets with optimum spacing (or analysis of multiple sets) might give better results.
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7.3.3. Recommended further study
This section gives a couple of interesting proposals that can be researched further.

* The model can be extended to include non-linear effects, for example friction. This addition will help
quantify the importance of friction and give a more accurate result of the efficiency of the system.

¢ The back wall in the Ocean Falls is assumed to move only statically, so not having any dynamic effects.
However it might be interesting to investigate the dynamic movement of the wall, be it active or passive.
Where active movement means that the wall is moved by applying a force on it and passive movement
is when the wall displaces when it is excited by wave forcing.
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Solutions to potential flow theory

The following has been taken from NEMOH general notations and conventions documentation [52], which
can be found here.

General notations and conventions

Units:

All units are S| units ;

e Length is in meter

Mass is in kg

Time is in second

Frequency (circular) is in rad/s
Phase angle are in radian
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https://lheea.ec-nantes.fr/logiciels-et-brevets/nemoh-theory-192929.kjsp?RH=1489593406974

A. Solutions to potential flow theory

Reference frame:

((0,0,0) is the origin of the reference frame. The horizontal plane z=0 defines the free
surface at rest. The vertical axis z is pointing upwards. 0 degrees wave direction means that
the wave is propagating towards the x positive axis.

Notations:

h is the water depth

« @ is the wave frequency

sk is the wave number

e /3 is the direction of incident wave propagation

s fistime

. (x.y.:) are coordinates in the Cartesian reference frame. (r.6. z) are coordinates in the

cylindrical reference frame.
* pdenotes the pressure

* ¢ is a velocity potential

e TVisa velocity
s g isgravity
* A is the incident wave amplitude

Mathematical expressions for physical quantities:
s Phase of the incident wave elevation is 0 at origin. Incident wave elevation is given by:
1y (x.t) = Acos(k(xcos B+ ysin B)—er) =R (Ae"mmﬁﬂmﬁj_m ]

with k solution of the dispersion relation kg = @’ tankh .

& The excitation force relates to the incident wave according to:
Fu () =R(4F,, (@)™ =R 4]F (@] )

s The incident wave potential is:
@, (x.t) = m[ _ﬁAfo () Hepiamasen) |

cosh ( ((: + h}))

with £, (z)=¢"in deep water and £, (z) = cosh (Kh)

in intermediate water depth.

* The incident wave pressure field is:

i (x.1) = pe, ()40

* The incident wave velocny field is:

( (kcos )
o V(M.t)=% %A ksin B |eF™x=sAymbl o | in deep water.
—ik
( ;kcosﬂcon(ﬁr ((z+h) ] )
o V(M.t)=% %A ksin Bcosh (k (+3r})) (kh)e'ﬂxmﬁ”mﬁ}e_m in
—iksinh (k((z+h))) |

intermediate water depth.

! This equation shows that the phase angle of the excitation force in Nemoh is opposite to the one in Aquaplus.



Ocean Falls ANSYS AQWA model

The modelling of oscillating water columns in ANSYS AQWA is trickier than conventional oscillating bodies
such as ships or buoys. In essence the oscillating body in the Ocean Falls case is the water mass inside the
channel. It is difficult for BEM software to characterise the motion of a body that does not exist. This chapter
contains the thought and modelling process to obtain the most accurate AQWA model for the Ocean Falls.

B.1. ANSYS AQWA

Firstly it is important to address the method of solution behind ANSYS AQWA to avoid it being perceived as a
"black box’. This section contains a brief summary of the numerical solution method behind AQWA.

In the case of relatively small amplitude waves, the incident wave forcing is defined by the the linear
(first order) Froude-Krylov force corrected by a diffraction force which is induced by the disturbance wave
because of the existence of an oscillating body. Firstly, AQWA solves the diffraction and Froude-Krylov forcing
for complex geometry systems. In some other cases, like larger or sever seas, the second order waves and
transient forces may also be interesting to considered. Although AQWA solves these, they will not be included
in this report because they do not fall within the scope of this work. Secondly, the radiation forces due to the
disturbance waves caused by the oscillation of a considered body are also computed by AQWA.

This problem for complex geometries is generally solved using three dimensional panel methods based
on the fluid potential theory, representing the surface of the structure or structures by a series of wave diffract-
ing panels. Fluid potential theory is the description of the mechanics of fluids that satisfy the basic laws of
fluid mechanics, namely the conservation of mass and momentum. This theory assumes that the fluid is
incompressible, inviscid and irrotational, similar to the linear wave theory. A fine explanation of the fluid
potential theory can be found in the Offshore Hydromechanics lecture notes by Journée et al. [44]. AQWA
also can compute the Morison drag forces on slender bodies, but this is not relevant to this research and is
therefore omitted.

As the surface of the structure is split into multiple panels, the differential equations and boundary condi-
tions governing the fluid motion around the structure can be solved. This solution method is referred to as a
boundary integration approach, where the fluid velocity potential is solved by input conditions. This integra-
tion occurs with the use of the Greene’s function, which simply put, states that each panel contains a source
term that with the use of the hull wetted surface boundary condition can be solved. Solving these source
terms will yield the solution to the diffraction and radiation problem. The AQWA Theory manual chapter 4
[53] gives a more comprehensive and elaborate explanation of this method and clearly states the equations
that are solved in the AQWA code. The differential equation and boundary conditions that are solved are also
given there. Some key assumptions, as they have been noted in the AQWA Theory Manual [53], are:

* The oscillating body is assumed to have none or very small forward speed. This is the case with the
oscillating water column, so this assumption will have no effect on the results with respect to reality.

» The water is inviscid, incompressible and water flow irrotational. These assumptions have also been
stated in the derivation process in chapter 3.
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Figure B.1: AQWA model mesh for a piston length of 3m.

¢ All body motions are harmonic and the incident waves have a small amplitude with respect to wave-
length, meaning their slope is small. This is also the case for the Linear Wave Theory and hence incor-
porated in the derivation in the linear model.

B.1.1. WAMIT/NEMOH comparison

Before jumping into directly modelling the Ocean Falls in AQWA, perhaps it is wiser to place oscillating water
columns in general into context within AQWA and other software. This section contains a comparison made
between on the one hand ANSYS AQWA and on the other hand WAMIT/NEMOH results regarding a simple
oscillating water column. The OWC has a cylinder structure with outer and inner diameters of 8m and 4m,
respectively. The structure has a draft of 5m. The lengths of the pistons are varied from 1 m to 5 m. See figure
B.1 below.

A comparison of results between the WAMIT model and the NEMOH model has been done for this geom-
etry, with varying mesh resolutions, by Mackay [54]. Another interesting comparison for a similar oscillating
water column has been made by Penalba et al. [55]. Combining these two sources together gives a more
accurate approach to modelling OWCs in BEM software such as AQWA. The piston length has been varied
from 1m to 5m. The model consists of 2 diffracting sections, the first is the outer, bottom and inner faces with
normals facing the water. This section of the system is fixed in place. The second part of the system is the
'rigid piston’ modelled as a surface (representing the bottom of the piston) with normals facing downwards.
This surface is free to move. The results for the added mass, radiation damping and excitation force are given
in figures B.2 and B.3.

It is clear that NEMOH shows some discrepancies regarding added mass, radiation damping and force
excitation. For smaller piston lengths, the added mass and radiation damping show lower results than for the
same mesh in WAMIT. For higher resolution meshes this difference is lower but still visible. Based on these
results one could say that a large length and finer mesh resolution chosen for the piston is more favourable
when modelling OWCs using NEMOH.

B.1.2. ANSYS AQWA model

The OWC for AQWA is modelled in a similar manner. The first body is the fixed ‘outer’ body of the system,
consisting of the outer tube, the bottom and the inner tube. The diffracting panel normals are facing towards
the water for each of these surfaces. The second body is the piston surface, which is at the top of the inner
tube. This surface models the bottom surface of the rigid piston. The piston is constrained in all degrees of
freedom except for heave. Figures B.4, B.5 and B.6 give the hydrodynamic results obtained from AQWA for
the same model but a slightly different mesh (see figure B.1). The total mass of the system based on available
literature is given by the sum of the total length of the water column and an ’end-correction’ length equal to
1 =0.6133r according to Evans [21].

It is clear that the AQWA model follows the NEMOH results based on the change results. However it is also
clear that NEMOH and AQWA results converge towards the WAMIT results for increased mesh resolution. In
conclusion the piston should be placed at the lower part of the water column, so large piston lengths are
favourable for a more accurate result. Also a finer mesh resolution is needed to obtain more accurate results.



B.1. ANSYS AQWA

2 x10* High Resolution Mesh 0 «10%
10
85r %\\\_/—
8 \—
5 2 R
Z 6r < 8 T 7
) s R
i < —_—
4t —-—
75F -
2} R
_ -
0 7 . . — . ,
0 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
f[Hz]
1500
1000 [

0 0.05 0.1 015 02 0.25 03 035
f[Ha)

Figure B.2: Comparison in WAMIT and NEMOH results for simple geometry OWC for high resolution meshes [54].
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Figure B.3: Comparison in WAMIT and NEMOH results for simple geometry OWC for low resolution meshes [54].
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mass and added mass plots vor varying piston length
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Figure B.4: Mass and added mass obtained from the AQWA model.
Radiation damping plots for varying piston length
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Figure B.5: Radiation damping obtained from the AQWA model.
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Excitation force plots for varying piston length
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Figure B.6: Excitation obtained from the AQWA model.

B.2. The Ocean Falls AQWA model

This section contains the Ocean Falls final model that has been used in the numerical computations in this
research.

B.2.1. Geometry definition

The geometry of the Ocean Falls as has been used in the experiment set-up is designed into ANSYS AQWA
through the SpaceClaim designer. The only addition to this is the piston-like plate that has been added at the
opening of the tube. The Ocean Falls itself is fixed while this piston is set to oscillate freely only in x-direction.
This approach automatically removes the effect of the inclination of the tube. This angle had been assumed
to be small, but it is important to note that the model does not account for this. This will cause the results in
AQWA to differ from those in reality, but this difference has been assumed to be small. So these two bodies
will interact with each other for incoming waves. It is important to note that the key difference between the
simple geometry OWC stated in the previous section and the model for the Ocean Falls presented here, is the
change in orientation and thus the effective stiffness of the piston. This difference has also been underlined
in derivations in chapter 3. The Ocean Falls geometry is given figure B.7. The dimensions in this figure have
been directly used in the AQWA model.

Additionally, an internal lid has been generated in the AQWA runs that ensures that the occurrence of
irregular frequencies is negated as much as possible. Irregular frequencies are errors that cause abrupt vari-
ations in the results in surface piercing hulls. The irregular frequencies are a solely numerical problem and
have no physical meaning. Also, in the case of the Ocean Falls, real resonance phenomenon occurring in the
chamber will have similar abrupt variations in the hydrodynamic coefficients. Employing an internal lid will
force the vertical component of the interior fluid velocity inside the structure hull (so where in reality there is
no water) to be zero. This will to some extent diminish the above stated problems.
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Dimensions Ocean Falls
WP 1: B = 20.2 c¢m
WP 2. B = 250 cm WG 5,7

PS 12

Piston

Figure B.7: The geometry of the Ocean Falls flume model. These values have been directly used in AQWA. The piston is also indicated in
the figure.

B.2.2. Mesh configuration

Once the geometry of the system has been designed in a design module, SpaceClaim in this case, the geom-
etry can be meshed. Meshing is nothing else then representing a geometry as a set of finite elements, panels
in our case. As mentioned above, a higher mesh resolution i.e. more panels, yields a better result. Therefore
a very large amount of panels has been employed in both wall positions. The built in AQWA mesh generator
is used. See figures B.8.

B.2.3. Input wave conditions

The input wave periods used for the flume Ocean Falls model range from T =5 s to T = 0.85 s, staying within the
range of the flume wave generator. The water density in the flume is set to sweet water at p,, = 1000kg/m?3.
There is only one direction possible inside the flume so no variations in direction have been employed in
AQWA. The water level has been set to & = 0.5m.
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o0 0300 Lm0y
g0 Z=2 S e
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(a) B/L=0.34
(b) B/L=0.42

Figure B.8: Generated mesh for AQWA runs.
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Figure B.9: Added mass coefficients.
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Figure B.10: Radiation damping coefficients.
B.2.4. Results

In figures B.9, B.10 and B.11, the added mass, radiation damping and Froude-Krylov and diffraction force
is given, respectively. There are abrupt changes in results at certain frequencies. These frequencies corre-
spond to the natural frequencies of the system. Since AQWA and similar software have difficulties modelling
resonance phenomenon in the fluid potential flow the graphs show a sudden change in value.

B.3. Conclusion

This chapter defines the key approach towards modelling the Ocean Falls oscillating water column in ANSYS
AQWA. The most important points are summed as follows:

AQWA has been compared to similar boundary element method software modelling oscillating water

columns and it is clear that AQWA gives varying results for piston lengths and requires a finer mesh.

The Ocean Falls differs essentially in stiffness compared to a simple oscillating water column. This
difference effects the AQWA model in the sense that the piston is now imposed into the fluid as a vertical

plate.

An internal lid has been added into the AQWA model to mitigate any irregular frequencies.

The results given are fine graphs and seem reliable, except for the abrupt peaks at resonant frequencies.
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Figure B.11: Froude-Krylov and Diffraction Forces.



Data acquisition and processing

This appendix contains an explanation of the data acquisition systems utilised in the experiment and the
processing performed.

C.1. Data acquisition

C.1.1. Wave gauges

The wave gauges utilised in the experiments are standard Edinburgh Design wave gauges. These robust wave
gauges measure the elevation of water with 0.1% accuracy of the full span [48]. However, given the fact that
the wave gauge disturbs the water surface during the presence of waves and that the wet surface of the gauge
will have a slightly increased conductivity, the uncertainties will be slightly higher. The gauges consist of two
parallel cylinders that measure the resistance induces by the elevation of the water. The gauges are connected
to a controller that further transmits the signal to the computer. The used sampling rate is 32 Hz. See figure
C.1. The data acquisition system is not relevant here because it is standard and not unique to this research.

Figure C.1: Wave gauge and controller. This image has been taken from [48].

69



70 C. Data acquisition and processing

C.1.2. Pressure sensors

Two pressure sensors of the kind SPD102SAhyb by Smartec were used in the experiments. The data sheet
can be found by clicking here. The sensors measure the pressure between 0 to 0.15 psi (circa 1000 Pa) with
an accuracy of 2.2% (circa 22 Pa). These sensors measure the pressure linearly starting at 0.5V to 4.0V. The
pressure is measured as the difference between both cylinders. See figure C.2. Since the sensor only measures
in one direction the second sensor is added to measure in both directions, so measure both positive and
negative pressure oscillations. This data can then be combined to accurately depict the pressure oscillation
in the chamber. The ratio between voltage and pressure is given in the data sheet as 0.15psi/3.5V, so 1 V
corresponds to circa 0.043 psi (circa 300 Pa).

The pressure sensors are connected to a National Instruments USB-6008 Multifunction I/0 Device De-
vice that is then connected to the computer. More information on this device can be found here. The data
acquisition system set-up in LabVIEW by Jos van Driel. Figure C.3 gives the LabVIEW diagram. The device is
set to measure every 31 ms.

Figure C.2: Pressure sensor and interface device.

C.2. Data processing

Now that the data acquisition has been elaborated, the data processing can be explained. All processing has
been performed in python 2.7.13.

Firstly, the data that is acquired needs to be chopped. The sections of interest of each data set has to be
cut out for both pressure and elevation accordingly. This has been done by visually assessing each measured
data set and deciding the amount of data points to cut out from the start and end of the data sets both for
pressure and elevation. Secondly, the pressure data sets are downsampled to fit the elevation data sampling
rate at 32 Hz. This is done by employing the python ’interpld’ function. If filtering is needed, then the data
sets are fourier transformed using the fast fourier transform function ’fft’ in python. This transforms the time
series data into a representation in the frequency domain. The power spectral density of the data is assessed
to filter out frequencies that are not relevant (lower power density). Then an inverse fourier transform ifft’
is employed to generate a time series sample of the filtered data. The amplitudes and frequencies can be
exported to use in the data analysis. If a time domain representation is needed of, for example, the power
then the generated time series from the inverse fourier transform need to be aligned. This is needed because
the data acquisition of the elevation and pressure were on different computers and could not be started at
exactly the same time. The performer of the experiments needed to walk between both computers, which
causes a lag in the data. This can be corrected by employing a correlation function to both pressure and
elevation data sets ('correlate’ in python). The maximum index of the correlation function represents the lag
time. The pressure data or elevation data is then shifted to align with the respective other. Then the flow
and can be computed either analytically (for filtered data) or numerically through the ’gradient’ function in
python. The power is simply computed by multiplying both filtered and aligned data sets.


http://www.smartec-sensors.com/cms/media/Datasheets/Pressure-Hybrid/SPD102SAhyb%20datasheet.pdf
http://www.ni.com/nl-nl/support/model.usb-6008.html
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Figure C.3: LabVIEW diagram created by Jos van Driel.

Some error prints were incorporated into the code to avoid mistakes; several examples are lag times longer
than 1 period, low correlation or large differences in analytical flow and numerical flow.






Experiments program and protocol

This appendix gives a compact list of steps taken to perform the experiments.

D.1. Experiment program
Figure D.1 gives an overview of the performed experiments.

Amplitude: 0.03 m No Damping |Low Damping |High Damping |No Damping |Low Damping |High Damping
5.00 500 5.00 5.00 500 5.00 5.00
425 4.25 425 425 425 4.25 425
370 370 3.70 370 370 3.70 3.70
3.30 3.30 3.30 330 330 3.30 330
295 295 295 295 295 2.95 295
268 268 268 268 268 2.68 268
2.45 2.45 2.45 245 245 2.56 2.56
2.26 2.26 2.37 2.37 237 2.45 2.45
2.09 2.09 2.26 2.26 232 2.41 2.41
1.95 1.95 2.16 2.16 227 2.37 2.37
1.83 1.83 212 2.12 226 2.32 2.32
1.72 1.72 2.09 2.09 216 2.26 2.26
1.62 1.62 2.05 2.05 212 222 222
1.54 1.54 2.00 2.00 2.09 2.16 2.16
1.46 1.46 1.95 1.95 205 2.09 2.09
1.39 1.39 1.90 1.90 2.00 1.95 1.95
133 133 1.83 1.83 1.95 1.83 1.83

Wave Periods [s] 1.27 1.27 1.72 1.72 1.83 1.72 1.72
1.21 1.21 1.62 1.62 1.72 1.62 1.62
1.16 1.16 1.54 1.54 1.62 1.54 1.54
1.12 1.12 1.46 1.46 1.54 1.46 1.46
1.08 1.08 1.39 1.39 1.46 1.39 1.39
1.04 1.04 1.33 1.33 1.39 1.33 1.33
1.00 1.00 1.27 1.27 1.33 1.27 1.27
0.97 0.97 1.21 1.21 1.27 1.21 1.21
0.94 0.94 1.16 1.16 1.21 1.16 1.16
0.91 0.91 1.12 1.12 1.16 1.12 1.12
0.88 0.88 1.08 1.08 1.12 1.08 1.08
0.85 0.85 1.04 1.04 1.08 1.04 1.04

- - 1.00 1.00 1.04 1.00 1.00
- - 0.97 0.97 1.00 - -
- - 0.94 0.94 - - -
- - 0.91 0.91 - - -
- - 0.88 0.88 - - -
- - 0.85 0.85 - - -

Figure D.1: An overview of the performed experiments.
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D. Experiments program and protocol

D.2. Experiments protocol

1.

2.

Receive Safety Training for the wave lab and sign safety training form.

Prepare equipment, measuring devices, desired wave runs in wave generator software and the Ocean
Falls model.

Fill the flume with water until desired water level is achieved. Enjoy a cup of coffee for several minutes,
measure water level and adjust if necessary.

Place wave absorbing cushion in the water at the far end of the wave flume so that its surface slightly
touches the water surface.

Calibration Runs

(a) Place two sets of three wave gauges at desire location of Ocean Falls and before it.

(b) Start wave piston driver and wave synthesiser software.

(c) Calibrate all wave gauges.

(d) Load prepared regular wave runs.

(e) Runregular wave runs for desired frequencies.

6. Regular Wave Runs

(a) No Damping Runs

i
ii.

ii.

iv.

vii.

viii.

Xiv.

Empty wave flume.

Remove second set of three wave gauges, insert Ocean Falls into the wave flume, fix structure
to the walls of the flume and add ballast rocks inside the structure to prevent floatation.

Place one wave gauge before the structure and place two wave gauges inside the internal
water chamber aligned parallel to each other.

Fill the wave flume to desired wave height. Enjoy a cup of coffee for several minutes, measure
water level and adjust if necessary.

Start wave piston driver and wave synthesiser software.

. Calibrate all wave gauges.

Load prepared regular wave runs.

Place a camera to face the Ocean Falls from the side of the flume.

Place board with information on which run is going to be filmed in front of camera.
Start filming on camera.

. Start wave generator.
i. Observe and note down anything relevant and/or wait until desired run time is over.
ii. Stop wave generator and filming on camera.

Repeat previous 5 steps for all desired regular wave no damping runs.

(b) Low Damping Runs

i.
ii.
jii.
iv.
V.

vi.

Vii.

viii.

Measure water level and adjust if necessary.

Remove both wave gauges in the internal chamber.

Place air chamber lid and seal with silicone until air tight expect for opening of the orifice.
Place wave gauges through the orifice opening in the internal chamber.

Set-up second computer and connect to it the pressure sensor USB interface.

Connect to this interface the pressure sensors and place them through the air chamber lid
and connect flexible small pipes from these sensors inside the air chamber to the atmosphere
through the wall of the air chamber.

Start LabVIEW code for pressure measurements on computer.

Place board with information on which run is going to be filmed in front of camera.
Start filming on camera.

Start pressure data acquisition on LabVIEW.
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xi. Start wave generator.

xii. Observe and note down anything relevant and/or wait until desired run time is over.
xiii. Stop wave generator, pressure data acquisition and filming on camera.
xiv. Repeat previous 6 steps for all desired regular wave low damping runs.

(c) High Damping Runs
i. Adjust air chamber lid to desired high damping scenario.
ii. Repeatlow damping steps with new air chamber lid.

7. Repeat regular wave runs for second wall position.
8. Empty wave flume.
9. Remove Ocean Falls constraints.

10. Remove Ocean Falls ballast and structure itself.

11. Retrieve all data needed and clean-up all utilised equipment.






Non-linear time-domain model

This section contains an explanation and results of the non-linear model of the Ocean Falls in time domain.
The linear relation between the pressure and flow has been replaced by a quadratic one.

E.1. Non-linear equations of motion

Let us recall the time domain equation of motion in equation 3.27 discussed in chapter 3. As previously men-
tioned, to solve the non-linear equations, we must solve the equations in the time-domain, like in equation
2.4. The single degree of freedom equation of motion for the oscillation of the elevation inside the chamber
for the Ocean Falls given by

fwave(t) _ frad(t)
dL dL

.. A A
pwBh() + 28 hiy + Zpy = (E.1)
L L
The radiation forcing term in time-domain has thus been replaced by a convolution integral term, as is
described by Cummins [27]. The equation now can be written as

o) 5 1 f P PwgA A Jwave ()
B+ —|h()+— | Kt-Dh@)dr+——h({)+—p(t) = — E.2
(owB+ 2 in deO (t=Dh@dr + FE=h(n + T p() = 75 (E2)
where a, is the constant added mass term at w — co and the integral term is the convolution integral de-
scribed by Cummins. K(t) is the impulse response function representing the fluid memory. Now, let us recall
the thermodynamics equations derived in chapter 3. The non-linear description of the pressure oscillations
can be described by

. B(hair - h(t
m(t) = paBh(t) - %ﬁm (E.3)

where the assumption is made that the pressure oscillations inside the chamber are small with respect to
the atmospheric pressure, so p, >> p. However, the air chamber height is not assumed to be much larger
than the elevation inside the chamber, making the equations non-linear. Also, we can now equate the left
hand side to a quadratic relation of pressure and flow given by

(1) = \/ Ky, mes| p(£)[sgn(p(1)) (E.4)

where Kj s is the measured coefficient for the relation between pressure and flow, as described in chap-
ter 6. The non-linear equation describing the pressure now becomes

- Bd(hgir - h(t
VK1, mes|p(DIsgn(p(1) = paBdh(1) - %pm (E.5)

Equations E.2 and E.5 are non-linear and can be solved in the time-domain.
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78 E. Non-linear time-domain model

E.2. State-space representation of the convolution
The non-linear equations of motions can be solved by direct numerical integration. However, the radiation
convolution term can be time-consuming. Therefore, a state-space representation can be used to replace the
convolution integral by a series of first order ordinary differential equations. According to Iturrioz et al. [28]
the order of this system of ODEs is typically small for wave energy converters.

Following the approach taken in Iturrioz et al. [28], we can replace the integral term by a state-space
approximation as

X, () = AcXc(D) + Boh(1) (E.6)
y() = Ce X (1) (E.7)

where y(f) represents the convolution term in the equations of motion. This term now has been split into
a system of ODEs and can be solved for known matrices A;, B, and C;. These coefficients have no physi-
cal meaning and can therefore not be measured. However, we know that there has to be a relation between
the hydrodynamic coefficients and the convolution term. Ogilvie [56] presents the relation between the fre-
quency dependent added mass and radiation damping coefficients and the time domain transfer function
K (1) using the Fourier transform of equation E.2. These equations are given as

Ma(W) = Ao — lf K(t)sin(wt)dt (E.8)
w Jo
B, (w) =f K(t) cos(wr)dt (E.9)
0

From this Fourier transform one can also define an expression for the frequency domain representation
of K (). Following Perez and Fossen [57] and Taghipour et al. [58], this relation is given as

Raqwa(io) = B (@) + io[ma () + dc) (E.10)

where B;, m, and a is the radiation damping, added mass and added mass at infinite frequency, where
the former two are obtained through ANSYS AQWA and the latter is obtained through the FDI python toolbox.

This relation can be approximated by a rational function K (s), whose numerator and denominator coef-
ficients are determined through the FDI Matlab Toolbox developed by Perez and Fossen [57] and translated
to python by J. A. Armesto and R. Guanche [59]. These coefficients approximate the transfer function K (iw),
which can represented in the frequency domain as

K(iw) = K(iw) = C.(iwI — Ac) "' B, (E.11)

where the letters in bold are the state-space representation matrices and I is the identity matrix. Thus, a
relation can be given for the frequency domain representation of the transfer function K (iw) approximating
the transfer function in the convolution term in time-domain.

E.3. Solution in python

Now that the convolution term is represented by a series of ODEs, we can solve the system of equations
numerically. It is convenient to extend the state-space matrices to include the total equations of motion
with the addition of three new equations; equations for the internal water surface velocity, internal water
surface acceleration and the time derivative of the pressure. Again following Iturrioz et al. [28], the state-
space equations can now be written as

X ()= AX(8) + BFygpe(1) (E.12)
z(t)=CX (1) (E.13)
where

X (1) = [Xc(D),z(0), 2(1), p(1)] (E.14)
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(a) Added mass obtained from AQWA and the respective
state-space approximation.

(b) Radiation damping obtained from AQWA and the
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Figure E.1: Frequency domain identification of the hydrodynamic coefficients from AQWA using the infinite added mass obtained from
the FDI toolbox.
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Figure E.2: Frequency domain identification of the fluid memory function Kj,, using the the infinite added mass obtained from the FDI
toolbox.

The above equation can easily be solved in the time-domain with an ODE solver employed in python.
The matrices A, B and C are now augmented wit the equations of motion presented in equations E.1 and
E.5. The solver utilises the python scipy.integrate.odeint package. The composition of the state-space
matrices has been filled according to Iturrioz et al. [28].

E.4. Results

This section contains the results of the non-linear model. First, the approximation of the fluid memory func-
tion is presented followed by the solution of the model and its comparison to a regular wave excitation.

E.4.1. Validity of approximation

Before solving the equations, let us consider the validity of the state-space approximation by comparing
equations E.10 and E.11. Considering the first wall position and low damping cases, figure E.1 gives the
hydrodynamic coefficients computed in AQWA and the state-space approximation. The state-space model
gives a fairly good approximation. Figure E.2 gives the fluid memory function K (iw) and the approximation
employed through the state-space model, again giving a good approximation.



80 E. Non-linear time-domain model

E.4.2. Engineering approach to model and experiments comparison

In the report main body, it is clear from the comparisons of the linear model and the experiment results, that
the peak periods do not align. The main reason for this is thought to be the inadequate AQWA model. There-
fore, the non-linear model is also likely to not have the same peak period as is observed in the experiments,
meaning any comparison made will not match. See for example the low damping case for B/L = 0.34 in figure
6.10. As an engineering approach, let us increase the mass of the tube so that the peaks align. This gives figure
E.3. The length of the tube has been increased from 60 cm to 70 cm, so an increase of circa 17%.

Increased Mass Air Flow Amplitude per Incident Wave Amplitude vs. Period Increased Mass Normalised Pressure Amplitude vs. Period
B/L: 0.29 [-] & PTO Damping: 0.0268 [-] B/L: 0.29 [-] & PTO Damping: 0.0268 [-]
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(a) Air flow versus the wave excitation period for L=0.7m (b) Pressure versus the wave excitation period for L=0.7m

Figure E.3: Air flow and pressure amplitudes for an increased tube length to L =0.7m.

Recalling equations E.12 - E.14, the augmented state-space matrices can be solved to yield the internal
water elevation, internal water velocity and the air pressure inside the chamber. This is done by employing
an ordinary differential equation solver in python using the scipy.integrate.odeint packages.

Keeping the above mentioned approach in mind, let us now solve the non-linear model for a regular wave
with period T = 2.12s (close to resonance) and amplitude equal to the incident wave amplitude determined
through the Mansard & Funke reflection analysis. The obtained non-linear results will be compared to the
experiment data for the corresponding wave run. Figures E.4 and E.5 give respectively the flow and pressure
in time. Similarly, we can consider the system for a regular wave with period T = 1.53s. Figures E.6 and E.7
give the results for this case. Please note here that the data has not been filtered and the lag between the
data sets and the models has been removed by shifting the data sets to align the experiment data peaks to the
model peaks. Figures E.8 - E.11 give the corresponding zoomed versions of figures E.4 - E.7 mentioned in this
paragraph.

The results presented above show that the non-linear model approximates the system better than the
linear model, especially for the excitation wave period ofT = 2.12s, which is close to resonance. This analysis
of course has to be performed for all the periods studied in the experiments and also for all the different
damping cases and wall positions. However, based on this short analysis, this non-linear model yields a
promising path to pursue to more accurately model the Ocean Falls.

E.5. Discussion
Firstly, one must consider the 'engineering’ approach taken in this analysis. The shift in resonance period
between the data and the linear model has been removed by increasing the tube length, based on the as-
sumption that the added mass coefficients are underestimated in the AQWA model. This approach has no
real basis. In a more elaborate study, the AQWA model should be improved by, for example, moving the po-
sition of the piston more towards the inlet. Also, a comparison should be made with similar software like
WAMIT or NEMOH.

Secondly, the analysis is done for just one damping and wall position scenario and just for two wave
periods. The drawn conclusions are therefore only based on a portion of the data and model results.

Finally, one should note that only the non-linear pressure-flow relation and the non-linear change in air
compressibility stiffness has been included in this model. Other non-linearities or non-linear phenomenon,
such as friction, can be added into the model without too complex modifications.
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Figure E.4: Air flow per meter incident wave amplitude for T = 2.12s for the linear model, non-linear model and unfiltered experiment
data.
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Figure E.5: Normalised pressure for T = 2.12s for the linear model, non-linear model and unfiltered experiment data.
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Figure E.6: Air flow per meter incident wave amplitude for T = 1.53s for the linear model, non-linear model and unfiltered experiment
data.
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Normalised Pressure vs Time for T = 1.53 s
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Figure E.7: Normalised pressure for T = 1.53s for the linear model, non-linear model and unfiltered experiment data.
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Figure E.8: Zoomed in air flow per meter incident wave amplitude for T = 2.12s for the linear model, non-linear model and unfiltered

experiment data.
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Normalised Pressure vs Time forT=2.12 s
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Figure E.9: Zoomed in normalised pressure for T = 2.12s for the linear model, non-linear model and unfiltered experiment data.
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Figure E.10: Zoomed in air flow per meter incident wave amplitude for T = 1.53s for the linear model, non-linear model and unfiltered

experiment data.
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Normalised Pressure vs Time for T=1.53 s
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Figure E.11: Zoomed in normalised pressure for T = 1.53s for the linear model, non-linear model and unfiltered experiment data.

E.6. Conclusion
In conclusion, this non-linear approach, considering the results presented for one wall position and one

damping case for two periods, is promising and yields impressive results. It is important to underline once
more that it is recommended to revise the AQWA model by choosing the optimum piston position (see Ap-
pendix B) and also to compare the AQWA results to other software, such as WAMIT or NEMOH.



