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Abstract

Many regions around the world are prone to tsunami risk, and their populations are expected to in-
crease. Moreover, past events like the 2011 Great Eastern Japan Earthquake and Tsunami resulted in
numerous fatalities and the failure of many coastal protection structures. These events underscore the
urgent need for further research in tsunami engineering and the mitigation of tsunami risk. In fact, the
capability of coastal protection structures, such as breakwaters, to withstand tsunami loads is not yet
fully understood. Additionally, these structures are typically designed to resist wind waves loads rather
than the longer waves produced by tsunamis.

This research provides further insight into the interaction between tsunamis and composite breakwa-
ters by analyzing experimental results where a unique technique capable of accurately reproducing
tsunamis as scaled N and E-waves was used. The experiments employed a 2-dimensional flume
where waves were generated with a tsunami simulator and propagated until they impacted a compos-
ite breakwater model, inspired by the world-record breakwater in the Kamaishi bay in Japan. This
research thoroughly analyzed the results of one of the experiments conducted at the HR Wallingford
research center in the UK, with the objective of understanding the response of a composite breakwater
when impacted by a tsunami, focusing particularly on the caisson on top of the structure and its stability.
Another objective was the development of a numerical model based on the coupling of the two soft-
ware OceanWave3D and OpenFOAM, aiming to reproduce physical experiments on tsunami-structure
interaction and provide further insights beyond the capabilities of physical tests.

The results of this research indicate that the pressures and forces induced by a tsunami on the caisson
of a composite breakwater have a dominant hydrostatic contribution. The absence of wave breaking
as the tsunami approaches the breakwater and shoals on its rubble mound prevents the generation of
impulsive forces on the structure. The analysis also shows that, for the considered tsunami at prototype
scale, the caisson would be unstable and fail due to sliding, primarily because of the water level and
pressure differences on the two sides of the structure.

The model developed in this research demonstrated a good accuracy in representing the physical ex-
periment, as evidenced by elevation and pressure time series, with minor limitations on the lee side of
the structure and on its rubble mound.

With further validation using additional experimental results, this model can serve as a starting point for
future studies on tsunami-structure interaction. It overcomes some limitations of physical testing, poten-
tially provides more accurate results for caisson stability analysis, and offers a cost-effective alternative
to physical experiments.
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Introduction

1.1. Introduction to tsunami risk and mitigation measures

Tsunamis are long gravity waves mainly caused by seafloor displacement or volcanic eruptions. While
they propagate from deep sea towards the coast, energy dissipation is generally low, allowing them to
retain their destructive power over long distances and posing a significant threat to coastal areas, even
those located far from the source location.

Tsunamis can cause extensive damage, including loss of life and the destruction of critical infrastructure
such as homes, businesses, ports and harbors. With an expected increase in the population living in
tsunami-prone areas, it is crucial to further advance studies in tsunami engineering (Neumann et al.
2015).

Events from the past, such as the 2011 Great Eastern Japan Earthquake and Tsunami and the devas-
tating Indian Ocean Tsunami in 2004, caused 19,868 and 230,000 fatalities, respectively (Shibayama
et al. 2013, Telford et al. 2006). The Great Eastern Japan Earthquake and Tsunami, in particular, re-
sulted in the failure and damage of numerous coastal protection structures due to the unexpected wave
heights. Gusiakov (2009) identified tsunamis as the fifth most dangerous natural hazard in terms of doc-
umented total damage and loss of human lives, reporting more than 700,000 fatalities from tsunamis
throughout recorded history up to 2007. Moreover, tsunamis can have an extremely adverse impact on
the socioeconomic infrastructure of society due to their ability to affect densely populated and typically
well-developed coastal areas. This impact is intensified by their sudden onset, rapid progression, and
potential for significant destruction and high fatality rates among the affected population. According
to Jelinek and Krausmann (2009), future tsunamis are anticipated to have an even greater impact be-
cause the number of people, buildings, and infrastructure exposed to natural hazards is increasing as
urban development pressures push into higher-risk areas. Neumann et al. (2015) estimated that the
population in low-lying coastal areas, which was 625 million in 2015, will increase by 68-122 %, reach-
ing approximately 1.052 to 1.388 billion people by 2060. This underscore the necessity of protecting
vulnerable coastal areas from tsunami hazards and improving our understanding of current tsunami
mitigation measures.

Although the most common coastal structures, such as breakwaters, seadikes and seawalls shown in
Figure 1.1, are generally designed to protect the coasts against wind waves, there have been attempts
to adapt their design for tsunami mitigation. Numerous studies analyzed the performance of these
structures against tsunami-like waves (including Foster et al. 2017, McGovern et al. 2018, 2019, 2023,
Aniel-Quiroga et al. 2018, 2019). However, the complex interaction between hard structures and
tsunamis is not fully understood yet. One notable example is the Kamaishi breakwater, which was the
world’s deepest breakwater in 2011, designed to withstand possible tsunami waves. Despite these
intentions, the structure could not withstand the impact of the Great Eastern Japan Tsunami in 2011
and was partially washed away. The unprecedented size and force of the 2011 tsunami overwhelmed
the structure, highlighting the challenges in designing effective tsunami barriers (Tucker 2013). Oetjen
et al. (2022) highlighted that while many coastal protection structures may be effective against some
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tsunamis, they might not be able to mitigate the impact of more destructive ones. A more thorough
understanding of how tsunamis interact with coastal structures like composite breakwaters is essential
to assess their stability and effectiveness in mitigating tsunami risks.

(a) Seadikes in the Netherlands (Photo by (b) Breakwaters in Asutralia (Ocean Reef (c) Seawall on the Isle of Wight, England
Thijs Damsma) Marina project) (Photo by Oikos-team)

Figure 1.1: Most common types of coastal protection structures

1.2. Research objectives and structure

The objective of this research is to delve deeper into the behavior of hard structures in tsunami protec-
tion by analyzing the hydrodynamic interaction between a simulated tsunami event and a composite
breakwater. This study builds on data by Van Balen (2023) collected over a five-month research pe-
riod at HR Wallingford, UK. During this period, a series of scaled laboratory tests were conducted to
evaluate the effectiveness of breakwaters against tsunami-like waves. This research thoroughly analy-
ses the shortest and most impulsive wave simulated in those experiments, incorporating a breakwater
model inspired by the Kamaishi design. The data from these physical experiments form the basis for
developing a numerical model to replicate these results and extend the findings.

Developing a numerical model to simulate the generation and propagation of scaled tsunami waves,
and their interaction with coastal structures, represents a significant advancement in tsunami engineer-
ing. This approach extends the scope of research beyond physical laboratory experiments, offering a
cost-effective alternative for studying tsunami dynamics and mitigation strategies.

The research aims at answering to the following research question:

» What are the key hydrodynamic interactions, pressure distributions and forces exerted when a
tsunami wave interacts with a composite breakwater structure?

and the related sub-questions:

» How effectively does a numerical model simulate the generation, propagation, and impact of a
tsunami wave interacting with a composite breakwater? What additional insights does it provide
compared to experimental results, and what are its associated limitations?

* What are the critical aspects of caisson stability during a tsunami? How well does the numerical
model perform in studying the stability of the caisson?

Following the description of tsunami phenomena and the most commonly used coastal protection struc-
tures, Chapter 2 offers a comprehensive literature review on the state of the art in tsunami engineering
research. This section also describes the typical coastal protection structures used in Japan and the
2011 Great East Japan Tsunami, which led to the failure of the Kamaishi breakwater. Chapter 3 de-
tails the methodology employed in the physical experiments and a comprehensive description of the
approach followed for the development of the numerical model. Chapter 4 presents an overview of
the results from the experimental data analysis and numerical study, along with a discussion on these
findings in Chapter 5. Finally, Chapter 6 concludes the thesis by addressing the previously defined
research questions and highlighting the limitations encountered in the research.
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2.1. Tsunami definition and common mitigation measures

Tsunamis are very long progressive gravity waves, primarily caused by seafloor displacement and vol-
canic eruptions. During these events, a large volume of water is forcefully displaced, generating a
high-speed wave with an average velocity of 200 m/s at deep see. Tsunamis are characterized by
extremely long wavelengths, ranging from 1 to 100 km, and periods varying from 90 to 7000 seconds
(McGovern et al. 2018). They are classified as shallow water waves, meaning the ratio between the
wavelength and the water depth is less than % While tsunami waves propagate from deep sea to-
wards the coast, energy dissipation is generally low, allowing them to retain their destructive power
over long distances and posing a significant threat to coastal areas, even those located far from the
source location. As tsunamis enter shallow water near land and approach the shoreline, they slow
down, wavelengths decrease and waves grow in height. At a depth of 10 m, their typical velocities
reduce to an average of 10 m/s (Lampela 2020). Near the shoreline, the rising tsunami wave pulls
seawater from the front, causing the water to recede. This results in the sea bottom being exposed,
creating a phenomenon known as a drawback. The phenomenon is shown in the cross section de-
picted in Figure 2.1a

Tsunami events can be divided into two classes based on their return period and typical inundation
depths. The inundation depth can be defined as shown in Figure 2.1b. Level 1 tsunamis are described
as events with a return period spanning from 50 to 160 years and inundation depths below 10 meters,
while Level 2 tsunamis have a return period of hundreds to thousands of years with inundation depths
above 10 meters. Although Level 2 tsunamis are less frequent, they can cause extensive inundation
damage (Shibayama et al. 2013).

Sea Level
-
Drawback

(a) Tsunami associated drawback (b) Inundation depth definition

Figure 2.1: Typical terms in tsunami engineering and cross shore evolution of tsunami

Tsunami protection measures are generally divided into hard countermeasures, such as dikes, sea-
walls, and breakwaters, and soft countermeasures, including nature-based solutions. The most com-
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monly adopted hard structures include continuous or detached breakwaters, which can be submerged,
emerged, or seawalls. Sea dikes are also used and are generally preferred for protecting low-lying ar-
eas against flooding. Breakwaters are coastal protection structures designed to mitigate wave impact
on the shore through wave reflection and energy dissipation. Besides detached breakwaters, non-
detached breakwaters are also used, particularly in harbors (Oetjen et al. 2022). Examples of coastal
protection structures are shown in Figure 1.1

2.2. The Great East Japan Earthquake and the failure of the Kamaishi

breakwater

In Japan’s coastal regions, composite breakwaters are the predominant type of hard coastal protection
measure. These structures are composed of a rubble mound base with a vertical wall superstruc-
ture. They offer several advantages, including enhanced stability, relatively rapid construction, and
resistance to wave transmission. Among the drawbacks, it should be acknowledged that composite
breakwaters experience higher wave forces due to the wave pressure acting on the vertical section
in almost the same phase from top to bottom. Additionally, the vertical section of the breakwater can
cause wave reflection, which may pose concerns for nearby harbors (Tucker 2013).

Some of the composite breakwaters in Japan are designed to account for possible tsunami loads, while
others are solely intended to withstand wind waves with much shorter periods. Tanimoto et al. (1983)
investigated the 1983 Japan Sea Tsunami studying the mitigation effect offered by classical breakwa-
ters in case of tsunami events. He noticed instances of reduced tsunami run-up heights at various
ports, attributed to the presence of breakwaters or upright revetments. Oda et al. (2005) demonstrated
the effectiveness of breakwaters in reducing inundation depth and flow velocity for smaller tsunamis.
However, the tsunamis examined in these studies were considerably smaller than the one witnessed
in Japan on March 11, 2011.

This event followed one of the strongest recorded earthquakes in history, with a measured magnitude
of 9.0 (Tucker 2013). The earthquake caused a massive tsunami in the Pacific Ocean travelling up to
200 m/s. This resulted in the failure of many sea defense structures specifically designed to provide
adequate protection to coastal settlements and critical infrastructure (Alison et al. 2015).

The Kamaishi breakwater was a composite type breakwater located in Kamaishi, 593 km north of Tokyo,
in the lwate Prefecture. The structure comprised of a pair of breakwaters of lengths 990 m and 670
m linked with a submerged 300 m wide opening and it reached a depth of 63 m. Its design featured a
trapezoidal cross-section above the rubble base, crafted to enhance resistance against hydrodynamic
pressures generated by seismic activity. At the top of the trapezoidal section, the vertical face of the
breakwater was designed accounting for wave dissipation effectiveness. Figure 2.2 shows the cross
section of the breakwater located in the north side of the bay.

- 0.2
100 56
Sea Side 0 20445 160 Harbor Side
LWL.%000 s HWLHLE0 == IL
- _I 3= Wa_ r
Unit (m) ) / - \
Base line is D. L. ballast 3 =23(t/m3) J % Filling materials 7 =1.9(t/m3)
403.080 i1 3070
‘ Y | Armor rock 300—800kg
Rubble 10--800kg B
P 300
o /.--"'ﬁrr"lor Rock 10--B00kg
-410 — Rubble 5-—800kg

-58.5

Figure 2.2:
Cross section of the Kamaishi breakwater (Arikawa et al. 2012)
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Although designed to withstand tsunami loads besides wind waves, the Kamaishi breakwater failed
against the Great East Japan Tsunami in 2011 (Arikawa et al. 2012). The breakwater’s failure occurred
when it was overtopped by the initial wave, measuring 4.3 meters in height (Tucker 2013). The tsunami
event led to the displacement of some caisson blocks towards the landward direction. Even the cais-
sons which did not undergo sliding were not correctly positioned anymore after the event (Patil 2019,
Arikawa et al. 2012).

During the design of the breakwater, waves with such strong natural force like the ones caused by the
2011 tsunami were not considered. Hence, the breakwater aimed to endure a less destructive tsunami,
but the unpredictable characteristics of seismic activity proved to be the primary factor leading to its
failure. Nevertheless, extensive research into the design of the breakwater demonstrated that the struc-
ture was indeed capable of withstanding seismic action and tsunami forces, albeit not at the magnitude
of one of the most powerful earthquakes ever documented (Tucker 2013). According to PARI (2011),
despite the Kamaishi breakwater failed against the 2011 tsunami, it managed to reduce the tsunami
height by 40%, the maximum run-up height by 50%, and delay the water level rise by 6 minutes. On a
related note, Hanzawa and Matsumoto (2015) asserted that detached breakwaters, when exposed to
solitary waves, can reduce run-up by 30% to 90%.

A key lesson from the Kamaishi breakwater failure is the connection between failures and scour on the
lee side resulting from wave overtopping. In fact, Aniel-Quiroga et al. (2018) suggest that a leading
failure mechanism in breakwaters in case of tsunamis, could be caused by scour processes occurring
on the rear side due to the overflow. Subsequently, it was recommended to implement the lee side
of breakwaters with a proper toe protection, as well as including crown shapes on top of the structure
to redirect the flow towards the sea (NILIM 2013). Other phenomena that played a crucial role in the
failure of the Kamaishi breakwater, according to Arikawa et al. (2012), are found in the difference in
water levels and the decrease in back surface pressure during the overflow. In deep waters, studies
by Esteban et al. 2008, 2015a, 2015b suggest that breakwaters are susceptible to being washed away
upon impact with a tsunami, while they demonstrate better resilience in shallower waters. Conversely,
Hanzawa and Matsumoto (2015) argue that breakwaters in shallower waters tend to incur more dam-
age from solitary wave impacts compared to those in deeper waters. Findings from Esteban et al.
2015a, 2015b also highlighted that the most destabilizing process occurs during the overflow of the
breakwater, and during the first impact of the tsunami wave.

2.3. State of the art on tsunami engineering

Numerous studies investigated the force exerted by tsunami waves on coastal structures, primarily
through physical modelling of scaled tsunami waves in flumes and laboratories. However, these stud-
ies sometimes yielded conflicting findings.

A critical observation regarding the majority of existing studies on tsunami-structure interaction, encom-
passing both physical and numerical investigations, is the prevalent use of solitary waves to represent
tsunami-like waves. However, Madsen et al. (2008) highlighted that this approach is flawed and fails
to capture the complex behavior and geometry of real tsunami-like waves. Indeed, field observations
have confirmed that approaching tsunamis behave as either leading elevation or leading depression
waves, depending on the source of the seafloor rupture, rather than as solitary waves. To provide
a more realistic representation of prototype tsunami waveforms, Madsen et al. (2008) introduced the
concept of N-waves, focusing on the leading trough and its period. Subsequently, Larsen et al. (2019b)
analyzed the shape of real tsunami-like waves, identifying elevated E-waves and trough-led N-waves
as typical representations. They also proposed an analytical expression to describe these wave types
(Equation 2.2).

Shibayama et al. (2013) suggested that while hard countermeasures may be effective for level 1
tsunamis, they may not provide significant protection against more extreme events, such as those
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classified as level 2 tsunamis. Krautwald et al. (2022) discussed the set of crucial variables that need
to be considered when developing a tsunami resistant structure. These include uplift force, including
both hydrostatic buoyancy forces and hydrodynamic ones (drag and impulsive forces). Other factors
such as soil stability and geotechnical characteristics like wave-induced erosion and scour also play a
crucial role on the structure’s stability.

Takagi and Bricker (2015) revealed a link between breakwater dimensions and damage severity. Their
study indicates that taller and narrower structures are associated to more significant damage. Mcgov-
ern et al. (2023) found that the force recorded at the wall of a structure is primarily dominated by the
hydrostatic component, and the hydrodynamic impulse of the wave plays only a minor role for long
waves like tsunamis.

Moreover, findings from Foster et al. (2017) and McGovern et al. 2018 and 2019 indicated that shoal-
ing over a breakwater’s rubble mound doesn’t lead to wave breaking for large-scale tsunami waves
and therefore does not play a role in structural damage. Foster et al. (2017) also observed that longer
period waves exhibit no impulsive forces, and their pressure distributions are hydrostatic, regardless
of the flow regime. Consequently, they argue that impulsive forces can be neglected, allowing the ap-
plication of a theoretical framework for quasi-steady flow in unsteady situations like a tsunami hitting
a structure. Furthermore, Mcgovern et al. (2023) also confirmed that waves with periods of at least
40 seconds don’t produce significant impulsive forces, attributing it to limited shoaling preventing wave
breaking. They concluded that the maximum resultant force at the wall is approximately 1.2 times the
hydrostatic force. In a different study on the hydrodynamic impact of tsunami-like waves on buildings,
Woithrich et al. (2018) noted an initial impact characterized by high-splash, followed by quasi-steady
hydrodynamic flow around the structure.

Mizutani (2015) identified three different pressure peaks in wave pressures acting on a structure con-
figured as a sloped wall. According to their study, a first dynamic wave pressure appears when the
incident wave reaches the slope and impacts it. A second sustained wave pressure is observed when
wave run-up and water level remain high through a series of incident waves. A final wave pressure
appears when reflected and incident waves collide. They also describe an overflowing wave pressure,
which is maximum when the overflowing wave collides on the back of the structure. Aniel-Quiroga et al.
(2019) conducted studies on the pressures generated by tsunami-like waves on crown-walls positioned
on top of a rubble mound breakwater using both physical experiments and numerical simulations to fur-
ther investigate their findings. They discovered that the maximum horizontal pressure on a the vertical
wall of a crown-wall primarily stems from the initial impact of a tsunami. A secondary lower pressure
peak follows from the water mass down- rushing the wall. They also studied the vertical uplift force
prompted by the pressure of the transmitted wave generated by the overtopping jet falling into the lee
side. Regarding the uplift forces, they observed the same two peaks followed by a third one prompted
by the pressure of the transmitted wave generated by the overtopping jet falling into the lee side.

Before that, Aniel-Quiroga et al. (2018) had already performed laboratory experiments to study the sta-
bility of rubble mound breakwaters under tsunami waves and subsequent overflow. They concluded
that there is no clear correlation between tsunami wave height, number of waves and damage on struc-
tures. The overflow jet generates high turbulence on the lee side, with the resulting scouring process
potentially causing harm to the breakwater’s integrity.

Among the notable studies that employed numerical models, Guler et al. (2018) integrated physical
experiments and numerical modelling to simulate solitary waves to mimic tsunamis under different con-
figurations and conducted a tsunami overflow test over a breakwater with a crown wall. They provided a
detailed description of the pressure distribution exerted by solitary waves around the crown wall. Their
study demonstrated that the maximum pressure is applied to the crown wall from the bottom edge (up-
lift pressure) during solitary wave action. Hsu et al. (2022) also encompassed both experimental and
numerical modelling techniques to study the forces exerted by extreme waves on vertical breakwaters.
A key conclusion of their study is that the Goda method, originally designed for wind waves, fails to
accurately represent the real pressures on the faces of monolithic breakwaters in the case of extreme
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waves. It tends to overestimate the maximum forces exerted by very steep waves and overtopping
waves. They also emphasized the necessity of studying the lee side of monolithic breakwaters, as the
pressures exerted on the rear side can be substantial due to the impact of overtopping wave jets and
water level fluctuations induced by the overtopping flow.

Mata (2021) conducted an extensive study on the capabilities of numerical solvers, such as OpenFOAM,
to accurately represent wave-structure interactions under various wind-wave conditions. They em-
ployed a coupled numerical tool by combining OceanWave3D and OpenFOAM, referred to as Coastal-
FOAM, to investigate wave loads exerted on the crest wall of a breakwater modeled after the Holyhead
breakwater in the UK. The research concluded that the dual numerical tool can model with high ac-
curacy the surface elevation timeseries and induced forces in case of both normal and more extreme
wind-waves, with Pearson’s coefficients around 0.60 to 0.90 if compared to physical experiments.

2.4. Recent progress in tsunami engineering studies

The most common structures for the protection of coasts, including breakwaters, are generally designed
to resist the loads exerted by wind waves, while tsunami loads are rarely considered. At present, itis not
perfectly clear what level of protection these structures provide against tsunamis. Only limited studies
exist regarding the implementation of breakwaters design techniques to counteract the destructive
effects of tsunamis. Most studies are based on physical model tests relying on flume experiments (for
example Kato et al. 2007, Mizutani 2015, Arikawa et al. 2012, Aniel-Quiroga et al. 2019) . However,
replicating long waves such as tsunamis in a physical flume faces limitations due to the challenges in
physically reproducing tsunami waves. Conversely, only a limited number of studies explore numerical
modeling of the interaction between tsunamis and breakwaters (such as studies by Aniel-Quiroga et al.
2019, Guler et al. 2018, Hsu et al. 2022). Existing numerical research on tsunami waves impacting
coastal structures focuses on various types of infrastructure. However, there is a limited number of
studies specifically investigating interactions with vertical walls or composite breakwaters.

Van Balen (2023) conducted a series of laboratory tests at HR Wallingford to investigate the effective-
ness of breakwaters against tsunami-like waves, simulated as the N and E waves described by Madsen
et al. (2008) and Larsen et al. (2019b). These tests employed a unique Pneumatic Long Wave Genera-
tor (PLWG), referred to as the tsunami simulator, which was developed through a collaborative project
between the University College of London and HR Wallingford, U.K.Rossetto et al. (2011) applied this
technology to a flume with a constant depth for the first time. The PLWG enabled the simulation of
tsunami waves with unprecedented precision.

Theoretical trough-led N-waves are described by Madsen et al. (2008) with the following equation:

n(X,0) = a%(X — Xo)sech?(Ky (X — X1)) (2.1)

where « is a constant of scaling, X is the position of the crest and X, the horizontal position of the

zero-crossing. K, is defined as K, = %1/%. Another analytical representation of the N and E wave

equation, capable of reproducing the physics of tsunami waves was given by Larsen and Fuhrman
2019:

2 2
T — X0 r — X
n(x,t) = Aj sech {Ql (t —t — )} — Ay sech [QQ <t —ty — )] (2.2)
( 1 o o
2m

Where A; and A, are the amplitude of the two single waves, Q; = 7 o is the location of the center of
the wave and ¢, t, are used for wave shifting of the two single waves. Figure 2.3 gives an illustration
of typical shapes of these waves.
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Figure 2.3: N and E waves defined in McGovern et al. (2018)

Crest-led and trough-led wave forms, with modeled periods ranging between 20 and 236 seconds, were
simulated and studied by Van Balen (2023). The laboratory tests conducted using the PLWG focused
on evaluating the performance of various tsunami countermeasures, including both hard and soft mea-
sures, mainly focusing on the effects produced on tsunami-induced beach run-up. The study concluded
that the breakwater proved to be highly effective in mitigating tsunami-induced run-up, significantly out-
performing natural solutions. Additionally, it highlighted several advantages of using breakwaters to
mitigate tsunami risk, including reduced coastal erosion and wave activity, improved beach quality,
reef development, and increased biodiversity. Another significant finding of the research was that the
pressures exerted by N and E waves on the breakwater were predominantly hydrostatic, with small
contributions from hydrodynamic forces.

The limitations in many previous studies, as emphasized by Madsen et al. (2008), regarding the in-
adequate representation of tsunamis as solitary waves, and the introduction of new wave forms for
more accurate tsunami representation, underscore the need for further research. Additionally, recent
advancements in numerical modelling techniques enable further investigation of previous experimental
findings to enhance understanding of tsunami-structure interactions.



Methodology

In this section, a comprehensive overview of the methodology employed in both the physical exper-
iments and the numerical model is provided. First, an introduction to the experiments performed by
Van Balen (2023) is presented, describing the experimental set-up. Then, the focus shifted to the nu-
merical model developed in this thesis. This last part includes both a description of the softwares that
were used and in depth illustration of the set-up of the numerical model.

3.1. Experimental set-up

3.1.1. Froude scaling

In 2023, Van Balen (2023) spent five months in the HR Wallingford research center in UK for his thesis
project. His aim was to physically replicate scaled tsunami waves impacting a beach and analyze the
mitigating effects produced by both hard structures and nature-based solutions.

In particular, many experiments were set up to simulate the impact of tsunami waves on an offshore
breakwater within a controlled flume environment. These experiments were part of a bigger multi-
disciplinary research project called MAKEWAVES (2024).

In his research, Froude scaling was used to replicate the physics of tsunami-structure interaction in a
feasible laboratory scale. Froude scaling is in fact often recommended when modelling free-surface
phenomena like waves, as gravity is the main driving force both in the model and prototype (the real
scale phenomenon) (Hughes 1993). This scaling technique is based on the requirement that the Froude
number is exactly the same in both the model and prototype .

The Froude number is defined as follows:

o U (3.1)

where v is a characteristic velocity, typically wave celerity, i is the water depth and ¢ the gravitational
acceleration.

Particular attention should be posed to the Reynolds and Weber number when using Froude scaling.
The two numbers can be defined as:

Re = %l (3.2)
2

We =PV (3.3)
Os

In which p is the density of water, | a characteristic length, and o the surface tension. While Re
describes the relative importance of viscous effects, 1We characterizes the importance of surface tension
effects. Using the celerity ¢ as characteristic velocity and the water depth h as characteristic length,
Van Balen (2023) calculated the Reynolds number to vary within a range of 3.3 — 3.9 - 10° and the
Weber number between 1.4 — 1.7 - 10° in the experiments. With these values, according to McGovern
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et al. (2018), Froude scaling techniques can be used neglecting the scale effects from Re and We. The
conservation of Froude number in the model (m) and prototype (p) can be formulated as follows:

Um

__ U
\/ m Lim \/gpr

A scale factor was introduced to indicate how much smaller the model is compared to the prototype:

(3.4)

ng = 2 (3.5)

where L, is the length scale of the prototype and L,, the length scale of the physical model. To en-
sure an undistorted model, all length scales were scaled accordingly in the experiments. Table 3.1
summarizes the typical scales determined by Hughes (1993) used in Froude scaling.

Table 3.1: Froude scaling factors according to Hughes (1993)

Variable Unit Froude Scale
Length L nr,
Volume L3 ny
Time T N2
Frequency — T7! N
Velocity LT N3
Acceleration LT—2 1
Discharge L3r-1 n3:5
Pressure M-1LT=2 ng
Force MLT—2 ny
Angle ° 1

For long wave modelling, Heller (2011), recommended a maximum scale of 1:50 to ensure accurate
representation of the physical processes.

The Tsunami Simulator housed at HR Wallingford, introduced in Section 2.4, was used for the gen-
eration of tsunami waves, after being proved to effectively replicate tsunami waves at a 1:50 scale
(McGovern et al. (2018)). The scale factor used in the experiments was therefore equal to 50, mean-
ing that distances were scaled by a factor of 50, while timescales by a factor /50, according to table 3.1.

3.1.2. Generated waves

The waves generated had periods T ranging from 20 to 240 seconds, equivalent to prototype periods
of 140 to 1700 seconds, falling within the range of typical real tsunami wave periods of 90 to 7000
seconds (McGovern et al. 2018). All the experiments performed involved very long waves in a shallow
canal (% < %), allowing the use of shallow water approximation theory. The wave celerity can be
defined using the shallow water equations:

c=+/g(h+at) (3.6)

where h is the constant still water flume depth and o™ is the positive amplitude of the wave as shown
in Figure 2.3. The waves simulated to represent tsunamis were E and N type waves, as defined by
Madsen et al. (2008) and detailed in Section 2.4.

The study utilized the second generation of the Tsunami Simulator (TS) located at HR Wallingford.
The capability of the TS to simulate N and E waves as defined in 2.1 was already demonstrated by
McGovern et al. (2018) and its mechanism of wave generation is better detailed in Van Balen (2023).
lllustrations of the shapes of these typical waves are provided in Figure 2.3 . In this research, the
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focus was on the study of the E20 wave, corresponding to an elevated wave with a modelled period
of 20 seconds. The equation of E waves can be obtained by imposing A; = 0 in Equation 2.2. In the
experiment, the elevated wave was followed by a depression deriving from the generation of the wave
by the paddle. However, the E-waves as defined by Madsen et al. (2008) follow the shape illustrated in
Figure 2.3b, meaning that the tsunami is characterized by a single positive elevation only. Therefore,
this study focused on the analysis and numerical reproduction of the positive elevation only.

3.1.3. Experimental set-up and instrumentation

The experiments took place in a physical flume which was 100 m long and 1.8 m wide. The water depth
was set to 1.02 m in still water conditions and the tsunami simulator was positioned at the far right end
of the flume, with its tip taken as an origin. The breakwater structure was placed at a distance 52.12
m from the tsunami simulator’s tip. The flume was characterized by a constant flat bathymetry from its
origin at z = 0 m to the landward toe of the breakwater rubble mound, at x = 55.2 m. After this part, the
bed of the flume was inclined with an angle 1:30 until the end located at z = 100 m. The location of the
still water level was = = 85.30 m. Right after this location, the bottom extended for 15 further meters
out of the water to simulate a beach with a 1:30 slope. On the beach, a rough board was placed to
simulate the presence of a mangrove forest and was not removed for the tests involving the breakwater.
Figure 3.1 shows a picture of the flume used in the experiments

Various equipment, including wave gauges, vectrinos, and pressure transducers, were placed along
the flume and on the caisson faces to collect data such as surface elevations, velocities, and pres-
sures. For elevation data collection, 15 resistance-type wave gauges were used, comprising 8 Long
Wave Gauges positioned off- and nearshore and 7 Short Wave Gauges onshore. The gauges moni-
tored water levels in real-time with an accuracy of 0.0005 m. The wave gauges were calibrated daily
to ensure consistency between daily measurements.

To analyse pressures and forces on the breakwater, 4 pressure transmitters and 8 pressure transduc-
ers were installed on the caisson’s front, rear, top, and bottom face. Their positions are illustrated in
Figure 3.2b. These sensors register pressure exerted by the water on the breakwater. The sensors
are characterized by a flush diaphragm with a 17 mm diameter. It was assumed that the measured
values corresponded with the pressure at the location of the sensors’ axes. The combined linearity
and hysteresis errors are less than 0.25% of the full scale range. Prior to their use, the pressure sen-
sors were lowered into a water column with know height and calibrated determining the zero pressure
value. Therefore, the pressure values measured by the transducers did not account for the still water
hydrostatic pressure acting on the sensors, that was added to the measurements for data analysis in
this thesis.

For every Pressure Transducer and Transmittors (PTs), the hydrostatic pressure is given by the follow-
ing formula:

Phydrostatic = ﬂgh (37)

With p = 1000 kg/m3 for water, g = 9.81 m/s? and h the distance between the free surface and the axis
of every PT.

All measurement equipment was connected to a 64-channel board, linked to an HR Wallingford-supplied
desktop running HR DAQ software for calibrations and data collection.

3.1.4. The physical breakwater model
The breakwater used in the physical experiments was inspired by the Kamaishi breakwater (Arikawa
et al. 2012) shown in Figure 2.2.

The breakwater constructed in the physical flume, and subsequently reproduced in the numerical flume,
was formed by an impermeable wooden caisson placed on top of a permeable rubble mound. The
caisson had dimensions of 560 mm height and 460 mm width. It was mounted on battons bolted into the
walls of the flume. To enhance caisson rigidity, numerous ribs were mounted inside. The rubble mound
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was composed of three permeable layers formed by aggregate with different dimensions, consisting of
a core, an underlayer and a toplayer.
The grading consisted of aggregate with the following sediment sizes:

» Toplayer: 10-17 mm
* Underlayer: 10-20 mm (30%), 5-10 mm (65%), 1-5 mm (5%)
» Core: 10-20 mm (30%), 5-10 mm (60%), 1-5 mm (10%)

In Figures 3.2a and 3.2b, a zoom on the breakwater model and its pressure sensors is depicted.

TSUNAMI SIMULATOR
SWL LWGB LWG7 LWG6E LWGDH & WG4 LWG3 LWG2 LWGT

- <l

Figure 3.1: Flume used in the physical experiments (Van Balen 2023)
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Figure 3.2: Experimental flume and breakwater model

3.1.5. Preliminary signal processing of experimental data

All the pressure sensors time series collected in the experiments were contaminated with high fre-
quency noise which made the recorded signals difficult to analyse. To limit the effect of noise, all the
pressure time series were filtered with a low pass filter, capable of eliminating the noise frequencies.
A Fast Fourier Transform (FFT) was applied to every pressure record to identify the frequencies of the
signal and of the noise. All signals spectra showed higher peaks of signal amplitude at low frequencies,
corresponding to the signal, and smaller peaks at higher frequencies, identified as noise. The cut-off
frequency for the filters was set to 0.3 Hz, meaning that all the frequencies above 0.3 Hz were removed
from the signal. 0.3 Hz was recognised as the maximum frequency below which the signal was not
noise, after performing a sensitivity analysis on the cut-off frequency.

It must be acknowledged that elevations data obtained from wave gauges located on the rear side
of the structure and close to it, like at LWGG, are less reliable than those from gauges located in the
front. This discrepancy is due to the limitations of wave gauges when they encounter biphasic water-
air turbulent flow. In fact, the employed wave gauges measure the water level variation based on
the conductivity change as a function of wetness. The presence of air bubbles mixed with water in
the region behind the breakwater, caused by the overflow jet falling behind the structure, hindered
measurements due to the different conductivity of air and water. Because of these reasons, LWG6 in
particular recorded an elevation signal highly contaminated by small amplitude oscillations, attributed to
the alternation of air and water particles. The pressure sensors on the lee side of the caisson were also
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affected by the presence of air bubbles in the water. Pressure transducers and transmitters utilize strain
gauges to measure the pressures acting on them, which operate by detecting changes in electrical
resistance. The alternation of water particles and and air bubbles hitting the transducers induces high-
frequency oscillations in the pressure records. This is the reason why pressure sensors on the lee
side of the structure, apart from the instrumental noise, were also contaminated by further oscillations
that hindered their interpretation. For the sensors experiencing multipase flow, a LPF with the same
cutoff frequency as the other sensors of 0.3 Hz was applied, for consistency of data . This cut-off was
capable of removing most of the noise affecting the signal and partially limit the fluctuations caused by
the biphasic fluid behind the caisson.

As a reference, Figure 3.3 shows the result of the filtering procedure of a pressure sensor.

15{ — Original signal
— Filtered signal

Pressure [kPa]
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105
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Figure 3.3: Original and filtered pressure signal at PT3

3.2. Numerical model

3.2.1. OpenFOAM and waves2Foam

OpenFOAM (Open-source Field Operation And Manipulations) is a C++ based open source software
mainly used for Computational Fluid Dynamics (CFD). It was originally released in 2004 by OpenCFD
Ltd. For this research, OpenFOAM 2206, released in June 2022 was used. This version was preferred
to the newest 2312 as it was the latest available version compatible with the waves2foam library when
the research started.

Waves2foam is a toolbox implemented by Jacobsen et al. (2012) used to generate and absorb free
surface water waves, using interFoam as a base solver. This tool is capable of solving the Reynolds-
Averaged Navier-Stokes (RANS) equations for multi-phase incompressible flows, with a tracking of the
free surface through the Volume of Fluid (VOF) approach, explained in Section 3.2.5 .

The basic form of the Navier-Stokes continuity and momentum equations used in waves2foam are
defined by Larsen et al. (2019b) as follows:

8ui

=0 (3.8)
b om0 op 9 oo o
ot Vs, T Tom  Y%ign T o, PHSu) TRy (3.9)

Whereu; are the mean components of the velocities, z; the Cartesian coordinates, p the fluid density,
taking a constant p,,.:. Value in the water and a constant p,;,- value in the air. p* is the pressure minus
the hydrostatic potential pg;x;, g; is the gravitational acceleration, 1 = pv is the dynamic molecular
viscosity, and S;; is the mean strain rate tensor, defined as:

2 al’j 8331

Si; = (3.10)

Finally, in the last term of equation 3.9, o, is the surface tension between water and air,  is the local
surface curvature and « an indicator field which takes a value of 0 in the air and 1 in the water.
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The evolution of « is determined by the continuity equation, which can be expressed in terms of « as:

Oa  Oau;

E—‘r 8mj

=0 (3.11)

In the waves2Foam framework, maintaining the sharpness of the interface of flows poses a numerical
challenge. To tackle this issue, a numerical interface compression method was employed, called "Mul-
tidimensional universal limiter with explicit solution” (MULES). This approach is implemented to ensure
the accuracy and stability of the simulation by effectively managing the interface sharpness and regu-
lating phase fluxes within the computational domain.

3.2.2. The relaxation zone technique

Waves2Foam allows the use of the relaxation zone boundary condition to avoid reflection of waves
from outlet boundaries and interference of internal reflected waves with the wave maker boundaries
(Jacobsen et al. 2012). Relaxation zones work by weighting the computed solution (velocity and indi-
cator function) and the target solution (based on the imposed wave theory, i.e. the solution modelled
by OceanWave3D). The computed solution is solved each time step with the equations:

¢ =ag- ébcomputed + (1 - OéR) : ¢target (3-12)

_exp (X?f:é5) -1

(1)1 el (3.13)

ar(xr) =1

¢ can be imposed as either the velocity u or the indicator parameter a. ap is the relaxation function.
xr is defined such that a is equal to 1 (xr equal to 0) at the interface between the non-relaxed part
of the computational domain and the relaxation zone, ensuring that only the computed values remain.
Conversely, at the opposite side, xr is equal to 1 (ag equal to 0), ensuring that only the target solution
remain (Moretto 2020).

3.2.3. OceanWave3D

For the generation of the wave modelled in the physical lab, the nonlinear potential flow solver Ocean-
Wave3D (OCW3D) was employed. OceanWave3D is a finite difference model based on nonlinear and
dispersive potential flow assumption. A detailed description of how potential flow solvers like OCW3D
work is given by Engsig-Karup et al. (2009). The model can be used to simulate waves propagating on
a canal in shallow water conditions. Its performance is in general very good in case of weakly non-linear
and fairly long waves, like tsunamis (Moretto 2020).

In OCW3D, the potential flow is fully characterized by means of a velocity potential function ¢, repre-
senting the particles velocities in the water, and the position of the free surface 7 relative to the SWL.
The particles motion is assumed irrotational, meaning that Vu = 0. This assumption is valid if the
viscous terms are not dominant in the fluid. Engsig-Karup et al. (2009) noted that viscous effects are
usually not important away from solid boundaries, therefore the potential fluid approximation can be
applied in the first and last part of the numerical domain, far from the breakwater. On the other hand,
in the part of the flume where the tsunami wave interacts with the breakwater, achieving an accurate
resolution of phenomena like wave overtopping and its associated physics is essential. Consequently,
OpenFOAM serves as the chosen computational fluid dynamics solver for this specific task in the inner
part of the numerical domain.

The complete flume used in the numerical model can be seen in Figure 3.4.

A time varying, inhomogenoeus Neumann boundary condition is expressed by means of a Laplacian
equation:
oo
or
Imposing u,, as the horizontal velocity of the wave paddle, the experimental conditions can be recreated
with OCW3D (Paulsen (2013)).

u, (3.14)
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3.2.4. Coupling OpenFOAM with OceanWave3D

The coupling between OpenFoam and OceanWave3D was firstly achieved by Paulsen (2013). The two
solvers can be coupled using a relaxation zone capable of transferring the hydraulic conditions from
the OCW3D domain to the OpenFOAM solver. OCW3D calculates a target solution at its interface with
the OpenFOAM domain, that is transferred to the latter. The relaxation zone is prescribed in the inlet
of the OpenFOAM domain. Numerous validation studies using the coupling between OceanWave3D
and OpenFOAM were performed before and during the period of the JIP CoastalFOAM (2015-2019).

3.2.5. The Volume of Fluid method

The assumption of the potential flow theory used in OceanWave3D is not valid at the interface between
waves and coastal structures. In those regions, the flow is expected to be highly non-linear (Moretto
2020). To model flow in this circumstances, a two-phase incompressible Navier-Stokes solver was
introduced to the RANS model, considering the flow of air and water together. In particular, the free
surface waves are tracked with the so called Volume of Fluid (VOF) equation. This equation is imple-
mented in the MULES technique used by OpenFoam in order to obtain a non-diffusive solution when
solving transport types equations. The MULES technique is represented by the following equation:

oo 1
E+E[V~ua+v-ur(1—a)a]—0 (3.15)

Where the term }L guarantees that only the pores of porous material can be filled with water (n is the
porosity of the permeable structure), u is the velocity expressed in Cartesian coordinates and u, is
the relative velocity between fluids. Utilizing a two-phase approach leads to smearing at the interface
between the two fluids, which is mitigated by the last term on the left side of the equation. This last
term is activated when the indicator function « lies between 0 and 1. The indicator function is found by
solving Equation 3.15 in every grid cell. When doing so, the volume fraction of the fluid in each cell is
obtained and tracked. Dry cells are represented by an « value of 0, while completely wet cells have
an « value of 1. The value of the indicator factor « is then used to compute properties such as the
density and viscosity of every grid cell, subsequently used in the RANS equations, which provide the
time-averaged velocities in each grid cell. The velocities are subsequently re-applied to equation 3.15
to re-evaluate the indicator function in each grid cell. The process is repeated for every dynamic time
step. Further explanation on the VOF method can be found in Berberovi¢ et al. (2009). For the correct
implementation of the method, a mesh refinement is performed around the water level, as suggested
by Moretto (2020).

3.2.6. Turbulence modelling

Turbulence is a complex three-dimensional, time-dependent and nonlinear fluid motion. When a flow
is turbulent, various length scales interact, energy transfers occur, and mixing unfolds both horizontally
and vertically. As the motion progresses, energy shifts from larger eddies to smaller ones until it dissi-
pates into heat.

The Reynolds-averaged Navier—Stokes (RANS) equations are transport equations primarily used to de-
scribe turbulent flow. In the RANS equations, flow quantities are decomposed into their time-averaged
and fluctuating components (Reynolds decomposition). Employing these equations introduces an addi-
tional term in the Navier-Stokes equations presented in Section 3.2.1, known as Reynolds stress, which
allows for turbulence modelling. The resolution of this term is achieved with the use of a turbulence (or
closure) model. Different turbulence models have been developed to accurately model coastal turbu-
lent processes such as wave breaking.

The formally stable £ — w closure model developed by Larsen and Fuhrman (2018) was used in this
research, where k represents the turbulent kinetic energy and w is the specific turbulent kinetic energy
dissipation rate. This model is particularly convenient because, by design, it defaults to a desired un-
modified k—w model in uniform boundary layer flows and other sheared regions, it is fully consistent with
the Boussinesq approximation, and does not require modification of any standard closure coefficients.
The model was developed as an alternative to the most commonly used two-equation closure models,
that were demonstrated to be unconditionally unstable leading to asymptotic exponential growth rates
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for the turbulent kinetic energy and eddy viscosity (Larsen and Fuhrman 2018).

On the other hand, the stabilized model derived by Larsen aimed at avoiding unbounded growth of
turbulent kinetic energy. The model was tested and validated for problems involving both non-breaking
and breaking surface waves. (Larsen and Fuhrman 2018).

To avoid the overproduction of turbulent kinetic energy, the stabilized model uses two stress limiting
coefficients A; and 2. Here, their values are set to \; = 0.875 and A, = 0.05, to bar the overestima-
tion/underestimation of k& and w, following tests performed by Larsen and Fuhrman (2018) for breaking
gravity waves.

The initial w value is setto w = w, = 2.71,/py = 0.043 , and the initial ko value to kg = 0.1lwcv = 4.3
-1078. py is calculated from Equation:

k?UHQU?D
{(po)) = 5o o o) (3.16)

Finally, the specification of the initial value of the normalized turbulent viscosity v, follows from the
relation:

€] >

(3.17)

Vy =

where @ is defined as:

@ = max {w, A Po — pb,)\gﬁpow} (3.18)
B B* pa

For further explanations on the parameters introduced in the Equations above, the reader is referred

to Larsen and Fuhrman (2018).

Particular caution is needed when modeling turbulence together with a porous solver in OpenFOAM.
In this research, the porosity model developed by Jensen et al. (2014) was employed to simulate water
flow through the breakwater’s porous rubble mound. Jensen et al. (2014) highlighted that the resistance
coefficients used by the porous solver already account for the turbulence effects inside the porous
media and no further turbulence model should be included. Furthermore, Mata and Van Gent (2023)
found out that including a turbulence model in a numerical simulation that uses the porous solver results
a severe effect on the flow through the porous media.

In the present case, however, it is crucial to represent the turbulent dynamics that follow from the
overtopping jet falling on the lee side as accurately as possible. Therefore, a turbulence model is
employed and the overestimation of turbulence in the porous media is limited by setting the K'C number
to 10’000, as explained in Section 3.2.7.

3.2.7. Porosity modelling
To model flow through the breakwater’s porous rubble mound, the porousWaveFoam solver, developed
by Jensen et al. (2014) was used. Inside the porous media, the velocity is defined as the filter velocity
u, related to the pore velocity u, through the following equation, where » is the porosity of the medium
(Barendse 2021):

U = nuy, (3.19)

The continuity and momentum equation solved by porousWaveFoam are modified to take into account
the porosity effects. This leads to the following modified RANS equations:

V(@ =0 (3.20)

1 1
4oy ly. %uuT = -Vt g (x—x)Vpt V- puaVu—F, (3.21)
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where p is the density of the fluid, « the velocity vector in Cartesian coordinates, ¢ the time, x = (zyz)
the Cartesian coordinate vector, x,. the reference location, p* = p — pg - x the excess pressure and s
the total dynamic viscosity (Jensen et al. 2014). C,, defines the added mass coefficient, where ~, is a
closure coefficient, set to 0.34:

Con = o= (3.22)

The flow resistance imposed by the porous media, F,, is described by the Darcy-Forchheimer resis-
tance equation:

F, = au + bp||lulu (3.23)

This equation includes linear, non-linear and inertia forces to account for accelerations. When the first
term dominates, the flow behaves as laminar, while if the second term dominates, the flow behaves as
turbulent.

a and b are resistance terms defined by Van Gent (1995) as :

(1-n)? v
7H5\1—n 1

In equations 3.24 and 3.25, v is the kinematic viscosity, while d,,5( is the nominal diameter of the porous
material. « and 3 are called resistance coefficients. These coefficients were originally introduced
by Van Gent (1995), who performed experiments for stationary and oscillating flow, concluding that
their value should be set to @ = 1000 and 8 = 1.1. However, the determination of the resistance
coefficients is highly empirical, and many other values have been proposed in literature. Losada et al.
(2008) elaborated on the complexity of resistance coefficients, noting that those determined by Van
Gent (1995) might not be valid under oscillatory flow conditions and waves propagating and breaking
over slopes. He emphasized the numerous parameters influencing these coefficients, including the
Reynolds number, the shape of the stones, the grade of the porous material, the permeability, and flow
characteristics. However, the precise description of these parameters is still not completely understood
for waves propagating over slopes such as rubble mounds. Based on a comparison of experimental
data and numerical results, Losada proposed average values of o = 200 and 5 = 0.8. Further studies
from Jensen et al. (2014), suggested values of o = 500 and 3 = 2.0 to consider all possible flow regimes
in porous media. Mata and Van Gent (2023) suggest to avoid using too low values of the coefficients
because they can result in the generation of numerical dissipation in OpenFoam. In their test, the
original values recommended by Van Gent (1995) were used. In this study, the values suggested by
van Gent, Losada and Jensen are all tested to determine which sets performs better for the current
experiment.

In equation 3.25, KC is the Keulegan-Carpenter number, which describes the relative importance of
the drag forces over inertia forces in oscillatory fluid flow. Small K'C numbers are observed when inertia
dominates, while large K'C' numbers are typical of dominating drag forces.

Studies by Jacobsen et al. (2018) disregarded the contribution of the K'C number by assigning it a
very high value. This is equal to limiting the influence of oscillatory movement in the estimation of the
nonlinear drag coefficient in the porous media. Moreover, Jacobsen et al. (2015) highlighted how the
estimation of the K'C number is difficult and not fully understood yet. Additionally, due to the rapid
damping of wave energy through the permeable structure, the K'C number should ideally be used with
a temporal and spatial distribution.

To limit the overestimation of turbulence in the porous media, as explained in Section 3.2.6, this study
also limited the influence of the oscillating flow, setting the K'C' number to a default value of 10’000.

Porous zones were implemented in OpenFOAM using the porosityZones dictionary in waves2Foam.
Apart from specific parameters of the Darcy-Forchheimer equation, such as «, g and the KC number,
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parameters typical of the breakwater model used in the experiments were also specified in OpenFOAM.
These include the median diameter d5, and the porosity of the layers n.

The median diameters were directly estimated from the grain size distribution of the three layers. Specif-
ically, they were imposed to 0.0135 m 0.0085 m, 0.0083 m respectively for for the external, intermediate
and core layer.

To calculate the porosity, many empirical formulas exist. In this thesis, the approach presented in the
Rock Manual (CIRIA 2007) and highlighted by Moretto (2020) was used. The porosity is estimated
based on the grain size distribution parameters of the Rosin-Rammler (Ros-Ram) curves, such as the
uniformity index nggp.

The bulk porosity is obtained following the equation:

1 180
Ny = 90 (eo) - arctan (0.645 - ngrp) - — (3.26)
s

In Equation 3.26, ¢ is the void ratio associated to the single-size particles of different shapes and it
typically ranges between 0.92 and 0.96. Here the average value 0.94 is taken. The uniformity index
nrrp, describes the shape of the Ros-Ram curve and is used to measure the uniformity of a particle
size distribution. To obtain the uniformity index, the nominal lower limit mass (NLL) and the nominal
upper limit mass (NUL) of the gradings are needed. These parameter were obtained from the sieve
curves of the rubble mound layers, applying the relations M = d,,*p and d,, = 0.84d. For coarse grading
aggregates, with diameters lower than 200 mm, the NLL and NUL masses are determined based on
the allowable passing fractions of 10% and 95%, respectively. The resulting bulk porosity values were
imposed to 46.93%, 36.16% and 35.28% respectively for the external, intermediate and core layers.

3.3. Numerical set-up

3.3.1. Computational domain

Two computational domains were defined and merged together in order to simulate the whole physical
flume used by Van Balen (2023). In OceanWave3D, a two-dimensional numerical domain was defined
as a 100 m long flume. The origin of the flume, = = 0 m is the location where the paddle velocity signal
was imposed and corresponds with the physical position of LWG2. The OCW3D flume had an horizon-
tal bottom for its entire length. The interface between OceanWave 3D and OpenFOAM is located at z
=20 m. Here, the wave was transferred to OpenFOAM. The OpenFOAM domain starts at + =20 m
and and extends to z = 81 m. It is composed of a flat bed that extend to = = 38.1 m, followed by a bed
inclined with an angle 1:30 in accordance with the experimental flume.

In the OpenFOAM domain, the breakwater was inserted , with the toe of the rubble mound 34.95 m far
from the origin.

The OpenFOAM domain also included a part of free beach after Still Water Level. This was done to
completely reproduce the experimental flume without removing the effect of wave reflection that influ-
enced results on the rear side of the structure. However, the physical flume also included a rough board
placed after Still Water Level that simulated a mangrove forest. The roughness board was capable to
limit the run up of water on the beach causing more reflection of water from the beach to the breakwater.
In OpenFOAM, this configuration was not implemented, and less reflection was observed on the lee
side causing lower elevation values after the transit of the wave and the end of overtopping.

The employed OpenFOAM domain was also two - dimensional, and extended for 2 m in the y direction.

Two relaxation zones were inserted in the numerical flume. The first one, at the beginning of the
OpenFOAM domain, was used for wave transferring from the OceanWave3D domain. Moreover, one
relaxation zones was imposed at the end of the domain to absorb the incoming wave and avoid wave
reflection in the OceanWave3D flume.

In figure 3.4, a sketch of the numerical flume with the imposed relaxation zones is given.
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Figure 3.4: The numerical flume implemented in this research.

In the numerical flume employed in OpenFOAM, wave gauges were located at the same locations as
LWG4, LWG5, SWG4, SWG6 and LWG6 close to the breakwater and on top of it, to validate the model
against physical elevation data. Additionally, two wave gauges were placed at the seaward and land-
ward edges of the caisson to have further information on the evolution of the numerical elevations on
top of it.

3.3.2. Mesh Resolution

After the set up of the flume geometry, the two dimensional mesh was generated, following recom-
mendations given by Jacobsen et al. (2012). A structured mesh, formed by cells of hexahedral shape,
was used since it is generally more accurate and less computationally expensive than unstructured
ones. Moreover, the aspect ratio ﬁ—; was kept to 1 throughout the computational domain to improve
the accuracy and numerical stability of the model, as suggested by Jacobsen et al. (2012).

OceanWave3D

The mesh resolution In OCW3D was tested upon conducting a sensitivity analysis to reach grid conver-
gence. The detailed results of the analysis are shown in the Appendix B. The aim of the sensitivity, or
grid convergence analysis, was to make the computational solver independent of the mesh. By doing
so, the final mesh that was used better represented the matching between experimental and numerical
data. The resolution was tested according to the recommendations given by literature on numerical
modelling of tsunami waves.

The JIP CoastalFOAM program recommended the use of more than 10 cells per leading wave length.
Moretto (2020) suggested to use 165 cells per wave length. For the vertical refinement, the resolution
is determined prescribing a certain number of layers in OceanWave3D. Jacobsen et al. (2018) used
12 layers for vertical resolution of OceanWave3D with good outcomes, Mata (2021) used 11 to 16 lay-
ers. Following these recommendations, three horizontal and three vertical resolutions were tested in
OceanWave3D. The final resolution in the OceanWave3D domain was 12 layers in the vertical direction
and a Az of 12 cm, corresponding to 833 grid points in the x direction. The resolution was obtained
following the sensitivity analysis described in Appendix B and comparing the Root Mean Square Errors
(RMSE) between the experimental elevation timeseries and the numerical ones. The RMSE quantifies
the average difference between two datasets, experimental and numerical elevations in this case. A
lower RMSE value indicates a smaller discrepancy between the experimental and numerical signals.
The E20 wave length L can be estimated as L = ¢- T where T is the wave period and c is the celerity.
Assuming a celerity of 3.36 m/s as measured by Van Balen (2023) at LWG5 and a period of 20s for
the E20 wave, the resulting wave length is 67.2 m. Using 833 cells ensures that the recommendation
suggested by Moretto (2020) was followed.



3.3. Numerical set-up 20

OpenFOAM

Also for the OpenFOAM domain, a grid convergence study was performed following the recommenda-
tions given in previous studies. The detailed results of the grid convergence analysis are presented in
Appendix C. Madsen et al. (2008) recommended to use at least 100-150 cells per wave length and not
less than 5-10 cells over the wave height for the vertical resolution.

Mata (2021) used 9 to 21 cells per wave height as a resolution close to the free surface. The number of
grid cells per wave height is usually normative to define the resolution in OpenFOAM. The resolution is
usually studied determining the number of cells based on the wave height and keeping the aspect ratio
to 1. Therefore, the resolution in OpenFOAM was tested considering the height of the E wave in this
research. The same resolution was then always applied in the horizontal direction, so that the aspect
ratio was maintained at 1.

Based on the elevation timeseries observed in the physical experiments, different areas of refinement
were defined in the OpenFOAM domain. A base, coarse mesh was defined in the whole domain,
and progressive refinement zones were prescribed in areas of interest. A first refinement zone was
applied around the SWL, 0.2 m above and below it, offshore and onshore of the breakwater, to correctly
capture the surface elevation evolution. Another refinement zone was applied in the region of the
porous layers, as well as around the caisson. This was done to ensure that the caisson and porous
layers matched as much as possible the original geometries, since the "SnappyHexMesh” feature of
OpenFOAM follow the mesh edges to define the breakwater shape. To measure wave elevations and
pressure distributions behind the caisson, and correctly capture the amount of water overtopping the
caisson, two final refinement zones were defined on top of the caisson, and behind it extending to the
location of LWG6. Each refinement zone was assigned a number of refinement levels (nrf). If the
resolution of the base mesh is Ax;,s., the resolution of every refinement zone is equal to:

Axbase
onrf

Amrefined = (327)

The number of refinement levels for every refinement zone varied between different simulations to study
the effect of the grid dimension on the results.

When performing the sensitivity analysis of the OpenFOAM mesh, three resolutions were tested in
front of the caisson and around the SWL: Az = 1.5 cm, Az =0.75 cm and Az = 0.625 cm. . In fact, it
was crucial to obtain reliable elevation values in front of the caisson for correct representation of wave-
induced hydrostatic pressures. In the remaining region below SWL, the resolution can be coarser to
save computational time. With an offshore wave height H = 7.2 cm, and considering that the aspect
ratio of the mesh ﬁ—j is always kept to 1, the three resolutions tested correspond respectively to 5, 10
and 12 cells per offshore wave height. Both resolutions of Az = Ay = 0.625 cm and Az = Ay =0.75 cm
around the water surface and in front of the caisson showed good reproduction of the elevation time
series offshore and pressure records, with a mean RMSE of 0.01 cm at LWGS. Given the very small
difference in results between the two meshes, a final resolution of Ax = Ay = 0.75 cm was chosen, to
save computational time while still having a good representation of the experiment in the first part of
the flume. The base mesh in the OpenFOAM domain had a resolution of 6 x 6 cm. Hence, three levels
of refinement were applied offshore of the caisson. Subsequently, three resolutions were tested on top
of the caisson, namely Az = 0.75 cm, Az = 0.375 cm and Az = 0.188 cm, further refining the region.
With a maximum elevation of 3.2 cm above the caisson’s top, these resolutions correspond to setting
4, 8 and 17 cells per wave height. A resolution of Az = 0.375 cm was finally employed on the top
region of the caisson, corresponding to four further levels of refinement. Starting from this resolution,
different refinements were tested behind the caisson, namely Ax = 0.75 cm, Az = 0.375 cm and Ax
= 0.188 cm. With a mean elevation of 1.35 cm recorded at LWG6 as a consequence of overflow, the
three resolutions correspond to imposing respectively 2, 4 and 7 cells per wave height. Surprisingly,
on the lee side of the caisson, the resolution that produced best results was Ax = 0.75 cm, as shown
in Chapter 4.

The mesh was generated in OpenFOAM through the "BlockMesh” utility, and then refined with the
"SnappyHexMesh” dictionary.
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The detailed informations and results of the OpenFOAM sensitivity analysis are shown in Appendix C.
The final configuration of the OpenFOAM domain with its refinement zones is shown in Figure 3.5.

SWL

[ ]Base mesh - Cell size : 6 cm x 6 cm

[ two levels of refinement - Cell size : 1.5 cm x 1.5 cm

[l Three levels of refinement - Cell size : 0.75 cm x 0.75 cm
Il Four levels of refinement - Cell size: 0.375 cm x 0.375 cm

[ Jimpermeable layer : removed from the mesh

Figure 3.5: The refinement zones defined in the final OpenFOAM domain

3.3.3. Temporal resolution

The temporal resolution of a numerical scheme must be chosen such that the Courant-Friedrichs-Lewy
(CFL) condition is satisfied for the convergence of the solution. The CFL condition is satisfied if the
full numerical domain of dependence contains the analytical domain of dependence. This ensures that
the information does not travel faster than the distance between mesh elements. The CFL condition,
necessary for the stability of numerical models, is defined by the Courant Number Cp which must be
smaller than a maximum allowable value :

uAt

Co="As

(3.28)

where u is the velocity , At the time step and Ax the space resolution.

For the free surface time integration, the explicit four-stage, fourth-order Runge Kutta scheme is applied
in OCW3D. The maximum Courant number prescribed in OCW3D is 0.8. On the other hand, Open-
FOAM has larger Courant restriction and allows lower maximum Courant Number than OceanWave3D.
In OpenFoam, the At is adapted at every iteration and is constrained by the imposed Co ;q5-

Larsen et al. (2019b) studied the performance of the interFoam solver when simulating progressive
waves. They concluded that using a low value of the C'o number, namely 0.05, would limit problems that
the interFoam solver could present when simulating gravity waves, such as increasing wave heights, a
wiggled interface between water and air, spurious air velocities, and severely overestimated velocities
near the crest. Following their recommendations, a maximum Courant number of 0.05 was used in this
research.

When the two softwares are coupled, OpenFOAM adjusts the time step of OCW3D so that the numeri-
cal stability is not compromised in the coupling.

3.3.4. Wave generation

The wave generation was done with OceanWave3D, imposing Equation 3.14, where u,, is the paddle
horizontal velocity, as an inlet boundary condition. The paddle velocity timeseries was obtained impos-
ing the continuity equation (3.8) as a mass balance between the vertical displacement of the paddle
and the volume of water transported by the crest of the wave and using the shallow water approxima-
tions. This equation was integrated with the values recorded at LWG2. The paddle velocity signal was
extrapolated with a timestep At = 0.01 s The signal was imposed at the location of LWG2 in the numer-
ical flume, which acts as inlet boundary and origin of the domain in OceanWave3D. As a consequence,
the other LWGs and the breakwater are at a relative distance from the location of LWG2.
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3.3.5. The numerical breakwater

In the numerical flume, a breakwater was inserted in the OpenFOAM domain representing the same
model used in the physical experiments and described in Section 3.1.4. The impermeable caisson was
recreated in the numerical flume extruding it from the domain with the "SnappyHexMesh” utility. Also
the concrete protection blocks placed at its bottom edges were impermeable and therefore removed
from the domain.

To accurately reproduce the rubble mound, the geometries of the three layers were recreated and dif-
ferent porosity parameters were assigned to each layer. Using the "TopoSet” dictionary, the layers ge-
ometry were recognised as regions in the mesh. Subsequently, the regions were set to porosity zones
using the "porousWaveFoam” solver, which reads a "porosityZones” dictionary, containing porosity pa-
rameters for each layer. The implemented numerical breakwater was symmetric to the physical one
shown in Figure 3.2a, as the inlet was imposed on the left boundary in OceanWave3D.

The three porous layers were formed by aggregate with different dimensions, as explained in Section
3.1.4 . Section 3.2.7 gives an outlook on the porosity parameters that were used to define the differ-
ent porous layers. The measurement of pressures on the caisson’s faces was done with OpenFOAM
placing pressure probes at the same location as in the physical structure and additionally measuring
the pressures values at every cell at the interface with the caisson. Moreover, the total horizontal and
vertical forces timeseries acting on the caisson were extrapolated using the "forces” function.



Results

In this section, the results of both the physical experiment and numerical simulations are presented.
First, a detailed analysis of the outcomes from the experiments is provided. Next, the results of the
numerical modeling experiments are shown, validating the numerical model against the physical exper-
iment. The performance of the numerical model is further evaluated by comparing experimental and
numerical pressure distributions at critical instants and by assessing the stability of the caisson using
the numerical model.

Results are presented for the E20 wave experiment. The wave correspond to an elevated wave with a
period of 20 s, corresponding to a prototype period of 140 s. The shape of the wave can be visualized
in Figure 2.3. The period is here defined as the distance in time when 7(z, t) first up-crosses and then
first down-crosses the value corresponding to 1% of the positive amplitude a+. Because of the partic-
ular shape of elevated waves, the amplitude corresponds to the wave height and to the water surface
elevation above still water level. The E20 wave is the shortest and most impulsive wave simulated in
the experiments. This makes its analysis of particular interest, because it is the one that is expected to
exert the highest forces on the breakwater, as highlighted by Van Balen (2023).

4.1. Physical experiment results

4.1.1. Wave generation and propagation

The wave was generated by the tsunami simulator (TS) located at 2 = 0 m in the flume and propagated
over a distance of 52.07 m before hitting the breakwater’s rubble mound toe. A sketch of the flume
used in the experiments is presented in Figure 3.1. Appendix A presents the graphs illustrating the
evolution of surface elevation at wave gauge locations following wave propagation along the flume. At
the location of LWG2, 17.11 m away from the TS tip, the maximum recorded value, corresponding to
the wave crest elevation was 7.16 cm. The elevation was almost unchanged at LWG3, located 10 m
away from the previous wave gauge. However, at LWG4, the peak elevation significantly increased
up to 12.48 cm. This is due to the close proximity of LWG4 to the slope of the breakwater. Shoaling
above the rubble mound and partial reflection of the wave at the caisson’s front caused increase in the
water level. The increase was even stronger at LWGS5, located at the top of the rubble mound, 53.16 m
away from the TS. Here, partial shoaling above the porous rubble mound played a significant role and
the maximum recorded value was 13.27 cm. At ¢t = 99 s from the beginning of the experiment, the long
wave began impacting the caisson, resulting in increased pressure values recorded by the sensors on
the front face. The peak of the wave reached the caisson approximately 10 seconds later, at around
t = 110.5 s, when LWGS5 recorded the maximum surface elevation, and the sensors on the caisson’s
front face registered the highest pressure values.

On top of the caisson, two short wave gauges recorded the overtopping water surface elevation. The
overtopping process started about 5 seconds after the time of first impact of the wave on the caisson’s

23
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front face, and lasted for approximately 12 seconds. The maximum elevation values recorded on the
top of the caisson were lower than the ones recorded in front of the structure. The overtopping water
profile, sketched in Figures 4.4b and 4.4c resembled the shape of the overflow over a broad-crested
weir. Broad crested weirs are observed when 0.08<H;/L<0.33, where H; is the total energy head
upstream of the caisson and L is the length of the caisson (Goodarzi et al. 2012).

On the backside of the breakwater, a long wave gauge (LWG6) was positioned immediately after the
caisson. The elevation recorded from this gauge showed an initial increase, corresponding to the time
when the overtopping jet reached the caisson’s lee side and caused a rise in water level. This initial
elevation increase was not stable: it exhibited many small amplitude fluctuations, consistent with the
instrument’s response when a biphasic fluid flows through it, as explained in Section 3.1.5.

After this elevation increase, which lasted about as long as the overtopping event, a second, higher
peak followed half a minute later. The latter was caused by partial reflection of the wave on the lee
side of the breakwater and oscillations in the flume generating from the passage of the E wave. The
analysis on the lee side only focused on the first elevation and pressure peak, as it is the one directly
caused by the E wave.

4.1.2. Pressure distribution on the caisson

The caisson was equipped with 12 pressure sensors, each calibrated to measure zero pressure under
stillwater conditions. Because of this, the hydrostatic pressure was not included in the measurements.
To estimate the total pressure, the hydrostatic pressure must be added to the recorded one:

Ptot = DPrecord T Phydrostatic (41)

where p,...orq IS the pressure recorded by the sensor, resulting from the wave action, and filtered with
a LPF as explained in Section 3.1.5, while phydrostatic iS the stillwater hydrostatic contribution obtained
from Equation 3.7.

Like the elevations, the time series of the total pressures exerted on the sensors located on the seaward
face of the caisson displayed an initial peak followed by multiple other ones. The initial peaks coincided
with the increase caused by the wave overtopping the caisson and being transmitted through the rubble
mound. In contrast, the following pressure peaks resulted from partial wave reflection on the lee side
and oscillation of the water surface following the wave transit. Only the first pressure increase was
analyzed since it is the one directly caused by the E20 wave.

Pressure evolution on the front face of the caisson

Figure 4.1 shows the evolution of total, hydrostatic and hydrodynamic pressure timeseries obtained
from the pressure sensors located on the seaward side of the caisson. Only the time series relative
to the deepest sensor PT3 and the shallowest PT05, located out of water in still water conditions, are
shown. In Appendix A, the plots are shown for every pressure sensor. The total pressure is compre-
hensive of both a hydrostatic and a hydrodynamic wave-induced pressure component and follows from
Equation 4.1. The hydrostatic pressure components, in orange, were obtained summing the still water
hydrostatic pressure value acting on a sensor to the time-variant increment caused by the variation in
the surface elevation measured at LWG5, located just 25 cm away from the caisson. Equation 3.7 was
used, where h is imposed as the depth of the pressure sensor below the wave free surface. The dy-
namic component of the total pressure was calculated by subtracting the hydrostatic pressure from the
total one. To remove small oscillations and negative hydrodynamic pressure values, resulting from the
subtraction procedure, a Low Pass Filter with a cut-off frequency of 0.3 Hz was applied and negative
values were set to zero.
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Figure 4.1: Total, hydrostatic and hydrodynamic pressure in front of the caisson

In the front face, it is evident that the hydrostatic pressure component predominantly contributed to
the total pressure acting on the caisson, as already observed by Van Balen (2023). The hydrostatic
distribution of pressures in long waves, such as tsunamis, was also noted by Schiereck and Verhagen
(2012). For all the sensors, the hydrodynamic contribution showed no significant change in magni-
tude, accounting for up to 0.06 kPa. Although the magnitude remained relatively constant, the relative
contribution of the hydrodynamic pressure component increased closer to the still water level. The
maximum contribution was in fact recorded by PT05, located just outside the still water level, where
the hydrodynamic pressure accounted for 3.71 % of the total. For this sensor, the hydrostatic pressure
was determined subtracting a value zppg5 from the elevation at LWGS5, corresponding to the distance
between the sensor and the still water level. Conversely, the total pressure is simply the pressure
recorded by the sensor. The lowest contribution of the hydrodynamic component was experienced by
the deepest sensor, PT3, where the hydrodynamic pressure was only 0.78 % of the total measured
one. Overall, the hydrodynamic component of the pressures on the front face remains negligible, with
the hydrostatic component being dominant. Neglecting the hydrodynamic component would introduce
an error of less than 4 % in pressure calculations.

Pressure evolution on top of the caisson

A more significant contribution of the hydrodynamic pressure was observed on the top face of the
caisson. Although this face was not submerged in still water conditions, it experienced overtopping
from ¢t = 105 s to t = 116 s approximately, as suggested by the analysis of the elevation records. The
only pressure sensor on the top of the caisson, PT08, recorded a maximum hydrodynamic pressure
that constituted about 35 % of the total peak pressure of 0.47 kPa. This contribution was however not
constant and was lower during the initial and final phases of overtopping. In this case, the surface
elevation used to calculate the hydrostatic pressure contribution was measured by SWG4, located on
top of PTO8.

Pressure evolution on the rear of the caisson

Figure 4.2 presents a close-up view of the filtered pressure records at the deepest (PT4) and shallowest
(PTO7) sensors positioned on the lee side of the caisson. These time series indicate a pressure peak
resulting from both caisson overtopping and transmission of the wave through the rubble mound.
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Unlike the relatively stable pressure records in front of the caisson, the pressure and elevation time
series behind it exhibited numerous small amplitude oscillations. These oscillations were partially mit-
igated applying a low-pass filter with a cut-off frequency of 0.3 Hz. The pressure fluctuations were
attributed to the presence of air bubbles mixed with water in the turbulent structures that develop when
the overtopping jet fell on the lee side of the caisson. This phenomenon caused some air entrainment,
complicating the measurements taken by the sensors on the lee side, as detailed in the Methodology
(Section 3.1.5).
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Figure 4.2: Pressure time series behind the caisson

Because of the biphasic nature of the fluid on the lee side, it was difficult to distinguish between the
hydrostatic and hydrodynamic contribution of the pressure.

Hsu et al. (2022) noted that dynamic pressure exerted on the rear face of caissons overtopped by waves
may not be negligible. However, this analysis indicates that the total pressures on the rear side did not
significantly deviate from the still water hydrostatic pressures. In fact, at ¢t = 110 s, corresponding to
the time of averagely maximum pressures on the caisson, the total pressure recorded by the sensors
was, on average, only 5% higher than the still water hydrostatic one. This suggests that the pressure
distribution on the lee side of the caisson can be assumed to be primarily hydrostatic, despite the
pressures associated with the plunging jet falling behind the caisson.

Pressure evolution on the bottom face of the caisson

On the underside of the caisson, the two sensors PT1 and PT2 recorded slight differences in pressure
magnitude when hit by the wave, with PT2 displaying marginally lower pressure values compared to
PT1. This suggests a trapezoidal distribution of pressure on this face.

The hydrostatic pressure contribution on the bottom face of the caisson is influenced by the water sur-
face elevation upstream and downstream of the caisson. However, due to the absence of wave gauges
close enough to the caisson edges, it was difficult to calculate precise values for the hydrostatic and
hydrodynamic pressure contributions on the bottom face. The wave gauges on the top of the caisson
are located in an area where the overtopping process resembles the flow over a broad crested weir.
Goodarzi et al. (2012) observed that water passes from a sub-critical to a super-critical state when flow-
ing over such structures. As a consequence, the elevations measured on top of the caisson cannot
be used to accurately estimate the hydrostatic and hydrodynamic contribution of pressure on the bot-
tom, since they are located between two critical depths, while the gradient in elevations upstream and
downstream of the caisson should be used. Using the average of the elevations measured upstream
at LWGS and downstream at LWGB6, the hydrodynamic contribution to the total pressure was found to
be negligible on the bottom side of the caisson.

Figure 4.3 as a reference, shows the evolution of the total pressure records at PT1 and PT2, located
on the bottom of the caisson, as illustrated in in Figure 3.2b.
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Figure 4.3: Pressure evolutions on the bottom of the caisson

Pressure distributions on the caisson

Figure 4.4 show the distribution of pressures on the caisson in 4 different moments during the recreated
tsunami event. The pressure values are known only at the locations of the probes (black dots in the Fig-
ures), while the distribution between these values was assumed. The pressures at the corners of the
caisson in the front and back face were extrapolated from the measured values, assuming hydrostatic
distribution and using the elevations at SWG6 for the values on top of the lee side. Due to the isotropic
nature of pressure, the values at the same corner in the top and bottom faces were imposed identi-
cal to the extrapolated ones in the adjacent faces. This resulted in sharp and unrealistic gradients in
the bottom face of the caisson. To clarify the actual pressure distribution on the caisson, the numerical
model developed in this thesis was used to plot the distributions at corresponding times in Section 4.2.4.

Figure 4.4a displays the stillwater hydrostatic pressure. Experimental pressure distributions are then
illustrated at key time points: at ¢ = 106 s, marking the onset of overtopping reaching the back of the

caisson, at t = 110.5 s, corresponding to peak pressures on the frontface, and at t = 117 s, when the
overtopping flow ceased.
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Figure 4.4: Pressure evolution over time

4.1.3. Forces on the caisson
In this section, the forces exerted on the caisson’s faces are integrated to assess the stability of the
caisson in a real scale tsunami event represented by the E20 wave.

Horizontal force

The force acting on a caisson’s front and back face can be obtained by integration of the pressures
over areas delimited by two subsequent sensors, as shown in Figure 4.6. The pressure distribution was
assumed linear between the two sensors, and the lines delimiting the trapezoids are the time variant
total pressure timeseries.

Following this approach, the total forces acting on the front and rear face were obtained by summing
the forces identified as areas of the trapezoids:

Firont = F' + F3+4 F01 + F02 + F03 + F04 + F05 (4.2)

Frear = F" + F4 + F06 + FO7 (4.3)

where every force F' corresponds with the pressure values multiplied by the corresponding surface
area. The total horizontal force acting on the caisson was determined subtracting the force exerted on
the lee side of the caisson from the force acting on the front side. It should be acknowledged that the
force distribution on the lee side is particularly uncertain and the zero pressure value was imposed at
the free surface measured at SWG6.
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Figure 4.5 shows the total horizontal force timeseries. Positive values of the force correspond to a
vector aligned with the streamwise direction. The maximum horizontal force exerted by the E20 wave
on the caisson amounts to 0.71 kN.
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Figure 4.5: Total horizontal force on the caisson Figure 4.6: Force calculation method

Uplift force

To compute the uplift force acting on the bottom of the caisson, a similar approach was adopted, dividing
the bottom in two areas and assuming a linear distribution of the pressure on the bottom, extrapolating
the pressure values at the edges. The force exerted on top of the caisson caused by wave overtopping,
obtained assuming an uniform distribution of the pressures, was subtracted. The resultant uplift force
is depicted in Figure 4.7, with positive values indicating a force acting from the bottom of the flume
towards the caisson. The uplift force exhibited a double-peak distribution. Hsu et al. (2022) attributed
this shape to caisson overtopping. In fact, the wave’s transmission through the rubble mound resulted
in a single-peaked uplift force time series. However, the peak splitted into two smaller ones during over-
topping, due to the force exerted by the overtopping volume of water that acted in negative direction
and was subtracted from the positive one.

The maximum resultant uplift force, given by the contribution of the pressures on the bottom face, the
buoyancy of the structure, and the overtopping, was 2.42 kN.
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Figure 4.7: Total uplift force on the caisson

4.1.4. Caisson Stability

Numerous studies were conducted to analyse the mechanisms that caused the failure of the Kamaishi
breakwater after the 2011 Great East Japan Tsunami. Among these, Arikawa et al. (2012) stated that
the fall of back surface pressure caused by the water level differences during overflow, and the scouring
process of the rubble mound, made the breakwater extremely vulnerable and led to caissons deforma-
tion and sinking inside the breakwater riprap, as well as sliding towards the landward direction.

Although the determination of the failure causes in complex cases is not trivial, composite breakwater
stability can be assessed analysing the three most common ways of failure: sliding and overturning of
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the caisson and collapse of the foundation. This section assesses the sliding and overturning stability
of the prototype caisson that served as inspiration for the laboratory experiment. The experiment was
scaled down to 1:50 following Froude scaling rules. To evaluate the stability of the prototype, all quan-
tities were scaled as per Table 3.1, with a scale factor n;, = 50.

The stability against sliding and overturning can be calculated by means of Safety Factors (SF), defined
as follows by Veraghen and Van Den Bos (2017):

W -U
SFtiding = % (4.4)
(Wi — My)
Fover turning — — a5 4.
S t g MP ( 5)

Where 1 is the friction coefficient between the caisson and the stones of the rubble mound, usually
taken as 0.6 between concrete and rubble stones. W is the weight of the caisson per unit length in still
water, U is the total uplift pressure per unit length of the caisson and P the total horizontal force per
unit length of the caisson. t is the horizontal distance between the center of gravity and the heel of the
caisson, My the moment of total uplift pressure around the heel of the caisson and M p the moment of
total wave pressure around its heel.

Both safety factors are required to be greater or equal than 1.2 in vertical breakwater design.

The caisson used in the experiment was a wooden structure measuring 0.46 m in length and 0.56 min
height. These dimensions correspond to a prototype caisson that is 23 m long and 28 m tall.

Caisson's weight

The first step in determining the safety factor involves calculating the weight of the prototype caisson.
The method outlined in Veraghen and Van Den Bos (2017) was employed here. The specific weight
of typical caissons is 7. = 22.55 kN/m? for the part above SWL, and +/. = 20.59 kN/m3 for the part
below SWL. The variation in specific weights reflects the common practice of sand filling in the cells of
concrete caissons.

In the model, 0.499 m of the caisson were submerged while 0.06 m were above SWL. This corresponds
to a prototype caisson that is submerged for 25 m and emerges for 3 m. The dry weight of the caisson
per unit length was calculated as follows:

Wary = 20.59(25 - 23) 4 22.55(3 - 23) = 13398kN/m (4.6)
Subsequently, the weight of the caisson in situ was obtained :
W = 13398 — 10.1(25 - 23) = 7590k N/m 4.7)

Where 10.1 kN/m? is the specific weight of sea water.

The calculation of stability factors depends on parameters that are site-specific. The analysis presented
here relies on average values of parameters such as the friction coefficient . and includes uncertain-
ties related to the determination of the caisson’s weight, which can vary based on the materials used.
Therefore, the stability factors obtained from this analysis represent an average value, with the actual
values potentially varying within a range. To account for the uncertainties inherent in the approach to
calculating stability factors, a margin of variation of 20 % is considered around the average weight and
average friction coefficient values. This range provides the limits within which the stability factors are
expected to vary. The limits of variation of stability factors are depicted in grey in Figure 4.8
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Stability Factors

The stability of the caisson against sliding can be determined with Equation 4.4. W is 7590kN/m, as
previously calculated. U and P represent the total uplift and total horizontal force, respectively, scaled
up by a factor of 502 according to Froude scaling rules, to obtain prototype forces per unit width in KN/m.

The stability of the caisson against overturning can be studied with Equation 4.5. ¢ is equal to 11.5 m
in the prototype. My and Mp were obtained multiplying the total uplift and total horizontal force by the
moment arms, which are the distance between the point of application of the force and the heel of the
caisson. The points of application of the forces depend on the pressure distributions on the face of
the caisson, which are time-variant. In this analysis, the points relative to the maximum pressure dis-
tributions att = 110.5 s were used. These points correspond with the center of gravity of the pressure
diagrams. The distribution of maximum total horizontal pressures on the front face was trapezoidal, as
seen in Figure 4.4c. The center of gravity was determined to be 0.24 m from the heel in the model,
equivalent to an arm length of 12.1 m in the prototype. The total uplift pressure exhibited a trapezoidal
distribution. By disregarding pressure gradients observed at the caisson’s extremities as depicted in
Figure 4.4c, and assuming a linear pressure distribution between the extremes at the two bottom cor-
ners, the center of gravity was located 0.22 m from the heel in the model and 11.2 m in the prototype.

Figure 4.8 illustrates the sliding and overturning stability factor over time. It can be seen that a tsunami
with the characteristics of the E20 wave, would induce both sliding and overturning instabilities in a real-
scale tsunami-breakwater interaction. The duration during which the stability factor against overturning
falls below the limit is shorter compared to the period during which the structure would be unstable
against sliding.

The caisson, in particular, would become unstable during the period when it is overtopped by the wave.
This confirms that the differences in water level on the two sides of the caisson, due to overtopping, led
to the failure of the Kamaishi breakwater, as hypothesized by Arikawa et al. (2012). Patil et al. (2018)
also emphasized that the development of a non-aerated overflow nappe on a caisson can generate ad-
ditional destabilizing horizontal forces, further compromising the caisson’s stability during overtopping
events.
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Figure 4.8: Prototype caisson stability factors against sliding and overturning

To ensure the prototype caisson stability in these conditions, using a conservative approach, the min-
imum values of the lower limits of the stability factors should both exceed 1.2. To achieve this, the
caisson’s weight should be significantly increased by 40 %, resulting in an in-situ weight of 10,900
kN per unit length. Caissons are typically constructed with a concrete structure divided into internal
chambers that are filled with sand (Takahashi 1996). Reducing the volume of these chambers while
increasing the amount of concrete would increase the weight of the caisson given the higher specific
density of concrete. Another effective measure to increase the caisson stability would be to increase
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its width, which results in increased weight and friction coefficient, raising the stability factors. These
adjustments could potentially enhance the overall stability of the breakwater.

4.2. Numerical Results

This section presents an analysis of the most significant results obtained from the numerical model.
First, the model was validated against experimental data. This validation involves comparing elevation
records and pressure records on the caisson.

Subsequently, the model’s accuracy and reliability was tested with further data analysis to evaluate its
applicability and limitations.

4.2.1. Model Validation

In this section, the numerical model described in the Methodology is validated comparing surface el-
evations and pressures against physical results. This comparison highlights the performance of the
numerical flume. Before validating the model, a comprehensive grid sensitivity analysis was conducted
for both OceanWave3D and OpenFOAM to ensure grid independence and numerical solution accuracy.
The performance of the numerical flume is in fact directly influenced by the grid resolution. The results
of the sensitivity analysis are presented in Appendixes B and C. As illustrated in the former Appendix,
the coupling between OpenFOAM and OceanWave3D was tested prior to every run with different res-
olutions.

The results shown in the following paraghraphs refer to the final configuration of the numerical flume,
illustrated in Figures 3.4, 3.5 and explained in the Methodology. In the final configuration shown in the
Figure, a base resolution of 6 cm was adopted in the OpenFOAM domain. Moreover, specific refine-
ment zones were defined: a resolution of Az = 0.75 cm corresponding to 3 levels of refinement, was
applied in front of the caisson, around the offshore water level, and behind it. On top of the caisson,
a resolution of Az = 0.375 cm corresponding to 4 levels of refinement, was used. In the region of the
rubble mound, a resolution of Az = 1.5 cm was used.

4.2.2. Model validation: surface elevation analysis

The model’s validation was first conducted by comparing the numerical and physical surface elevation
signals at Long Wave Gauges 2,4,5,6 and Short Wave Gauges 4 and 6. The validation results for the
elevation time series are presented in Figure 4.9.

To assess the model’s performance, Root Mean Square Errors (RMSE) were calculated to quantify the
overall differences between the numerical and experimental elevations. Another useful parameter, the
Normalized Root Mean Square Error (NRMSE) was also calculated as the RMSE normalized by the
range of the experimental values. This quantity provides an indication of performance that is indepen-
dent of the unit of the data. The NRMSE typically ranges between 0 and 1. Values around 0.1 and
closer to 0 indicate that the model makes accurate predictions of the physical data. On the other hand,
values closer to 1 indicate poor predictive capacity of the model.
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Figure 4.9: Model validation: comparison of experimental and numerical elevations

The model produced a good representation of the experimental elevation time series offshore of the
caisson and on top of it. The Root Mean Square Error between the experimental and the numerical
elevation time series was 0.010 m at LWGS5, in front of the caisson, and 0.002 m on top of the caisson.
The corresponding adimensional NRMSE were 0.08 and 0.07, denoting good level of predictive accu-
racy.

On the lee side of the caisson, at the location of LWGB, the falling of the overflow jet induced high
turbulence and recirculation of water, resulting in a biphasic flow characterized by the presence of air
particles within the water flow. Patil et al. (2018) observed that the complex hydrodynamic behaviour
of the overflow jet falling on the lee side of a caisson cannot be modelled as a two-dimensional process.
They also found out that the interFoam solver lacks the correct representation of the aeration mecha-
nism that takes place in these cases, and fail to capture small bubbles that are entrained and supplied
back into the air cavity below the overflow jet.

This research also identified a significant constraint affecting numerical data analysis on the lee side.
Specifically, it highlighted that the numerical model fails to reproduce experimental findings in this re-
gion with high accuracy. Even with increased resolution on the lee side, the representation of elevation
data at LWG6 did not improve, as evidenced in Appendix C. Refining the mesh introduced additional
oscillations in both the elevation and pressure time series.
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Observations indicate that oscillations, stemming from the biphasic nature of the fluid, were visibly
present in the physical elevation records at LWG6 as well, as depicted in the Figure. Additionally, al-
beit to a lesser extent, oscillations in surface elevations were also observed on top of the caisson near
the lee side, which are similarly captured by the numerical model at SWG6. The NRMSE at LWG6 is
0.3, suggesting non negligible differences between experimental and numerical elevations.

4.2.3. Model validation: Pressure analysis

Following the comparison of the physical and numerical surface elevation time series, the model vali-
dation proceeded by comparing the numerical and experimental pressure time series.

Figure 4.10 shows the results of the validation for the pressure sensors located in front of the caisson, on
top of it and on its lee side. While the experimental pressure sensors initially exhibited high-frequency
noise generating from the instrument, addressed with filtering as explained in Section 3.1.5, the numer-
ical pressure signals did not exhibit such oscillations in front of the caisson. Therefore, they could be
directly compared with the experimental filtered data.

A resolution of Az = 0.75 cm was capable of capturing the pressure time series in front of the caisson
with an average RMSE of 0.033 kPa and an average NRMSE of 0.025, indicating a very good corre-
spondence between the experimental and numerical pressure records. In the numerical model, the
peak pressures were slightly underestimated, by on average 1.17 %. On top of the caisson, the model
could reproduce the physical pressure records with a finer resolution with a NRMSE of 0.03 and an
overestimation of 0.46 % of the peak pressure.

The Figure also illustrates the comparison between experimental and numerical pressure records on the
lee side of the caisson with the employed resolution of Az =0.75 cm. As discussed earlier, the biphasic
nature of the fluid in this region resulted in numerous oscillations in the records. These oscillations were
particularly pronounced in the sensor closer to the water surface, PT07, located near the point where
the overflow nappe cascaded onto the rear of the caisson, generating eddies. Patil (2019) also noted
discrepancies in OpenFOAM simulations of free nappe falling behind a caisson, where cycles of air
entrainment into and out of the cavity do not accurately reflect the real physical behavior of the nappe.
This inconsistency resulted in less reliable estimates, particularly close to the water surface, which were
further compromised when using a two-dimensional model.

For ease of interpretation, the numerical pressure records in this region were filtered using a low-pass
filter to remove high-frequency oscillations caused by the presence of air bubbles. The cutoff frequency
of the filter was set to 0.3 Hz, equal to that used for filtering the experimental pressure records to
maintain data integrity. The unfiltered numerical signals can be viewed in Appendix C for reference.
The average NRMSE of the pressures on the lee side of the caisson was 0.34.
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Figure 4.10: Model validation: comparison of experimental and numerical pressure records
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Porosity parameters and bottom face of the caisson

Figure 4.11 shows the validation of the pressure records located on the bottom face of the caisson at
the interface with the rubble mound. A resolution of Az = 1.5 cm was used in the region of the rubble
mound since finer resolutions did not produce improved results but only increased the computational
time. Three values of the resistance parameters o and 5 were tested with porosity parameters of the
rubble mound layers imposed as explained in Section 3.2.7. Appendix C shows the comparison of the
pressure time series changing the resistance coefficients.

The values recommended by Losada et al. (2008), o = 200 and g = 0.8, applied to every layer of the
foundation, produced numerical results closest to the experimental ones, with an average RMSE and
NRMSE of 0.12 kPa and 0.20.
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Figure 4.11: Validation of pressure records on the bottom.

It can be observed that the model overestimated the peak pressure at PT1 by 0.29 kPa and underesti-
mated it at PT2 by 0.07 kPa, corresponding to 4.94 % and 1.32 % of the peak pressures, respectively.

Mata and Van Gent (2023) conducted research on modeling wave overtopping discharges on rubble
mound breakwaters using the same approach of coupling OpenFOAM and OceanWave3D as used
in this thesis. They concluded that OpenFOAM struggles with accurately solving the combination of
porous media and detailed turbulence closure models, such as the stabilized &k — w model used in this
research. This inadequacy significantly affects wave overtopping and the flow through the permeable
structure. In this research, the same approach was employed with the porous solver and the stabilized
k —w closure model. This produced generally good results regarding wave overtopping on the caisson,
with only minor overestimation of the peak overtopping elevation and the peak overtopping pressure.
However, the wave propagation through the porous layers and the pressure records in this region dif-
fered from the physical observations. It must also be acknowledged that in this study, the oscillatory
part of the Darcy-Forchheimer equation ( Equation 3.23) inside the porous media was limited by setting
a very high value of the K'C number. However, the impact of this parameter on the modeling of flow
through porous media is not yet fully understood, and its estimation is not trivial, as explained in Section
3.2.7. This could influence wave propagation in the rubble mound, as observed in the figure. Further
aspects that could influence the model accuracy in this region are detailed in the Discussion.

4.2.4. Numerical pressure distribution

The numerical pressure distributions on the caisson were compared with experimental ones at specific
times to evaluate the model’s predictive accuracy. The numerical pressure distributions, shown in blue,
were plotted based on the pressure values predicted by the model at each cell located at the interface
with the caisson’s faces in the numerical flume.

The pressure distribution at ¢ = 110.5 s was first examined. At this moment, the experimental data anal-
ysis showed pressure peaks on the front face of the caisson. This instance coincides with the peak
horizontal total force and the lowest stability factor values against sliding and overturning. Therefore,
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it is crucial for the numerical model to replicate the actual pressure distribution to enable a reliable sta-
bility analysis. The pressure distributions were also compared at ¢t = 106 s, after overtopping started,
and at ¢t = 117 s, when overtopping was completely over. At¢ = 106 s and ¢ = 110.5 s, a sketch of
the numerical elevations on top of the caisson is provided, obtained by wave gauges located as in the
physical flume, and additional gauges placed at the edges of the caisson.

One notable observation is the absence of abrupt pressure gradients at the bottom of the caisson. This
directly follows from the pressure distribution in the front and back of the caisson. In the deepest part of
the caisson, small pressure gradients can be observed on both the seaward and landward faces. These
result from the caisson being partially embedded in the rubble mound. The porous rubble mound exerts
a drag force on the flow, as described by Equation 3.23, which caused the formation of these pressure
gradients. Conversely, the pressure distribution on the bottom side of the caisson was trapezoidal, with
no significant pressure gradients. The pressure values at the corners of the caisson in the model were
identical across the two adjacent faces of each corner.

During overtopping, the model recorded negative pressure values in the upper part of the landward face
and on the top face close to the lee side. This suggests that the model struggles to record accurate
pressure values when the fluid is highly biphasic and contaminated with air bubbles and in the vicinity
of this region. The formation of an air cavity below the nappe and the presence of air bubbles in the
overflow region complicate the accurate modeling of pressures in this area. The negative pressures
were set to 0 in Figures 4.12 to 4.14.

Additionally, close to the seaward edge of the caisson, at the top face, some oscillations in the nu-
merical pressures were observed. The sketched elevations during overtopping, in contrast with the
experimental ones shown in Figures 4.4b and 4.4c , display a different evolution of the broad-crested
weir. While experimental gauges indicate that the water level slightly increased towards the lee edge
of the caisson during overtopping, this was not observed in the numerical model. Instead, a contraction
of the overtopping flow on top of the caisson is noted.
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Figure 4.15: Comparison of experimental vs numerical results at different times.

Comparing the numerical values in Figure 4.15 with those in Figures 4.4b to 4.4d indicates that the
pressure values at the locations of the physical probes were overall well predicted by the numerical
model at the three analyzed times. At the instant of maximum pressure on the front face (¢ = 110.5 s),
the model’s predicted pressures on the front face of the caisson were underestimated by a maximum
of 2%, while the pressure values on the back face were overestimated by up to 10% near the still water
level. The overestimation on the back face is also due to the slight delay in the increase of humerical
pressure records on the lee side. For instance, looking at the pressure record at PT4 in Figure 4.10,
it is evident that the peak in numerical pressures is slightly shifted in time compared to the peak in
experimental pressures. At the bottom of the caisson, numerical pressures were overestimated by 5%
near the seaward edge and underestimated by 1% closer to the landward edge of the caisson. The
pressure value recorded on top of the caisson at the location of the physical probe is almost identical
to the physical measurement, despite the slight difference in overtopping surface elevation.

The largest discrepancy between experimental and numerical values occurred in the critical region of
biphasic fluid on the lee side of the caisson. However, the numerical model’s predicted linear pressure
distribution on this face supports the assumption of hydrostatic pressure distribution made in the ex-
perimental data analysis section. This also confirms the negligible contribution of hydrodynamic and
impulsive pressures caused by the overtopping jet.
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4.2.5. Numerical forces and Stability analysis

The model was tested to calculate the forces exerted by the wave on the caisson and subsequently
perform a numerical stability analysis. Ensuring the caisson’s stability against sliding and overturning
is crucial when designing composite breakwaters for coastal protection. Therefore, it is essential that a
numerical model developed to simulate the physical response of a breakwater impacted by a tsunami
can be used to accurately study the structure’s stability.

In OpenFOAM, the forces were calculated using the "forces” function, which integrates pressure over
the areas of each grid cell to produce a time series of the total horizontal and vertical forces acting on the
caisson. This method can yield more accurate results compared to physical experiments, which rely on
a limited number of known pressure values and assumed distributions between probes. The numerical
forces obtained from OpenFOAM were compared with those derived from the experimental time series,
as explained in Section 4.1.3. Figures 4.16 and 4.19 show the superimposition of experimental and
numerical horizontal and uplift forces. While the horizontal force closely matches the experimental re-
sults, the numerical uplift force exhibits different behavior and is generally higher than the experimental
force during instances of overtopping. This discrepancy is likely due to the assumption of a constant
pressure distribution on top of the caisson, inferred from a single pressure sensor, for the calculation of
the experimental overtopping force. In contrast, the numerical results indicate that the pressure acting
on the top face decreased from PT08 towards the lee side of the caisson, consistent with the reducing
modelled water level .
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Using Equations 4.4 and 4.5, the stability factors against sliding and overturning of the caisson were
calculated from the numerically obtained forces and compared with those calculated from the physical
experiment, as illustrated in Figures 4.18 and 4.19. In the plots, the average physical stability factors
described in Section 4.1.4 are plotted in black, while the grey area identifies the physical confidence
region, as preciously described. The figure demonstrates that the model can reliably perform a sta-
bility analysis, with only minor differences when compared to the experimental sliding and overturning
stability factors.
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Discussion

5.1. Tsunami impact on a composite breakwater

Through the analysis of experimental data and numerical simulations, the hydrodynamic interaction be-
tween tsunami waves and composite breakwaters was studied to improve the understanding of these
structures’ capability to withstand tsunami impacts, thereby aiding in the protection of critical coastal
areas. The research focused on the E20 wave, an elevated wave with a model period of 20 seconds,
corresponding to a prototype period of 140 seconds.

This study highlighted that tsunamis primarily exert hydrostatic pressures on the caisson’s front face
of a composite breakwater. When impacted by a tsunami, the front face experienced extremely low
dynamic pressures, up to only 3.72 % of the total pressure. In particular, the pressure increase ob-
served on the front face mirrors the elevation of the wave impacting the vertical wall. This contrasts
with findings from Mizutani (2015), who observed three peaks in pressures when a tsunami hit a sloped
wall, modelling the tsunami wave as a bore-type transient wave. Correctly modelling tsunami waves
as trough led N-waves or elevated E-waves, as suggested by Madsen et al. (2008) avoids conflicting
findings.

On the lee side of the breakwater, despite measurement challenges due to the biphasic nature of
the fluid from the overtopping jet, the pressure distribution remained primarily hydrostatic. In fact, the
pressure values at the probe locations did not significantly differ from stillwater hydrostatic pressures,
suggesting only a minor contribution from dynamic components. This study showed that hydrodynamic
pressures exerted by tsunami waves are non negligible only on the top face of the caisson when over-
topping occurs.

These findings confirm some conclusions from previous studies. In fact, Foster et al. (2017) stated that
for longer period waves, like tsunamis, there is negligible impulsive component in the forces experi-
enced by a rectangular structure, and the pressure distributions on the structure are hydrostatic.

On the lee side of the caisson, where the overtopping jet generates high recirculation of water and
turbulent motions, the duration of the pressure peaks captured by both experimental and numerical
probes ( PT4, PT06, and PTO7 in Figure 4.10) suggest that the increases in pressure are due to lee
side elevation changes produced by overtopping, and wave propagation through the rubble mound,
rather than from impulsive impact of the overtopping jet.

Findings from Foster et al. (2017), McGover et al. (2018, 2019, 2023) indicate that long tsunami-like
waves shoaling over a breakwater’s rubble mound do not lead to wave breaking. Consequently, im-
pulsive forces are negligible and do not contribute to structural damage. This study also confirmed the
absence of noticeable impulsive force peaks when a tsunami hits and overtops a composite breakwa-
ter, but rather a quasi-steady flow caused by the long period of the waves, as observed by Wiithrich
et al. (2018) for tsunami-like waves hitting a structure. However, this observation might not hold true
in the case of more impulsive unsteady flows.

40
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Aniel-Quiroga et al. (2019) identified three distinct pressure peaks on the lee side of a breakwater’s
crown wall when hit by a tsunami wave, attributed primarily to the wave impact, down-rushing water,
and transmitted waves from the overtopping jet. However, this study did not observe such distinct
peaks in case of composite breakwaters overtopped by a tsunami. Instead, pressure records on the
lee side of the caisson exhibited an unstable increase with numerous oscillations. These fluctuations
were attributed to the presence of air bubbles generated by the overtopping jet, which compromised
the accuracy of pressure measurements.

5.2. Performance and applicability of the model

To further study the impact of tsunami waves on composite breakwater, a two-dimensional numerical
model was developed in this research. The model was validated against experimental results using
E20 wave data. The validation of the model demonstrated its accuracy in representing physical time
series for both the elevations offshore of the caisson and the pressure records on the seaward face of
the caisson. Additionally, the model showed high accuracy in representing the physical results on the
top face of the caisson, with both physical elevations and pressures accurately captured.

However, on the lee side of the caisson, the numerical model exhibited limitations in producing accurate
elevation and pressure time series, as previously detailed.

The model also showed deviations of up to 4.94 % when compared to experimental pressure measure-
ments on the bottom face of the caisson. This discrepancy is attributed to the challenges in accurately
determining the parameters that govern flow through porous media, as discussed in Section 3.2.7.
Moreover, OpenFOAM is highly sensitive to parameters such as stone dimensions and the resulting
porosity of the porous layers. The absence of detailed information on the grain size distribution of the
different rubble mound layers in this research, therefore, plays a significant role. Consequently, pa-
rameters such as the median diameter and the porosity of the layers implemented in the model may
differ from the actual physical ones in the experiment. Furthermore, inaccuracies highlighted by Mata
and Van Gent (2023) in OpenFOAM regarding the simultaneous presence of porous media and com-
plex closure models, such as the one developed by Larsen and Fuhrman (2018) and employed in this
study, contribute to these discrepancies, resulting in overestimation of turbulence in the porous media.
In particular, Jensen et al. (2014) highlighted that the resistance coefficients used by the porous solver
already account for the turbulence effects within the porous media. Consequently, introducing a clo-
sure model results in turbulence being solved twice by OpenFOAM, compromising the accuracy of flow
modelling in porous media. The overestimation was however limited by setting a high value of the KC
number.

Despite these limitations, the model proved to be accurate for studying the pressure distribution on the
caisson at different instances of tsunami impact. The pressure values at the locations of the physical
probes showed a high degree of similarity with the recorded values, with non-negligible discrepancies
only on the bottom and lee side, where pressures can be overestimated or underestimated by up to
10 % of their actual value, on the lee side close to the still water level. The model also addresses the
physical limitation of using only a limited number of pressure sensors in physical breakwater models,
providing a more detailed distribution of pressures that would otherwise only be assumed.

Moreover, the model could also be used for capturing the forces exerted by the wave on the caisson,
potentially yielding more reliable time series for both horizontal and vertical forces, given the direct
integration of pressures at each grid cell. In contrast, experimentally calculated forces rely on assumed
pressure distributions across the caisson face and are limited to a few known pressure values only.
The stability analysis performed using the numerical model produced similar results to those obtained
from the physical stability analysis.

5.3. Computational efficiency of the model

The model developed in this study is based on the coupling of the two CFD softwares OpenFOAM and
OceanWave3D. While OceanWave3D is a very fast potential flow solver, OpenFOAM is definitely more
computationally expensive. The OpenFOAM domain of the final model configuration consists of a 2D
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flume composed of 169,149 cells. The duration of the simulation in OpenFOAM was selected as 30
seconds. The computational time is approximately 96 hours when the simulation is run in parallel with
8 threads (Intel Core i7-7700HQ 2.80 GHz) and 16 GB of RAM.

Although being computationally expensive, the model's performance is overall accurate and therefore
the computational time is considered acceptable. The use of a supercomputer with higher number of
nodes is suggested to fasten the simulation speed.



Conclusions and Outlook

6.1. Conclusions

The catastrophic impacts of past tsunamis and the failures of coastal protection structures, such as the
world-record Kamaishi breakwater, underscore the crucial need to advance our understanding on the
interaction between tsunamis and coastal structures. Furthermore, many coastal protection structures
worldwide are not specifically designed to endure tsunami forces, significantly increasing the risk of
failure in the event of a tsunami.

This study aimed to analyze the results of experiments where scaled tsunami waves were generated
in a 2D flume and impacted a composite breakwater model inspired by the Kamaishi breakwater. A
numerical model was also developed as part of this research to explore the feasibility of replicating
these experiments and to further extend the findings beyond the constraints of physical modelling.

In this section, an answer to the research question and sub-questions defined in the Introduction is
given. Furthermore, the major limitations of this study and recommendations for future research are
highlighted.

1. What are the key hydrodynamic interactions, pressure distributions and forces exerted
when a tsunami wave interacts with a composite breakwater structure?

This study reveals that elevated tsunami waves impact on composite breakwaters primarily causes
an increase in hydrostatic pressure on the caisson’s faces. Neglecting the hydrodynamic contribution
of pressures would result in a maximum estimated error of 4 % on the front and back face. On the
other hand, the hydrodynamic contribution should not be neglected on the top face of the caisson, if
overtopping occurs. The pressure increase on the front face of the caisson is associated with the rise
in surface elevations and quasi-steady flow in this region. As the wave propagates through the porous
rubble mound, the pressure exerted on the bottom face of the caisson increases. Given the very long
wavelength and extended duration of typical tsunamis, they can easily overtop the caissons of com-
posite breakwaters. The overtopping process is associated to higher and non negligible hydrodynamic
contributions on the top face of the caisson, up to 35 % of the total pressure in this study. The fall of the
overtopping jet on the lee side of the caisson produces flow recirculation and turbulence. This causes
the flow to become biphasic with air bubbles entrained in it. As a consequence, the pressure evolution
in this area showed many small amplitude fluctuations. The pressure distributions on the back face of
the caisson were nonetheless observed to be primarily hydrostatic.

In the case of tsunami waves, and very long waves in general, shoaling over rubble mounds does not
typically result in wave breaking, thereby avoiding the production of impulsive forces (Foster et al. 2017,
Mc Govern et al. 2018, 2019) which were in fact not observed in this study. The analysis of the horizon-
tal force on the caisson reveals a shape that closely matches the elevation and pressure time series
evolution in front of it, slightly reduced by the force acting in opposite direction on the lee side. The
peak of the horizontal force, 0.71 kN in this study, occurs at the moment of the greatest pressure and
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elevation difference between the front and back sides of the caisson, which is the most critical moment
for caisson stability. The uplift force on the caisson’s bottom face also initially mirrors the wave shape
but is attenuated by the force exerted by the overtopping flow in the opposite direction.

2. How effectively does a numerical model simulate the generation, propagation, and impact
of a tsunami wave interacting with a composite breakwater? What additional insights does
it provide compared to experimental results, and what are its associated limitations?

The model developed in this research can reproduce the generation, propagation and impact of the
simulated E-wave with a composite breakwater with an overall good accuracy. A thorough sensitivity
analysis was carried out to identify the grid resolution capable of reproducing the most accurate ele-
vation and pressure time series in the numerical model, subsequently utilized for the validation of the
model against the experimental data. The validation of the model demonstrates a strong capability to
reproduce the experimental pressures and elevation time series on the front face and top face of the
caisson, with low Normalized Root Mean square Error values between the experimental and numerical
data (NRMSE < 0.1). On the other hand, the model exhibited a more limited accuracy in reproducing
pressure time series on the back and bottom faces of the caisson, with higher NRMSE values. These
limitations stemmed from the inherent complexity of the simulated processes. Firstly, the complex
physics of the overtopping process, along with the turbulence generated by the jet falling on the lee
side, was not solved by the model with sufficient accuracy. The primary cause of this discrepancy is
the presence of air bubbles and biphasic flow on the lee side, which resulted in pressure readings ex-
hibiting numerous oscillations, complicating data analysis. Even the increase in grid resolution in this
region did not result in improved pressure estimates, as evidenced in Appendix C. Furthermore, the
two-dimensional nature of the model cannot accurately solve the high three-dimensionality of the over-
topping phenomenon (Patil et al. 2018). Deviations between the numerical and experimental pressure
time series are particularly evident closer to the water surface in proximity of the overtopping jet.
Additionally, on the bottom side of the caisson, at the locations of the physical probes, the model was
capable of reproducing the shape of the pressure records, but the numerical peak values slightly devi-
ated from those recorded by the physical probes. This limitation arose from several factors that affect
the model’s ability to accurately reproduce the pressure records in this region. Among these causes
are the observed difficulties in accurately estimating turbulence when incorporating porous media com-
bined with complex closure models in OpenFOAM. This approach results in turbulence being solved
twice in the porous regions, leading to its overestimation. Furthermore, the complexity and not fully un-
derstood estimation of parameters in the Darcy-Forchheimer equation, along with the high sensitivity
of OpenFOAM to parameters such as the dimensions of the stones in the porous layers, also play a
significant role.

Despite the observed limitations, the model developed in this research was capable of reproducing the
pressure distributions on the caisson at specific time instants with only minor differences from the exper-
imental pressure values. Furthermore, the model addressed the constraints imposed by the physical
limitations of using only a few pressure probes on the caisson. While the physical experiment relied
on an assumed pressure distribution among these probes, the numerical model provided a pressure
distribution with pressure records at every grid cell. As OpenFOAM directly integrates the pressure
values at every cell, it overcomes the issues arising from few known pressure values in the physical
model when calculating horizontal and uplift forces. The forces obtained from the numerical model
were also used to perform a stability analysis of the caisson, yielding results similar to those of the
physical one. With the research focusing on the entire breakwater response to a tsunami, using a 2D
model is preferable for saving computational time, while still obtaining precise results with only minor
over- or underestimation of pressures and forces.

Given the high accuracy in predicting overall pressure distributions, the model represents a suitable
starting point for future studies on tsunami-structure interaction. This approach offers the invaluable
advantage of avoiding the material costs associated with conducting physical experiments, albeit hav-
ing a non negligible computational cost.
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3. What are the critical aspects of caisson stability during a tsunami? How well does the
numerical model perform in studying the stability of the caisson?

In this study, an analysis was conducted to evaluate caisson stability against sliding and overturning
under conditions simulating a real-scale tsunami resembling the E-20 wave. The analysis revealed
that in the prototype composite breakwater, the caisson would be unstable against both sliding and
overturning when subjected to a tsunami characterized by the real-scale E20 wave with a prototype
period of 140 seconds. In particular, the stability factor against sliding of the caisson would be even
lower than that against overturning and fall below the allowable limit throughout the entire overtopping
process duration. At 110.5 seconds, corresponding to the instant of maximum pressures on the front
face, the caisson experienced its highest horizontal force and a reduced stability factor against both
sliding and overturning. This time also marked the peak difference in surface elevation between the
front and back sides of the caisson. Furthermore, the non-aerated overtopping nappe introduced addi-
tional destabilizing horizontal forces on the caisson, further compromising its stability against sliding.
The most critical moments for caisson stability were observed during overtopping, particularly at the
instant of maximum pressure differences between the front and back faces, which corresponded with
the maximum horizontal force. Increasing the caisson’s width can be an effective measure to enhance
its weight and friction coefficient, thereby improving its stability against tsunamis.

The model developed in this thesis proved to be accurate for assessing the caisson stability, yielding
stability factor time series closely aligned with experimental results. The numerical stability analysis
could be even more accurate than the experimental one due to the direct integration of pressures on
surfaces for forces calculation, which avoids assumptions inherent in experimental analyses. Therefore,
the model is suitable and adaptable for future studies analyzing the stability of composite breakwaters
against tsunami waves.

6.2. Limitations

One of the most noteworthy limitations arises on the back side of the caisson. There, the highly biphasic
nature of the fluid is not correctly captured by OpenFOAM, which measures oscillating and inaccurate
pressures as a consequence. This limitation is also linked to the two-dimensionality of the model.
While a 2D model offers significant computational advantages, it introduces some inaccuracies when
simulating three-dimensional phenomena such as the overtopping of a caisson. This limitation was
also previously highlighted by Patil et al. (2018).

Another limitation arises from uncertainties in the physical experimental setup. For instance, detailed
information regarding the rock size distribution of the porous rubble mound used in the experiment
is lacking, which restricts accurate estimation of parameters such as median diameters and porosity
for implementation in the model. These uncertainties consequently impact the model’s results in the
porous region. Additionally, the complexity linked to estimating parameters such as the KC number in
the Darcy-Forchheimer equation affects the modeled flow propagation through the porous media and
consequently influences results in the bottom area of the caisson.

Other limitations related to physical modeling, such as the constrained number of pressure probes
and wave gauges available to measure parameters like pressures and surface elevations in the flume,
can be overcome through numerical modeling. In fact, the numerical model in this study enables
measurements at numerous locations across the domain with no significant increase in computational
time.

6.3. Recommendations and outlook for future studies

For future studies in tsunami engineering and the modelling of tsunami interactions with coastal struc-
tures, the results and model developed in this research serve as a valuable starting point adaptable
to specific scenarios. The analysis in this thesis suggests that studying the pressures exerted by the
tsunami and the resulting forces on the structure can be done by considering only the hydrostatic con-
tribution, while neglecting the hydrodynamic component, resulting in a minor underestimation of up
to 4 % of pressures. However, this simplified approach does not apply to the top face of composite
breakwaters’ caissons in case of overtopping events, where a significantly higher and non-negligible
hydrodynamic pressure contribution is observed.
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The model developed in this research can be used and adapted for future studies involving other
tsunami scenarios, to investigate their interaction with composite breakwaters. The model demon-
strates strong capabilities in reproducing horizontal and uplift forces on the caisson when compared
to experimental results, and can therefore be used to assess caisson stability. The two-dimensional
nature of the model offers a clear advantage in terms of computational efficiency, particularly beneficial
when overtopping phenomena are not present. An important recommendation is to further validate
the proposed model using other tsunami waves experiments, including simulations of N waves. This
expanded validation process would enhance confidence in the model’s applicability across diverse
scenarios, potentially including other coastal protection structures. Moreover, when modelling the in-
teraction of a tsunami with a rubble mound, it is important to thoroughly investigate the composition
and grain size distribution of the porous layers. This ensures accurate implementation of porous pa-
rameters in the numerical model, minimizing discrepancies in modelled flow through the porous media.
Finally, when studying the stability of a breakwater impacted by a tsunami, the analysis should not
be limited to the predominant failure mechanisms associated with caissons in composite breakwaters,
such as sliding and overturning. Additional failure mechanisms should be investigated to enable a more
comprehensive assessment.

6.3.1. Recommended approach forimplementation of anumerical model to study

tsunami-structure interaction
As a general approach, the following procedure is recommended for numerical modeling of tsunami
impact with coastal structures:

1. Set up the OceanWave3D model standalone:

» Implement the paddle signal velocity at the inlet boundary.

» Perform a temporal and spatial grid sensitivity analyses to ensure correct representation of
the surface elevation time series at the inlet.

* Implement relaxation zones at the outlet of the OceanWave3D domain to avoid wave reflec-
tion.

2. Set up the OpenFOAM model standalone:

» Set up the base mesh and refinement zones in the areas of interest.

+ Configure the structure by removing the impermeable zones and implementing the porous
layers.

3. Set up the coupled model:

* Implement a relaxation zone at the inlet of the OpenFOAM domain, to transfer the hydraulic
conditions from the OceanWave3D domain.

» Perform spatial grid sensitivity analysis to optimize the representation of physical processes
while minimizing computational costs.
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Experimental elevation and pressure

time series

This appendix shows the time series of the experimental elevation and pressure records obtained by
the analysis of data collected by Van Balen (2023).

A.l. Experimental elevation time series

Figures A.1 and A.2 show the original elevation time series obtained at LWG2,LWG3,LWG4,LWG5,LWG6
and SWG4 and SWGB, in the time frame of the passage of the E20 wave.
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Figure A.1: Elevation signals in the experiment offshore of the caisson
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Figure A.2: Elevation signals in the experiment on top and onshore of the caisson

A.2. Experimental pressure time series

Figure A.4 displays the pressure records from the experimental pressure time series on the front face
of the caisson. Figure A.5 presents the pressure records for sensors on the top and bottom faces. For
the pressure sensors located on the front and top, and bottom of the caisson, the total, hydrostatic, and
hydrodynamic pressures were derived from the filtered pressure records as explained in Section 4.1.2.
Figure A.6 shows the total pressure for the sensors on the lee side of the caisson, filtered according to
Section 3.1.5.
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OceanWave3D Sensitivity analysis

In this appendix, the results of the grid and temporal sensitivity study conducted for the OceanWave3D
domain are shown. The sensitivity analysis followed recommendations mentioned in Section 3.3.2 The
final mesh and time step derived from this analysis were implemented in the model and are detailed in
the Methodology.

The sensitivity analysis aimed at determining:

» The best resolution of the grid expressed in Az and number of layers in the vertical direction.
» The optimal time step At impoosed in OCW3D.

B.1. Spatial Resolution

The calibration of the OCW3D domain was conducted by comparing the elevation time series near
the origin of the numerical domain to the elevation time series at LWG2 in the physical flume. This
ensured an accurate representation of the elevation time signal imposed at the inlet of the domain,
corresponding to the location of LWG2.

The spatial resolution was tested with a time step A¢ = 0.01 s to speed up the simulation time.

For the number of vertical layers, 12 layers were used as a starting value, as recommended by Ja-
cobsen et al. (2018). Figure B.1 shows the results of the horizontal grid sensitivity analysis for three
resolutions, Az =0.23 m, Az =0.12 m and Az = 0.06 m. To identify the best resolution in OCW3D,
the Root Mean Square Error and Normalized Root Mean Square Error were used. Table B.1 shows
the three horizontal resolutions tested in OCW3D and the values of the associated NRMSE.

Table B.1: Horizontal Sensitivity Analysis OCW3D

Test Az[ecm] Nx Ny At[s] RMSE NRMSE
1 23m 435 12 0.01 0.0061 0.085
2 12 833 12 0.01 0.0020 0.028
3 6 1667 12 0.01 0.0008 0.010

Since the initial guess of 12 vertical layers effectively represented the elevation signal, only a coarser
resolution with 7 vertical layers was tested. The results of these tests are shown in Figure B.1, and the
RMSE and NRMSE values are given in Table B.2.

The optimal spatial resolution for OCW3D, which produced the lowest RMSE when replicating the
experimental elevation signal, was found to be Az = 12 cm, with 12 layers in the vertical direction.
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Albeit producing slightly higher RMSE, this resolution was computationally more convenient than the
finest one and did not significantly affect accuracy in OpenFOAM.

Table B.2: Vertical sensitivity analysis

Test Azxz[cm] Nx Ny At¢[s] RMSE NRMSE

1 6 1667 7 0.01 0.002 0.028
2 6 1667 12 0.01 0.001  0.011
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Figure B.1: Spatial sensitivity analysis in OceanWave3D

B.2. Temporal Resolution

The initial time step of 0.01 s produced good elevation results with the spatial resolution indicated above
and was therefore adopted as the temporal resolution in OceanWave3D. This value corresponds to
both the timestep in the OceanWave3D simulation and the time interval for integrating the wave paddle
signal. A further test with a finer timestep of 0.001 s was conducted. However, this resulted in increased
computational time with only minor and negligible improvements in the representation of the elevation
signal.

B.3. Coupling with OpenFOAM

Prior to every simulation, a test was performed to verify that OceanWave3D and OpenFOAM were cor-
rectly coupled. The aim of the tests was to verify that the wave at the boundary between the OCW3D
and OpenFOAM numerical domain was correctly transferred from the former to the latter.

The coupling was tested using a flat empty flume in OpenFoam, with no breakwater inserted so that
the flow conditions could be identical in the OpenFoam and OceanWave3D domain.

To test the coupling, numerical wave gauges were placed at the same locations in both the Ocean-
Wave3D and the OpenFoam domain. It was ensured that the elevation time series at the wave gauges
were identical in both OceanWave3D and OpenFOAM. This indicates that the two solvers are correctly
coupled, and the wave does not become distorted when transferred to OpenFOAM.

Figure B.2 shows as an example the comparison between the elevation timeseries at the same location
measured in OceanWave3D and OpenFOAM, as a result of the coupling test.
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OpenFoam sensitivity analysis

In this appendix, the results of the grid sensitivity analysis conducted for the OpenFOAM domain are
shown. The sensitivity analysis followed recommendations mentioned in Section 3.3.2 The final mesh
configuration implemented in the model is detailed in the Methodology.

C.1. Spatial Resolution

The mesh resolution in OpenFoam was set as defined in Section 3.3.2, with a base coarser mesh and
different refinement levels in the areas of interest. Firstly, a sensitivity analysis was conducted focusing
on the elevation signals in front of the caisson and the pressure records on its front face. To do so, a
refinement zone was defined along the SWL, 0.2 m above and below it for the whole domain length.
Subsequently, the analysis shifted to the top of the caisson, where different resolutions were tested
keeping the grid dimension in front of the caisson untouched. fter identifying the resolution on the top
that effectively captured the overtopping, the sensitivity analysis progressed to the back of the caisson.
Here, a further refinement zone was defined, according to Figure 3.5.

C.1.1. Surface elevation sensitivity analysis
Figure C.1 show the results of the grid sensitivty analysis conducted on the elevation sensors LWG4,
LWGS5, LWG6, SWG4 and SWG6.

To determine the best resolution, RMSE between the experimental and the numerical values were cal-
culated. Table C.1 presents the RMSE and NRMSE velues of the elevations time series offshore of
the caisson, together with the difference of maximum elevation between the numerical result and the
experimental one (An = Nmax(experimental) — Nma.(numerical)). This third indicator is particularly
important because it relates to the maximum wave crest elevation. The force exerted by the wave
peaks at the crest, making it crucial to obtain a precise estimate of this maximum elevation. Accurate
measurement of the crest height is necessary to prevent the underestimation of forces.

The two finer resolutions showed better accordance with experimental data at LWGS5, location closer
to the breakwater. In particular, a mesh resolution of 0.75 cm result in very littte NRMSE (below 0.1,
indicating good representation of physical elevations) and also very small difference between experi-
mental and numerical maximum elevation.

For the sensitivity analysis conducted at LWG6, only the RMSE and NRMSE have were calculated
while no difference in elevation is shown, given the highly oscillatory signal of the surface elevation in
that area.
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Table C.1: Sensitivity analysis - elevations offshore of the breakwater

Resolution LWG4 LWG5
Azx[em] RMSE NRMSE An[%] ‘ RMSE NRMSE An[%)]
1.5 0.008 0.067 1.58 % | 0.011  0.080 5.97 %
0.75 0.009 0.074 -3.50% | 0.010 0.077 -0.97 %
0.625 0.009 0.075 -4.05% | 0.010 0.077 -1.07 %

Table C.2: Sensitivity analysis - elevations on top and behind the breakwater

Resolution SWG4 SWG6 LWG6
Az[em] RMSE NRMSE An[%] |RMSE NRMSE An%] | RMSE NRMSE
0.75 0.0017 0.055 11.11% | 0.0025 0.077 -7.81% | 0.004 0.28
0.375 0.0013 0.041  -11.07% | 0.0023 0.071  -10.98% | 0.0036 0.24
0.188 0.0024 0.076  -11.27% | 0.0023 0.069  11.58% | 0.0061 0.43
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Figure C.1: Sensitivity analysis - Elevations

Pressure sensors sensitivity analysis

The grid sensitivity was then tested comparing the experimental pressure records to the numerical ones.
Figure C.2 shows the results of the grid sensitivity analysis performed in the front face of the caisson

for the pressure time series.
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Figure C.2: Sensitivity analysis - Pressures on the front face

When comparing experimental and numerical pressures, the difference between peak values (Ap =
DPmaz(experimental) — pma. (numerical)) is an insightful indicator. This value is important because the

forces acting on the caisson, and consequently its stability, are directly influenced by the pressure mag-
nitudes.

Table C.3 summarizes the average RMSE, NRMSE and differences in maximum numerical and exper-
imental pressure values on the front face of the caisson.

The resolutions of Az = 0.75 cm and Az = 0.625 cm both resulted in a good reproduction of the
numerical pressure time series. Given the negligible differences, a resolution of Az = 0.75 cm was
preferred in front of the caisson to save computational time.
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Table C.3: Sensitivity analysis - pressures on the front face of the caisson

Resolution Front face

Ax[em] RMSE NRMSE Ap[%]
1.5 0.088 0.056 -5.20 %
0.75 0.039 0.0268 -1.64 %
0.625 0.036 0.0251 -1.19%

In the region above and behind the caisson, lower elevation records require further levels of refinement.
Therefore, further refinement zones have been employed on the region on top of the caisson and behind
it, as shown in Figure 3.5.

First, a calibration procedure was performed on top of the breakwater. Following this, the resolution of
the refinement zone on the back side of the caisson was tested.

When testing resolutions in the top and back region of the caisson, a resolution of Az = 0.75 cm was
maintained around SWL in front of the breakwater, as derived from the sensitivity analysis performed
in that area. Figure C.3 shows the results of the grid sensitivity analysis on top of the caisson. Table
C.4 shows the RMSE, NRMSE as well as peak pressure differences for the top and back face of the
caisson. From the table it can be concluded that applying a further level of refinement, with a resolution
of Az = 0.375 cm on the top, corresponding to 9 cells per maximum elevation, produces the lowest
RMSE and lowest overestimation of the pressures on top. Maintaining this resolution on top of the
caisson, different levels of refinement were tested in the zone behind it. Grid size of Az =0.75 cm, Ax
=0.375cm, and Az = 0.188 cm, corresponding to 2, 4, and 7 cells per maximum surface elevation on
the lee side, respectively. The results of the pressure sensitivity analysis in the back face of the caisson
for the pressure sensors is shown in Figure C.4 Given the highly oscillatory behaviour of the pressure
records in this area due to the biphasic nature of the fluid, the numerical pressure sensors were filtered
with the same filter employed for the experimental pressure sensors, for ease of interpretation. The
filtered numerical signals are shown in the right plots in the Figure.
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Figure C.3: Sensitivity analysis - Pressures on the top face

Table C.4: Sensitivity analysis - pressures on the top and back face of the caisson

Resolution Top face Back face
Az[em] RMSE NRMSE Ap[%)] ‘ RMSE NRMSE
0.75 0.038 0.079 -13.3% | 0.056 0.350
0.375 0.015 0.032 0.46 % | 0.060 0.380
0188 0.019 0.040 234 % | 0.063 0.401
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Figure C.4: Sensitivity analysis - Pressures on the back face

C.1.2. Porous layers sensitivity analysis

In the porous layer zone, a resolution of Az = Ay = 1.5 cm was used, corresponding to 2 levels of re-
finement from the base mesh dimension 6 x 6 cm. Additional levels of refinement proved to not produce
more accurate results but only increased the computational time. Three different resistance parame-
ters were tested for the porous layers, as detailed in Section 3.2.7. Figure C.5 details the different
pressure records at PT1 and PT2 in the bottom face of the caisson with the three different resistance
parameters. In Table C.5, the average values of RMSE, NRMSE and pressure over-underestimation
are shown for the three configurations of porosity parameters that were tested.
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Table C.5: Sensitivity analysis - pressures on the bottom face of the caisson

Test Coefficients Bottom face

RMSE NRMSE Ap[%]
Jensen a =500,8=2 0.12 0.19 3%
van Gent | « =1000,5=1.1 | 0.13 0.20 4%
Losada a=200,=0.8 | 0.12 0.18 3%
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Figure C.5: Sensitivity analysis - Pressures on the bottom face

The table show that the resistance coefficients suggested by Losada et al. (2008) produce the lowest
over-underestimation of pressures at PT1 and PT2.

C.2. Temporal Resolution

In OpenFoam, no temporal sensitivity analysis was performed since the timestep is not a fixed value
but adapts to the constraint of maximum Courant number, imposed to 0.05 as detailed in Section 3.3.3.
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