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Abstract 
 

In the rapidly evolving healthcare landscape, integrating Artificial Intelligence (AI), 
particularly Large Language Models (LLMs), presents significant opportunities and 
complex challenges. This study examines the efficacy and implications of LLMs within 
healthcare systems, with a focus on enhancing user-centric evaluation methods for AI-
generated healthcare advice. The research centres on three critical areas: Identifying the 
limitations of current evaluation methods, addressing the challenges related to the 
accuracy and reliability of LLM-generated advice, and proposing improvements to 
evaluation frameworks to enhance the practical application of these models in 
healthcare settings. 

Our study utilizes a chatbot prototype trained specifically on healthcare datasets 
relevant to the Dutch context, exploring its application in real-world scenarios to validate 
and refine evaluation metrics. By involving healthcare professionals in interactions with 
the chatbot, we aim to ground our findings in practical, user-based experiences. The 
engagement with the prototype helps uncover vital insights into the AI’s performance, 
emphasizing the necessity for models that generate reliable and ethical responses and 
resonate with professional healthcare practices. 

The proposed research contributes to the broader discourse on AI in healthcare by 
offering a novel framework for assessing AI-generated responses through a blend of 
empirical user studies and theoretical analysis. This framework aims to mitigate the 
subjective nature of current evaluations and provide a more robust, standardized 
approach to assessing the impact of AI technologies on healthcare outcomes. Through 
this research, we aim to forge a path toward more responsive, responsible, and user-
centred AI tools in healthcare, ensuring that they align with both professional standards 
and patient needs. 

 

Keywords: Large Language Models (LLMs), User-Centric Evaluation, Conversational AI, 
Healthcare chatbots, Grounded theory, Healthcare AI 
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            1 
Introduction 

 

This chapter aims to provide a foundational understanding of Large Language Models 
(LLMs), emphasizing the critical importance of the involvement of digital applications like 
Conversational AI and exploring the multi-faceted challenges associated with evaluating 
the responses from a human-centric perspective by the inclusion of healthcare experts 
in the process. To address these challenges, the chapter discusses the necessity of a 
study that conducts a facilitation approach, followed by user interviews by interacting 
with a mock-up of digital applications and a prototype chatbot explicitly made for 
healthcare. Additionally, the chapter introduces the concept of co-creation and 
grounded theory as a method to gain deeper insights into healthcare experts' experiences 
with Conversational AI and talks about a novel framework with underlying metrics for 
evaluation of responses by Conversational AI, which can improve the healthcare expert 
and client communication — serving as the first step within the Dual Core framework. 

 

Contents of the Chapter 

1.1 Context 
1.2 Research Aims and Objectives 
1.3 Project Process 
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Chapter 1: Introduction 

1.1 Context 
Introducing digital technologies into healthcare systems is essential to advancing in the 
domain towards better health outcomes. [90]. As of 2024, over 950 Artificial Intelligence 
(AI) models specifically designed for uses in medicine have been developed and 
authorized by the Food and Drug Administration (FDA) in the USA [91]. However, 
healthcare experts and researchers have used only a few models for specific medical 
fields; the remaining models are trained on various datasets rather than explicitly for 
healthcare [92]. The recent guidelines issued by the World Health Organization (WHO) in 
2021 highlight the potential harm that can arise from AI models and the importance of 
ethical principles in AI implementation in healthcare, such as autonomy, transparency, 
explainability, accountability, and inclusiveness. [93]. In the European Union (EU), the 
proposed European AI Act significantly emphasizes using human-centric evaluation 
standards for AI systems, especially in high-risk areas such as healthcare, to 
ensure transparency, safety, and justice [94, 95]. 

LLMs have an important function in AI because they can generate responses that closely 
resembles human language. [96] The distinctive qualities of LLMs in healthcare, such as 
GPT-4, MedPaLM2, and later versions, can be seen in their specificity and accuracy in the 
generated responses [97, 98]. Furthermore, specialized language models such as PMC-
LLaMA, PsyLLM, and GatorTron are effective in biomedical settings, adapting their 
findings to the specific requirements of medical information processing [99]. These 
models possess more than just data processing capabilities; they have emerging skills 
and functionalities as conversational agents [100]. They are trained on large and diverse 
datasets from various sources, such as Electronic Health Records (EHRs), PubMed, 
Doctor-patient interviews, medical examinations, and more, which makes them 
represent the advanced state of language processing technology [101]. 

Human interaction is essential to caring for patients in several medical fields. Accurate 
understanding of spoken language is an essential factor that impacts communication 
effectiveness. [102] Forming a client-medical expert interaction is vital for maintaining 
patient satisfaction and delivering the best possible treatment. [103] At the same time, 
medical reports in written language are essential in communicating with medical experts 
about their clients. These reports are documented reports on procedures for diagnosis 
and therapy and explain the results and their consequences. [104]. LLMs have the 
potential to be effective in various areas of medicine, such as AI-assisted Chatbots, 
which can understand complicated concepts while responding to a wide range of 
requests and prompts [105, 106]. Interactive conversational models in healthcare assist 
individuals, including patients as well as healthcare professionals, in various tasks such 
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as evaluating symptoms, providing primary medical and health education, offering 
mental health support, coaching for lifestyle changes, scheduling appointments, 
reminding patients about medications, triaging patients, and allocating health resources 
[81]. Nevertheless, these models also raise concerns over the generation of false 
information, violation of privacy, biases present in the data used for training, and the 
potential risks of their misuse [107]. 

Within healthcare domains where inaccuracy or lack of information might result in life-
endangering outcomes, due to misinterpreting the insights generated by these models is 
one of the most significant challenges [108]. Recent studies have mainly concentrated 
on assessing the knowledge capacities of LLMs by comparing them to other models, 
using metrics such as Bilingual Evaluation Understudy (BLEU) and Recall-oriented 
Understudy for Gisting Evaluation (ROUGE) resulting in a lack of understanding regarding 
the interactions between users and LLMs [109]. Therefore, evaluating the safety and 
accuracy of LLM behaviours, including their ability to generate accurate, reliable, 
trustworthy, and complete responses to healthcare queries and validate the claims with 
healthcare guidelines [85].  

Given the crucial nature of healthcare applications, using conversational models 
requires establishing a unified and comprehensive set of foundation metrics. 
[110]. These metrics enable a careful evaluation of the models' capabilities from a 
human-centric perspective, allowing for the identification of potential errors that lead to 
significant improvements in delivering robust, accurate, and reliable healthcare services. 
[81]. Furthermore, the current evaluation metrics fail to consider several essential user-
centric factors that demonstrate how well a chatbot forms a relationship with and 
expresses support and emotion to the client. [111] 

However, more than simply bringing in a more detailed framework based on the existing 
framework with more metrics to evaluate is not enough, as it will make the evaluation 
process more subjective and complex. [85]. There are two essential gaps in this domain. 
Firstly, evaluation metrics have been re-designed from existing human-centered 
frameworks, not specifically from the healthcare domain, and then tested on a small 
sample size [81]. Secondly, the existing human-evaluation metrics are subjective to the 
views of healthcare experts on different metrics, which vary individually due to the lack 
of underlying factors or reasons supporting the metrics [112] and are time-consuming to 
evaluate every response [74]. 

One possible method of developing human-centric metrics implicates involving 
healthcare experts, including mental and physical health, as stakeholders through a 
collaborative co-creation method and in-depth user interviews.[81] Developing a 
standardized, robust, transparent set of evaluating metrics with underlying factors can 
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accelerate the process of responses generated by Conversational AI more efficiently and 
effectively. [86] 

This study introduces a novel framework that can be used to evaluate responses based 
on the response style and the knowledge of the statement generated by Conversational 
AI. This innovative approach leverages the capabilities to understand a statement in a 
communicative situation by its core principles, which are “content” and “expression” 
[89]. By analysing the conversation in this manner, the evaluation metric removes the 
subjectivity of the individual evaluation. It frees up valuable time for healthcare experts, 
allowing them to focus on the next steps involving prognosis and treatment plans in the 
user journey. Consequently, integrating a set of words that represent Response Style and 
Knowledge into our process will help us establish a concentrated co-creation study to 
develop underlying layers supporting a metric. 

 

1.2 Research Aims and Objectives 
To address the identified research gaps above, the project aims to answer the following 
research questions: 

 
Research Question 1 
What limitations exist in current user-centric evaluation methods for healthcare-
focused LLMs, particularly in lifestyle advice? 
 
Research Question 2 
What are the key challenges of user-centric evaluations metrics in assessing the 
accuracy and reliability of LLM-generated health lifestyle advice? 
 
Research Question 3 
How can evaluation frameworks be improved to enhance the effectiveness of LLM’s 
response in providing lifestyle advice? 
 

In this study, we use a chatbot prototype which generates response to healthcare related 
questions. As this chatbot is trained on datasets specific to healthcare context in the 
Netherlands, there is lack of global generalized data and misinformation in the generated 
responses. As these generated responses adheres to the guidelines and provides 
references to the generated content which builds trust as all the information provided is 
verified from medical and scientific responses and there is no inaccurate or incomplete 
information. Involving chatbot which provides responses as per the above factors like 
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Accuracy, Relevance, Trustworthiness will help us setting up a concentrated study to 
evaluate the responses in the way of response and the content of response. 

The proposed workflow for healthcare experts using the chatbot prototype starts by 
providing a mobile version of a digital application mock-up featuring a chatbot to 
acquaint them with digital tools in healthcare. Initially, experts receive a brief context to 
understand their tasks and then engage with the chatbot by posing domain-specific 
questions. They subsequently assess the chatbot's responses by comparing them with 
their professional experiences and knowledge, which facilitates a critical evaluation of 
the chatbot's accuracy, relevance, and trustworthiness. This interaction allows experts 
to scrutinize the responses under various evaluative metrics, deepening the analysis. A 
user study involving 11 healthcare experts was conducted to probe further the chatbot's 
utility in real-world Dutch healthcare settings. This comprehensive evaluation validated 
the chatbot's performance and contributed to developing a robust framework for 
assessing responses generated by conversational AI, enhancing the objectivity and depth 
of user-centric evaluations. 

In this study several contributions are offered: 

• Introduction and exploration of how healthcare professionals can implement 
enhanced AI evaluation methods within their clinical workflows. 
 

• Insights about the challenges and opportunities in using AI within healthcare, 
particularly through deploying and testing a chatbot prototype in real-world 
settings. 
 

• A novel framework that assists healthcare professionals in assessing AI-generated 
advice, focusing on improving interaction through response style and content 
knowledge. 

 

 

1.3 Research Outline 
To address these research aims and objectives a four-phase hourglass method by (Turbek 
et al; 2016) [118] which consists of Literature Review, Gaps and Research Questions, 
Methods and Discussion a top down approach which expands from the section of Gaps 
and Research Questions into different methods which give robust results. 
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Figure 1: Project Outline of the Hourglass method 
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           2 
Literature Review 

This chapter explores the foundational aspects of Large Language Models (LLMs) in 
healthcare, particularly their use in lifestyle advice. It reviews the advancements in 
language modeling within natural language processing (NLP) and highlights the 
capabilities of LLMs across various applications. The chapter identifies critical research 
gaps and the evolving needs for AI in healthcare by examining the role of LLMs, from 
information retrieval to lifestyle advice. This overview sets the groundwork for further 
exploration of LLM integration to enhance healthcare outcomes. 

 

Contents of the Chapter 

2.1 What are LLMs 
2.2 Role of LLMs in Various Domains 
2.3 General Applications in Healthcare 
2.4 LLMs in lifestyle health advice 
2.5 Applications and Impact in Lifestyle Advice, Mental Health and General Health 
2.6 Specific Challenges in Lifestyle Advice 
2.7 General Limitations of LLMs in healthcare 
2.8 Existing frameworks and their evaluations 
2.9 Gaps and opportunities for Improvement 
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Chapter 2: Literature Review 

2.1 What are LLMs 
Language modelling (LM) is an essential approach for gaining cognitive intelligence in the 
domain of natural language processing (NLP), and its advances and applications have 
been significant in recent times. [1, 2, 3]. 

To distinguish between language models with various parameter scales, researchers and 
academics use the term "Large Language Models" (LLMs) to describe pre-trained 
language models (PLMs) that include many parameters, ranging in the tens or hundreds 
of billions [3].  LLMs, or large-scale language models, are characterized by their large 
model size as also they have features like enhanced language understanding and 
generating capabilities compared to smaller-scale models. Particularly, LLMs have 
emergent skills that are absent in Smaller Language Models (SLMs) [6]. Large language 
models (LLMs) are AI systems that have been pre-trained to analyse and create text that 
closely resembles the human language in real-time [4]. It plays a crucial role in 
understanding, generating, and manipulating human language, serving as the foundation 
for a wide range of NLP applications [5]. These applications range from machine-based 
language translation, chatbots, sentiment analysis for understanding emotions in text 
conversations, and text summarization. 

 

2.2 Role of LLMs in Various Domains 
LLMs are currently being used across multiple domains, such as AI-assisted Chatbots, 
to carry out tasks like information retrieval, interactive conversation, and text generation. 
LLMs like as Dramatron are used for Creative work and Knowledge work. They can 
generate scripts based on specified prompts that have undergone evaluation for quality 
through collaborative writing methods.[40].  

A study by (Wu et al., 2023) [39] discusses on how BloombergGPT can perform several 
financial tasks like including financial reasoning, numerical claim identification, and 
other financial activities. LLMs which are used in the field of law have similar 
characteristics with the healthcare industry, as both use personalized prompts to 
improve the level of accuracy of legal or medical question responses and information 
extraction. [42] 

ChatGPT demonstrated to be able to do tasks in the healthcare industry, such as 
providing medical advice consultations, conducting mental health assessments, and 
simulating reports using Psy-LLM. Researchers suggest coming up with specialized LLMs 
in the healthcare domain for maximizing their effectiveness in this particular sector. 
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Especially, the Med-PaLM models receive more validation from doctors in terms of 
addressing customers' medical queries and achieve a level of skill similar like that of 
healthcare experts on the USMLE (United States Medical Licensing Examination). [10] 

However, one of the major issues encountered during the fine-tuning process of chatbots 
is that these multi-turn interactions may lead chatbots to quickly "forget" former parts of 
the conversation or repeat themselves. [8]. In fields which has sensitive data such as Law 
and Medicine As a result of continuous updates documents of legislation and the 
emergence of new cases, the training/retrieval there is a high chance of data becoming 
less significant.[9]. Also, LLMs have the possibility to provide inaccurate medical 
information by misinterpreting medical terms and offering advise that clashes with 
existing medical guidelines.  

 

2.3 General Applications in Healthcare 
The healthcare industry is an industry that has a higher impact to human well-being both 
physical and mental. Since the development of ChatGPT, several researchers have been 
using ChatGPT or other Large Language Models (LLMs) in the domain of healthcare. LLMs 
can carry out several healthcare tasks, which includes collecting biological information, 
offering medical advice, evaluating mental health, and summarizing medical reports. [3]. 
Several generic large-scale machine learning models, such as GPT and LLaMA, have 
demonstrated potential in enhancing patient outcomes and transforming healthcare 
systems. Healthcare experts without knowledge in data science could face challenges in 
understanding and effectively using these models. [11] 

For the purpose to improve the use of Language Models (LLMs) in the healthcare industry, 
researchers have developed LLMs developed specifically towards applications in 
healthcare. The development of Med-PaLM by Google has been centred around the 
possible ability of Language Learning Models (LLMs) that have conversational abilities. 
This type of innovation aims to optimize the effectiveness of PaLM for medical queries by 
fine-tuning the instruction prompts. This improvement has led to the development of 
Med-PaLM 2, which has been developed specifically for use in the healthcare field. [10], 
Med-PaLM 2 has been reported to be better than ChatGPT in terms of performance on 
United States Medical Licensing Examinations (USMLE) questions, achieving state-of-
the-art results. [12]. 

The field healthcare is increasingly accepting the value of Natural Language Processing 
(NLP) techniques as an important part of artificial intelligence (AI) development [13] [14]. 
Even though LLMs have a significant future in the field of healthcare and are expected to 
be more common in this industry but they sometimes lack in providing reliable 
information. To improve the value of LLMs in the area of healthcare, two viable techniques 
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can be used which are training the LLMs from the ground up using medical databases or 
fine-tuning the existing LLMs such as Med-PaLM.[11]. The term "hallucination effect" has 
been used to describe the irrelevant guessing behaviour observed in LLMs. An inquiry 
using GPT-3.5 for solving few medical questions from USMLE showed that the model 
consistently forecasted answers from choices A and D. During the analysis, the 
researchers found three fake citations throughout the article generated by ChatGPT. [21]. 

In order to properly use LLMs in the area of healthcare, it is necessary to come up with an 
extensive strategy which addresses the challenges and issues specific to the medical 
domain. As per Briganti, G. (2023) [20] Important factors to be considered includes 
transfer learning, domain-specific fine-tuning, domain adaptation, reinforcement 
learning with expert input, dynamic training, interdisciplinary collaboration, education 
and training, evaluation metrics, clinical validation, ethical considerations, data privacy, 
and regulatory frameworks. 

Also, a study by (Yang et al., 2022) [15] shows that models like GatorTron exhibited skill in 
extracting and understanding patient information from clinical narratives. Combining 
such information into medical AI systems is important for enhancing healthcare delivery 
and improving patient outcomes. An important aspect of this process involves obtaining 
and documenting patient information from longitudinal Electronic Health Records 
(EHRs), which include both structured data (such as illness and prescription codes) and 
unstructured data (including clinical narratives like progress notes) [15]. 

Based on the unstructured data, another healthcare Conversational AI which is 
ChatDoctor, was developed using LLaMA and a has dataset of 100,000 patient-physician 
conversations. The model exhibited significant improvements in comprehending 
patients' needs and delivering precise recommendations as the chatbot gave responses 
based on real-life conversations and suggestions based on the context. [16]. Another 
example of this can also be observed in Baize-healthcare [17], an open-source chatbot 
designed for healthcare that was developed as well using LLaMA. The model has 
undergone fine-tuning using the MedQuAD dataset [18], which consists of 46,867 
medical dialogues between patients and doctors. It shows high accuracy in multi-turn 
conversations. These kinds of models are going to help the development of conversation 
models in healthcare, where suggestions by conversational AI chatbot will be specific 
and not generic. 

It is important to bring LLMs into clinical practice, improve their ability to be understood, 
and enhance the collaboration among healthcare experts, patients and AI to assist in 
clinical decision-making. [11]. With the rise in the applications of AI in healthcare, legal 
and regulatory challenges will arise. These concerns include issues related to 
responsibility for AI-generated suggestions, compliance with data privacy laws, and thus 
there arises a need for standard protocols to evaluate AI systems. [20]. 
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2.4 LLMs in Lifestyle Health Advice 
LLMs have shown effectiveness by providing increasing number of people access to 
medical knowledge. Particularly, chatbots like ChatDoctor which use LLaMA, showed 
higher accuracy in understanding what patients want while providing accurate advice 
[22]. LLMs also offer the necessary skills to carry out multiple roles in the field of 
healthcare service design as it can be used to track the medical state of patients, 
especially people who have chronic illnesses. [25]. 

Bulck and Moons (2023) [27] found that when compared to Google search, 40% of the 20 
experts (19 nurses; 1 dietitian) considered answers from ChatGPT to be more valuable, 
45% considered them to be equally valuable, and 15% considered them to be less 
valuable. Hence, many experts projected that patients would more depend on LLMs, 
specifically ChatGPT, and reduce their dependence on Google searches because of the 
high of accuracy and ease of access to answers provided by LLMs [24]. 

LLMs are also used for evaluating the effects of medications. Research shows that 
ChatGPT was used to project and understand drug-drug interactions [23]. This study 
investigated the views of LLMs with regards to drug pairing or interaction. The correctness 
and conclusiveness of their responses were evaluated [24]. The results show that out of 
the 40 pairs of Drug-Drug Interactions, 39 responses were found to be correct for the first 
question. Among these 39 correct answers, 19 were conclusive while 20 were 
inconclusive. Regarding the second question, out of a total of 40 pairs, 39 of them are 
correct. Among these pairs, 17 answers are conclusive while 22 answers are 
inconclusive. 

A study done by Liu et al., (2023) [28] provides insights into the effectiveness of Language 
Models (LLMs) in accurately analysing data not only from patients-doctors 
conversational recordings but also by patient’s wearable devices and medical sensors. 
The research focused on various applications such as cardiac signal analysis, physical 
activity recognition, metabolic calculation, and the estimation of stress reports and 
mental health screeners, all considered the data from wearable and medical sensors. 
Due to usage of such data more personalized data analysis is provided to individuals, 
rather than depending on internet data, offers more reliable and trustworthy insights to 
assist individuals in maintaining a healthy lifestyle. 

A health data-collecting tool called CLOVA CareCall, built by NAVER AI, was 
implemented in South Korea. This program was conducted to provide emotional support 
to individuals who are socially isolated and particularly those with lower incomes. It 
conducted analysis of regular conversations and generated health reports that included 
metrics such as meals, sleep, and emergencies. It demonstrated to be effective in 
alleviating feelings of loneliness. Social workers used the reports that were generated and 
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call recordings to monitor the well-being of users, thus making the workload efficient for 
the social workers. [26]. 

 

2.5 Applications and Impact in Lifestyle Advice, Mental and General 
Health  

2.5.1 Healthy Lifestyle Advice 

LLMs are used in the monitoring of chronic diseases by healthcare experts by offering 
continuous lifestyle guidance. These models can provide essential guidance on diet, 
exercise, and other changes in lifestyle that are important for managing conditions such 
as diabetes, hypertension, and cardiovascular diseases. The continuous personalized 
nature of the advice helps patients in maintaining a healthy way of life, thus improving 
recovery results. (Akilesh et al., 2023) [29]. 

Large Language Models (LLMs) like ChatDoctor and ChatCounselor have been 
specifically developed to provide customized healthcare guidance according to user-
provided information, including symptoms and lifestyle habits. [16] These models use 
large datasets, including those generated from interactions between patients and 
doctors, the LLM analyse this data to recommend lifestyle modifications that can help in 
the management or prevention of chronic conditions. These recommendations are 
monitored and constantly revised based on the most recent health guidelines to cater to 
the distinct requirements and goals of individual users thus avoiding inaccuracy of 
information. [37] [22] 

Bender et al. (2021) and Ji et al. (2023) [32] [33] say that synthesizing text using Language 
Models (LLMs) involves risks, such as the possibility for hallucinations and the 
production of biased or harmful text. In a scenario involving nutrition counselling and 
limited public resources, data can be gathered by combining LLMs (Language Learning 
Models) with crowd-workers and nutrition specialists. As a result, HAI (Human-AI) 
Coaching. which consists of dataset for nutrition counselling has been analysed by 
experts which includes of about 2.4K dietary challenges provided by crowd workers, 
along with approximately 97K supporting texts generated by ChatGPT.[31]  

However, after careful investigation by Balloccu et al., (2024) [31] uncovers that ChatGPT, 
despite its ability to generate intelligent and human-like text, additionally shows risky 
opinions, especially when it comes to sensitive topics like mental health, making it 
unsafe for unsupervised use. A small number of participants noted that ChatGPT 
frequently generates responses that are "safe but useless," offering generic advice. 
Additionally, ChatGPT lacks the level of trust with clients that doctors develop over time, 
which allows doctors to better understand their clients. 
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2.5.2 Mental Health Support 

Using natural language processing (NLP) approaches, speculation of individuals' mental 
health is done through the analysis of their social media posts on platforms such as 
Facebook and Twitter. These findings are used to create online platforms that link 
individuals to health information and support, as well as to design personalized 
treatments. [35]. 

Due to the COVID-19 pandemic, there is an increasing demand for quick and skilled 
mental healthcare services. According to Yurayat and Tuklang (2023) [36], online 
psychological counselling has increasingly become the primary method of providing 
counselling services through the internet. ChatCounselor demonstrates the application 
of Language Models (LLMs) in the field of mental health support by offering the services 
of counselling and guidance on mental well-being. This model has been trained using 
actual counselling sessions and is able to provide individualized psychological 
assistance, including suggestions for managing stress, anxiety, and depression. The 
model's responses are customized to the emotional and psychological state of everyone, 
resulting in advice that is extremely pertinent and influential [34]. 

The study conducted by Lai et al., (2023) [38] introduced the Psy-LLM framework, where 
the use LLMs is in the form of an AI-based assistive tool for question-answering during 
psychological consultations due to which it provided clients more accessible to mental 
health professionals. Their framework combines pre-trained Language Models (LLMs) 
with real-world professional Question and Answer (Q&A) data from psychologists, as well 
as a comprehensive collection of psychological papers 

However, research conducted by psychologists on AI has highlighted the importance of 
incorporating human review when evaluating the performance of these language models. 
It is also necessary to make further improvements in order to ensure more accurate and 
successful outcomes. This is crucial because generating hallucinations or incomplete 
results in this field can have negative impacts on the mental well-being of clients. [38] 

 

2.5.3 General Health and Wellness 

Healthcare experiences of patients are multidimensional which includes the dynamic 
doctor-patient interactions, also a variety of diagnostic and treatment approaches, 
adherence to prescribed lifestyle or behavioural adjustments, and continuous preventive 
health measures. The patient's healthcare journey is non-linear, consisting full of 
complex integrated series of events. [43,44,45,46]  

As per [47] the diagnostic procedure in medicine consists of different steps which are 
influenced by the context, symptoms in patients, clinical expertise and available 
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diagnostic tools. The introduction of LLMs can work in two different approaches where 
the patient has no limits in providing prompts when providing a particular knowledge 
input, in this case the LLM will give help even if the user's input is insufficient for the LLM 
to achieve its stated goals and objectives. The second approach allows the LLM to gain a 
more thorough understanding of the user's symptoms and age by using a more limited 
and step-by-step approach. [46] 

In both scenarios, health sensors may retrieve data and evaluate it using the analytical 
and machine learning services. But in both the above approaches if the doctor, as the 
second actor, can evaluate and validate the primary care AI interactions and the patient’s 
review of the primary care AI it will help the system to improve to address the AI 
shortcomings. [48] 

Another study on the evaluation of [49] GatorTronGPT demonstrates that clinical LLMs 
may be used to create clinically relevant material, which has the potential to aid in the 
documenting and coding of patient information in Electronic Health Record (EHR) 
systems, therefore decreasing physicians' substantial paperwork load. LLM prompt-
based text creation has the potential to assist build treatment regimens by combining 
clinical standards and patients' past information with EHRs 

But such applications raise concern for ethical considerations, sometimes due to lack of 
time or difficulty in understanding the agreements people sign up for or ignore them. This 
can pose a threat to privacy of individuals using these applications as per [50] as Data 
privacy, ethical issues, and the integration of AI systems with current healthcare 
infrastructures should all be major areas of future research. 

 

2.6 Specific Challenges in Lifestyle Advice 

2.6.1 Reliability 

The reliability of LLMs is crucial to their usage in healthcare. The performance of LLM 
answers is influenced by factors like as accuracy, consistency, interpretability, and the 
quality of the data set used for training.  A study by [24] found most of the research 
connected to prediction of texts, 72% of studies related to summarization, and 93% of 
studies related to medical knowledge queries have problems regarding their 
dependability. The lack of reliability in LLMs mostly results from restrictions in data 
gathering sources and the model's limited medical knowledge. The general-purpose 
character of ChatGPT could compromise its reliability in the context of self-diagnosis. 
[63] 

Firstly, it is essential to evaluate and validate ChatGPT's responses using trustworthy 
sources, as this helps in the process of learning and develops critical thinking. However, 
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it should be noted that these responses should not be considered as replacements for 
knowledge provided by healthcare institutions. Another study by [31] mentions, similarly 
as patients converse with healthcare experts, generative questions and prompt should 
be made two-way conversation instead than binary or definitive ones when phrasing 
inquiries. This approach leads to constructive conversation and helps prevent replies 
which are misleading from the LLM. Also training LLMs using the medical curriculum and 
involving students to better identify ideal responses and comprehend any limitations 
[32]. These steps can help to prevent any biases that may be present in these models. 

In order to minimize the risks related to false information and errors, a study by 
researchers (Thapa and Adhikari, 2023) [56] mention need to develop robust validation 
and verification processes for LLM results. This involves comparing the information 
provided by LLM with reliable and updated medical sources, conducting independent 
evaluations, and gathering expert advice where necessary. Designing evaluation 
frameworks along with suggestions specific to LLMs in healthcare lifestyle advice ensure 
the accuracy and reliability of the information generated by the Conversational AI. 

 

2.6.2 Hallucination 

LLMs aim to generate text using clues from context and randomness rather than targeting 
factual accuracy. Due to which, this raises a risk to what AI experts refer to as 
"hallucinations," to which healthcare experts would more accurately refer as 
Confabulations which are basically suggestive statements by a person or a system that 
seem accurate and trustworthy but eventually incorrect. Confabulations may differ in 
level of detail, ranging from basic to complex or even irrational However, the way in which 
they are presented is very persuasive and this can make it difficult to recognize them are 
they true or false by patients or even to some extent by healthcare experts. [60] 

ChatGPT in healthcare may provide inadequate information or demonstrate a difficulty in 
discerning between truthful and deceptive remarks [64,23]. A case of confabulation is 
demonstrated in research conducted by Schwartz et al., (2024) [60], where GPT-3.5 was 
instructed to generate a care plan for a patient suffering from HIV-associated 
cryptococcal meningitis. The AI system provided an extensive and structured set of 
suggestions. Although the strategy may seem thorough and acceptable to anyone 
without specialized knowledge, it contains major error for example : The suggestion to 
immediately start antiretroviral therapy (ART), which was suggested by a random study 
that appeared which increased mortality rates when compared to delayed ART initiation 
in individuals with HIV diagnosed with cryptococcal meningitis which was suggested by 
healthcare guidelines, these suggestions, goes against standardized clinical practice 
guidelines and has the potential to cause significant harm to patients [65]. Another 
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similar research conducted by Jo et al. (2023) [26], where it was found that Healthcare 
LLMs specific to mental health such as CLOVA CareCall, produced by NAVER AI, had the 
inclination to make confident and inappropriate claims to patients dealing with mental 
health issues, thus making them trust the misleading suggestions by the Conversational 
AI without any healthcare expert supervisions. This eventually places an extra stress on 
therapists and result to a loss of trust between healthcare experts and clients. 

The causes and mitigations of hallucinations in LLMs is currently being actively 
researched. LLMs could show a bias towards generating responses that seem more 
trustworthy or natural, which increases the possibility of hallucinations. [66]. Various 
methods have been suggested to address the problem of hallucinations. One approach 
is to change the training process in order to restrict hallucinations, as seen in the idea of 
known as reality grounding. [67]. Another approach is to design the model with a wider 
and more varied dataset, possibly mitigating the probability of the model making 
inaccurate responses. [68]. Furthermore, a study conducted by Ferrara (2023) [69] 
indicates the significance of collecting verified or fact-checkable data from trustworthy 
sources during the training process of the LLM. This approach is referred to as "Human-
in-the-loop approaches," which train the model to favor accurate data over its own 
assumptions. However, achieving this goal requires careful review of the data and 
evaluation of fairness metrics used, which depend on collaboration between healthcare 
experts and policymakers. 

 

2.6.3 Lack of human centredness 

Recent LLMs in healthcare, such as GPT4 and PaLM [70], generally focus on 
general domains and are trained using publicly accessible generic databases or 
documents. Due to which these models lack specific training and skillset in the field of 
lifestyle advice, therapy, which requires the knowledge of non-verbal cues and the 
human nature of counselling. 

A study done by [72] LLMs provide more accurate question-and-answer outcomes that 
align with human behaviour, in contrast to the fragmented and unclear information often 
acquired from traditional searches. Therefore, it is essential to evaluate the Open Domain 
Question Answering (ODQA) capabilities. The effectiveness of replying to open-domain 
questions has a major impact on user satisfaction. Commonly employed datasets for 
testing purposes include SquAD (Stanford Question Answering Dataset) and Natural 
Questions. The evaluation of these datasets is conducted using F1 score and Exact-
Match accuracy (EM) as metrics [142, 143, 144]. But the physician's skill of integrating 
various sensory inputs during conversation is very much necessary in the response of 
LLMs. When interacting with a patient, it is not just about receiving information through 
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text or speech; it also involves processing auditory, visual, somatic, and even olfactory 
stimuli. [71] The human way of conversation combines these various kinds of sensory 
and spoken information in a way that cannot be generated by LLMs using text. This 
practical elements of "clinical sense" cannot be fully acquired or expressed within a 
framework that relies just on text. [72]. 

Another research [72] [73] mentions an important fact that would make domain experts 
comfortable with using LLMs as an aid is ensuring a human (expert) is in the loop to 
perform extensive verification. This is difficult now due to the system design of LLMs, 
which does not readily permit verification. But if one could inspect inputs, there would be 
a trade-off between efficiency gains and the time required for verification. Therefore, a 
standardized human based evaluation seems to be necessary. [74]. 

 

2.7 General limitations of LLMs in Healthcare 
Large Language Models (LLMs) have potential applications in healthcare but also face 
several challenges and limits that need to be addressed for their effective and ethical use 
in healthcare environments. This section discusses the main challenges connected to 
LLMs in the healthcare domain. This can generally be categorized into five groups but can 
be distributed among generic limitations like 1) Bias, 2) Data privacy and for specific 
challenges in lifestyle advice such as 1) Reliability, 2) Hallucination and 3) Lack of Human 
Centredness. 

2.7.1 Bias 

Language models may unknowingly reflect bias when the training data used for their 
development is biased. According to Schramowski et al. [51], vast and complex pre-
trained models designed to mimic human conversation might unintentionally sustain 
unfairness and biases. As a result, this might result in incorrect evaluations and 
recommendations, which can mislead patients in many areas of healthcare. 

Another research, which was conducted by [60], emphasizes the problem that AI 
systems could provide biased response due bias being present in their training data, 
resulting in discrimination and damage against marginalized populations [57, 58]. 
Further the study investigates on a case study where, a widely employed AI algorithm in 
the United States consistently gave more priority to White patients than Black patients 
when allocating healthcare resources [59]. These cases occur due to the possibility of 
deepening the existing gaps in healthcare, especially if automated evaluations 
performed on existing healthcare data were wrongly assumed to be unbiased.  

Additionally, additional research conducted by [56] also emphasizes that if the training 
data has biases related to demographics, illness prevalence, or treatment results, the 
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resulting outputs could reflect and replicate these biases thus providing unfair and 
impartial healthcare results. On a comprehensive study by Hadi et al., (2023) [61] 
highlights the four different types of biases which are as follows: 

• Training data bias: Language models commonly depend on large datasets of 
human language for training. If these datasets exhibit biases associated with 
characteristics such as race, gender, or socioeconomic status, the model has the 
possibility to replicate these biases in its outputs. 

• User interaction bias: The output generated by Chatbots can be affected by the 
input received from users. If users regularly ask questions that are influenced by 
bias or prejudice, the model has the possibility to learn and continue to 
display similar biases in its replies. If users often ask biased queries that 
specifically target a certain group, the model may create replies that strengthen 
and perpetuate these biases. [52] 

• Algorithmic bias: Algorithms used in training and running language models and 
Chatbots can also induce biases. [53] 

• Contextual bias: Chatbots provide responses based on the context provided by 
users. Biased replies may be produced by the model if the context contains bias 
associated with factors such as the user's demographic location or language. [54] 

 

2.7.2 Data-Privacy 

The use of Large Language Models (LLMs) in healthcare situations raises significant 
concerns regarding data privacy, including issues related to data protection, the potential 
for re-identifying people, and ethical questions around how to make use of patient data. 
LLMs could distinguish sensitive personal characteristics from non-sensitive 
information, thus breaching an individual's right to privacy. [55]. 

A major concern is the unintentional presence of personally identifiable information (PII) 
in the datasets used for training these models, which may result in violations of patient 
confidentiality. To reduce these dangers, it is crucial to use effective data safety 
strategies, which includes effective anonymization methods, secure data storage 
protocols, and robust compliance with ethical norms. These steps are essential to 
preserving the trust of those participating in studies, maintaining the authenticity of study 
techniques, thus maintaining patient privacy. These safeguards are necessary because it 
is crucial to strike a balance between utilizing the capabilities of LLMs in medical 
research and safeguarding sensitive patient information. [62]. 

Ethical considerations and stringent data privacy measures are paramount when using 
LLMs in biomedical research. Researchers are tasked with managing sensitive patient 
data conscientiously and complying with privacy regulations. The implementation of 
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comprehensive data protection measures, including data anonymization and secure 
storage practices, is crucial to maintaining the confidentiality of patient information and 
sustaining the trust of those involved in research [56]. 

 

2.8 Existing Frameworks and their evaluations 
This section aims to answers the First Research Question “What limitations exist in 
current user-centric evaluation methods for healthcare-focused Large Language 
Model (LLMs), particularly in lifestyle advice?” 

Due to the significant challenges involved in using Large Language Models (LLMs) in 
healthcare, such as bias, privacy problems, dependability, and hallucinations, it is 
crucial to thoroughly examine the present evaluation methods for these technologies. 
Robust evaluation metrics are essential for both analysing the reliability of LLMs by their 
responses, but also can be integrated much better into healthcare environments. 

There are two types of categories of evaluation procedures. Automated evaluation and 
Manual evaluation both play their role in evaluating responses in Language Model (LLM) 
research. Automated evaluation commonly uses different metrics and indicators to 
measure the performance of models, including BLEU (Bilingual Evaluation Understudy), 
ROUGE (Recall-oriented understudy for Gisting Evaluation), and BERTSScore 
(Bidirectional Encoder Representations from Transformers Score). A study by [72] 
mention that these metrics evaluate the accuracy of content generated by Language 
Model models. These metrics are helpful for researchers to efficiently measure model 
performance on large data and make comparisons between various models. However, 
these metrics are model based and do not incorporate the knowledge of medical 
concepts such as symptoms, diagnostic tests, diagnoses, and therapies mentioned in 
the response and lacks effective evaluation of the semantic meaning of the generated 
text. 

Various domain-specific LLMs have been created using general-purpose model and 
training approaches. BioBERT and PubMedBERT are BERT models specifically trained on 
biomedical data from PubMed [83]. Med-PaLM [4] was designed using carefully selected 
medical datasets and input from healthcare experts. It showed positive results, such as 
achieving a 67.6% accuracy on the MedQA examination. Chat-GPT, even though 
lacked medical knowledge, passed all three sections of the USMLE and obtained an 
overall accuracy rate of over 50% across all tests, with a number of them above 60% 
accuracy [84]. Nevertheless, automated evaluation is limited by its lack of capacity to 
fully capture all aspects of language understanding from a user-centric level which 
depends on factors like trust-building, customized responses, emotional support by 
empathy which have an impact on real-time clinical processes. [81]. 
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The study conducted by Novikova et al., (2017) [82] suggests manual evaluation is more 
reliable for some broad responses generated by chatbots. Manual evaluation commonly 
involves the subjective assessment and judgment of human subject 
matter experts about the quality of outputs provided by a model. This 
evaluation methodology can efficiently identify the effectiveness of models in specific 
tasks or contexts and detect mistakes and faults that automated evaluation can fail to 
detect. But manual evaluation faces limitations such as significant time investments and 
subjectivity of responses. Hence, sometimes its important to combine the benefits of 
automated and manual assessment to thoroughly evaluate the performance of language 
models. 

 

2.8.1 QUEST – Five Principles  

Healthcare professionals are using Generative Artificial Intelligence (AI) models, such as 
large language models (LLMs), to improve patient care and decision-making. It is 
important to evaluate the responses from these models, particularly in the healthcare 
domain, to ensure accuracy, reliability, and adherence to ethical standards. The research 
study conducted by Tam T. Y. C et al., in 2024 [85], offers an extensive review of existing 
literature on human evaluation frameworks in various healthcare applications. The study 
goes beyond the traditional evaluation dimensions of User, Domain, and Task [81] and 
incorporates additional factors such as Evaluation dimensions, sample types and sizes, 
recruitment of evaluators, and the evaluation process. The study also examined 
healthcare apps that addressed various elements of patient care, clinical practice, 
biological health sciences research, and education. 

Assessing the effectiveness of LLMs responses in terms of performance, accuracy, or 
memory is challenging due to the complexity or layers present in healthcare contexts. the 
study proposes a framework named QUEST which can act as a foundation for human 
evaluation metrics for Language and Learning Models (LLMs) in the healthcare domain. 
This approach incorporates the evaluation of aspects such as accuracy, empathy, and 
trust to ensure that these models adhere to robust standards for clinical settings. 

Based on the aforementioned themes the QUEST Framework consisted of five principles 
1) Quality of Information 2) Understanding and Reasoning 3) Expression Style and 
Persona 4) Safety and Harm and 5) Trust and Confidence which consisted of different 
dimensions as layers to achieve specific principle: 
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Principle(s) Dimension 

Quality of Information Accuracy, Relevance, Currency, Comprehensiveness, 
Consistency, Agreement, Usefulness. 

Understanding and 
Reasoning 

Understanding, Reasoning. 

Expression style and 
persona 

Clarity, Empathy 

Safety and Harm Bias, Harm, Self-awareness, Fabrication, Falsification or 
Plagiarism 

Trust and Confidence Trust, Satisfaction 

 

Table 1: QUEST's Five Principles 

 

The study suggests assessing the framework using Comparative approaches, in which 
the LLM generates responses for possible diagnosis and treatment solutions. These 
suggestions may then be reviewed using healthcare experts. The study also suggests 
evaluating answers that are relevant to different healthcare domains, since each area has 
different levels of importance and potential influence in clients lifestyle. Also, In order to 
conduct a statistical analysis of the framework, the study proposes evaluating around 
130 sample responses in clinical settings, 100 sample responses in research settings and 
clinical trials, and 100 sample responses from medical education, which includes 
medical examination. 

 

2.8.2 The Four healthcare evaluation metric group 

In research conducted by Abbasian et al. (2024) [81], a set of evaluation metrics was 
suggested to evaluate the performance of different healthcare chatbots. These metrics 
are meant to consider the perspective of end-users and use a combination of automatic 
and manual assessment methods. The metrics derived from evaluations conducted by 
healthcare experts, who assess the Conversational AI's language processing abilities, its 
impact on real-world tasks in healthcare, and its effectiveness in user-interactive 
conversations. This study included an activity in which healthcare specialists engaged 
with several chatbot models, while considering three variable types: User Type, Domain 
Type, and Task Type. 



 
 
 

Page | 30  
 

The User Type assessment focused around evaluating safety, privacy, and usefulness of 
information provided to patients and healthcare professionals. It placed a particular 
emphasis on the importance of having accurate and reliable medical material. The 
Domain Type examination evaluated the chatbots' capacity to engage in conversations 
about a wide range of health subjects, including both general health and specialist areas 
like oncology. The assessment criteria were tailored according to the specific needs of 
each domain. Lastly, the evaluation of Task Type took into account the chatbot's 
functionality, whether it acted as an assistant or provided detailed diagnosis and 
treatment plans. This evaluation critically assessed the correctness and factual reliability 
of the replies made by the chatbot. 

Based on the above three variables against different healthcare chatbots the study 
proposed an evaluation metrics for the healthcare chatbots which were as follows:  

User Centered 
Metrics 

Underlying Low level metrics 

Accuracy Intrinsic, SSI, Robustness, Generalization, Conciseness, 
Up-to-dateness, Groundedness 

Trustworthiness Safety and security, Privacy, Bias, Interpretability 

Empathy Emotional support, Health library, Fairness, Personalization 

Performance Memory efficiency, FLOP, Token Limit, Number of 
Parameter 

 

Table 2 : Four Healthcare metrics group 

 

The differentiating factor of the above Metrics was the relationship between metrics and 
amongst each other, where a greater number of underlying factors inside a Metric might 
provide more complexity, thus impacting other metrics in both good and negative ways. 
In addition, the evaluation of chatbot responses from a human-centered perspective was 
conducted by incorporating a combination of human evaluation metrics and model-
based metrics. An example was provided to illustrate how the accuracy of responses in 
adhering to healthcare guidelines affected the metric scores measured by ROUGE and 
BLEU, which were used to assess the robustness of the models. 

2.8.3 ChatGPT’s evaluation in German OB/GYN exams by Riedel et al. 

In research conducted by Riedel et al in 2023 [86] examined the effectiveness of 
ChatGPTs in generating responses related to medical knowledge in the field of obstetrics 
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and Gynecology (OB/GYN). The study examined two datasets to assess and evaluate the 
accuracy and reliability of ChatGPT in understanding medical topics. One of the datasets 
was sourced from the OB/GYN course examination at the University Hospital of the 
Technical University of Munich. This examination primarily assessed the theoretical 
understanding of the field, covering subjects such as Gynecology, prenatal and perinatal 
medicine, gynecologic oncology, endocrinology, and reproductive medicine. The second 
dataset includes 300 multiple-choice questions (MCQs) from the state level exam 
(Zweiter Abschnitt der Ärztlichen Prüfung). Each question includes five answers, out of 
which only one is right. The study was done in the German language and skipped 
questions which involves images, since the study was on the ChatGPT3 version. 

The responses were evaluated on the basis the five categories or variables which 
evaluate the quality of data regarding the responses related to OB/GYN settings. These 
evaluation framework metrics were also considered from an existing list of evaluation 
framework metrics by Wang and Strong [87] which is limited to the field of information 
systems which focuses on responses being reliable, accurate and useful. The Five 
categories are as follows 

Categories(s) Explanation 

Ease of 
Understanding 

Was the answer clearly and precisely formulated in a way that 
was easy to understand? 

Concise 
representation 

Was the answer clearly structured and divided into sections that 
facilitated readability? 

Accuracy Did the facts mentioned in the answer correspond to the current 
scientific literature?  

Were the statements logical and understandable? 

Completeness Was the answer complete, and were all aspects of the question 
adequately addressed?  

Was important information omitted, or were there unnecessary 
details? 

Relevance Was the answer directly related to the question asked, or was 
there any ambiguity in the answer? 

 

Table 3 : Riedel et al’s Evaluation metrics 

 

Results show that on an average 83.1% of medical students answered correctly and 
ChatGPT in the same datasets provided 85.6% of correct answers. To test the 
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consistency of the responses by ChatGPT the study also conducted a second round of 
validation where ChatGPT provided 88.7% of correct responses.  

The Quantitative evaluation of ChatGPT's accuracy was also taken into account when 
addressing clinical questions of different levels of difficulty. The questions were 
categorized as either easy or difficult, depending on how they compared to the average 
scores of medical students. The average score for the OB/GYN test was 83%, while the 
average score for the state test was 73%. The analysis revealed that there was no 
statistically significant difference in ChatGPT's performance on the OB/GYN questions, 
regardless of the level of difficulty (p-value = 0.1). However, the performance on 
easier questions in the state test dataset show a significant better score (p-value <0.01). 
The numerical difficulty ratings to each question were assigned on the state examination, 
ranging from 1 (very easy) to 5 (very difficult). The analysis showed a strong correlation 
between difficult questions and the number of correct and incorrect responses. 
Specifically, as question difficulty grew, the number of correct answers decreased, and 
the number of incorrect answers increased. This correlation was shown to be statistically 
significant at a p-value <0.001. 

In the Qualitative analysis, for the reasons of incorrect answers, the main reason was 
incorrect internal knowledge and the flawed databases. The limits of ChatGPT may arise 
from being trained on a dataset that lacks sufficient representation of essential medical 
information or from errors made by humans during the initial training phases. These 
factors might have negatively impacted the model's performance. In the further analysis 
of the responses on a qualitative approach by (n=3) medical experts using a five-pointer 
Likert scale on the factors of 1) Ease of understanding 2) Concise representation 3) 
Accuracy 4) Completeness and 5) Relevance. The Likert scale results show that both 
correct and incorrect responses were evaluated highly in terms of for ease of 
understanding and concise representation, with mean scores of 4.8 and 4.6 for 
correct responses, and 4.2 and 3.9 for incorrect responses, respectively. However, the 
metrics of accuracy, completeness, and relevance scored significantly higher for correct 
responses (p-value <0.0001). 

 

2.8.4 CLEAR tool 

To investigate the impact of accuracy on the information provided by the AI based 
Conversational models, Sallam et al. (2023) [88] conducted a study to assess the quality 
of generated responses on healthcare information by four AI models like ChatGPT 3.5, 
ChatGPT4, Microsoft Co-pilot and Google Gemini. The initial evaluation methods were to 
check whether the responses adhered to the following conditions: 
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• Does the content provide the needed amount of information without being too 
much or too little? 

• Is the content accurate in total, without any false information? 
• Is there enough evidence to support the information included in the content? 
• Is the content characterized by being clear (easy to understand), concise (brief 

without overwriting), unambiguous (cannot be interpreted in multiple ways), and 
well-organized? and  

• Is the content focused without any irrelevant information? 
 

Which further developed into the following CLEAR Metrics  

Metrics(s) Explanation 

Completeness Is the content sufficient? 

Lack of false 
information 

Is the content accurate? 

Evidence Is the content evidence based?  

Appropriateness Is the content clear, concise, and easy to understand?  

Relevance Is the content free from irrelevant information? 

 

Table 4 : CLEAR Tool 

 

A pilot testing was conducted and (n=32) participants provided feedback were healthcare 
professionals and were chosen on their ability to critically evaluate healthcare 
information and the sample consisted of nurses (n=11), physicians (n=14), pharmacists 
(n=4) and laboratory technicians (n=3) from Jordan University Hospital and Mediclinic 
Middle East, Dubai.  After the feedback from the pilot testing the CLEAR tool was used for 
the final testing where a new chat was selected after each response and the same prompt 
was used across all the AI models. 

Four AI-based models were used to analyze five health-related queries. The information 
was evaluated by two independent raters using the CLEAR tool. Microsoft Co-
pilot obtained the highest average CLEAR score of (24.4±0.42). It was followed by 
ChatGPT-4 with a score of (23.6±0.96), Google Gemini with a score of (21.2±1.79), and 
ChatGPT-3.5 with a score of (20.6±5.20). The inter-rater dependability demonstrated 
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significant agreement, especially with ChatGPT-3.5. This evaluation highlights the 
comparative performance of these models in generating high-quality health information. 

 

Framework Description Limitations 

QUEST 

Framework 

Framework consisted of  

1) Quality of Information  

2) Understanding and 
Reasoning  

3) Expression Style and Persona  

4) Safety and Harm and 

5) Trust and Confidence 

Failed to incorporate 
healthcare specific metrics. 

Categories lacked definition 
and didn’t have sub-categories 
to strengthen it further. 

Metrics were derived from 
model based evaluation 
framework 

 

Four healthcare 
evaluation metrics 

Framework was based on 
evaluation of responses on the 
basis of three parameters a) 
User b) Domain and c) Task and 
the metrics were  

Accuracy,  

Trustworthiness,  

Empathy, and 

 Performance 

This framework was designed as 
structure to assess the 
performance of other framework 
from a machine perspective. 
This framework was task specific 
and can be considered as starting 
point for other frameworks 
Their focus is on automatic 
evaluation > human evaluation 

Riedel et al 
Framework 

Framework is based on the sole 
concept of Data Quality and 
then metrics consisted of 
factors like  

1) Ease of understanding  

2) Concise representation  

3) Accuracy  

4) Completeness and  

5) Relevance 

Focused on ChatGPTs knowledge 
database and not on the way it 
responded. 

Lacked contextual awareness 
and coherence which which 
continue for longer conversations 

CLEAR Tool Framework consisted of  

1) Completeness  

2)Lack of False information  

3) Evidence  

This framework was designed 
with 32 participants which 
consisted of nurses, 
physicians, lab technologists 
and pharmacists, as they were 
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4) Appropriateness and  

5) Relevance 

a part of the same ecosystem of 
the authors the research feels 
biased. 

Lacked in-depth examination of 
responses to provide a much 
detail insight into how the 
evaluation was used and the 
sub-categories present in it. 

 
 

Table 5 : Summarisation of Existing Frameworks and their limitations 

 

2.9 Gaps and Opportunities for Improvement 
 

The application of LLMs in healthcare is promising but reveals several gaps. Critical 
factors include transfer learning, domain-specific fine-tuning, and reinforcement 
learning with expert input [20]. Addressing these challenges requires interdisciplinary 
collaboration, robust evaluation metrics, clinical validation, ethical considerations, and 
data privacy frameworks. Incorporating human review is essential to mitigate issues like 
hallucinations and inaccuracies, which can adversely affect mental well-being. 

The QUEST framework developed was evaluated lacked real-time testing in clinical 
scenarios and suggested testing based on Statistical, Comparative and Blinded Vs 
Unblinded approach. In the Statistical analysis the key aspect would be to evaluate the 
responses based on coherence, logical reasoning, categorization of information using 
Likert scales. Comparative analysis can be done by comparing LLMs responses against 
human-generated responses or LLMs responses as compared to healthcare guidelines. 
On the basis of these testing validation of the framework areas of development in LLMs 
and new frameworks can be developed to make the evaluation metrics more robust [85]. 

The study by Abbasian et al. (2024) [81] on the Four healthcare evaluation metric also had 
limitations as it did not incorporate a healthcare-focused benchmark that clearly defined 
each category and its corresponding sub-categories. The guidelines could also be 
developed for the three different factors such as user types, domain types and task type-
based evaluation. Another drawback of this framework was that it relied on model-based 
evaluation metrics, which were intrinsic factors like such as Match-rate, Dialogue 
Accuracy, and Average request turn, as well as extrinsic factors like Reliability, up-to-
datedness, Healthy behaviours, and Emotional support and not based on existing 
evaluation metric specific to healthcare domain. 
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The study on ChatGPT’s performance in OB/GYN exams highlights limitations due to 
dataset size and generalizability across medical specialties. Future research should use 
more diverse datasets and fine-tune models for broader applicability, including 
capabilities to process images [86]. The CLEAR tool for evaluating AI-generated health 
information requires further validation and comparison with other tools. Additional 
studies should test its applicability across a wider range of health topics, ensuring it 
evolves with ongoing AI advancements. This will help identify potential gaps, 
inaccuracies, and biases, enhancing the tool's reliability and effectiveness [88]. 

Developing robust validation frameworks and verification processes is essential to 
ensure the accuracy of LLM outputs. These frameworks can be achieved by comparing 
LLM-generated information with reliable medical sources, conducting independent 
evaluations, and incorporating expert advice [56]. However, also ensuring human 
oversight always in LLM evaluations is crucial but challenging due to current system 
designs as it is not feasible. [114] 

Given the value of human assessment, an evaluation carried out by healthcare experts is 
still generally seen as the most accurate and reliable standard.[115] Human evaluation 
is unpredictable and inconsistent due to various methodologies and parameters.[116] 
The unpredictability might create bias in the assessment of algorithms and complicate 
the comparison of various studies despite their categorization as human evaluation 
framework.[117] Additionally, involving end users or stakeholders at the start determines 
the appropriate individual or entity responsible for evaluating the LLM-generated 
answer throughout the human review process. This subject holds significant importance, 
but there is a major gap in the study by [85, 117].  

As evaluated by MedPalm,[4] it may be desirable to evaluate various measurements from 
several viewpoints, including those of multiple stakeholders, physicians, and laypeople. 
Standardized human-based evaluations with underlying factors can address concerns 
about the trade-off between accuracy and speed and help balance efficiency with 
thorough verification [72,73,74] 
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3 
Research Methods 

 

This chapter describes the methodology of this study, addressing the research gaps 
identified in the Literature Review with specific Research Questions. It provides an 
overview and rationale for the four-step hourglass method approach employed to analyse 
data collected from the facilitation study at NCJ Utrecht followed by the second method 
of User Interview which involved recruiting healthcare experts from different domains of 
healthcare. The approach includes grounded theory and its synthesis, elaborated in the 
following sections. By utilizing semi-structured interviews and qualitative methods, this 
study aims to develop human-centric evaluation metrics for Conversational AI-generated 
responses, providing detailed insights to enhance diagnostic suggestions. 

 

Contents of the Chapter 

3.1 Research Question(s) 
3.2 Study Design 
3.3 Creative Facilitation 
3.4 Semi-Structured interviews 
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Chapter 3: Research Methods 
To address the research aims and objectives of the study, it was divided into three 
research questions after conducting a thorough examination of the existing literature. 
These research questions, in turn, provide answers to the overarching major topic of the 
study which is mentioned in the introduction. The study paper addresses the following 
research questions as follows: 

 

3.1 Research Question(s) 
Research Question 1 
What limitations exist in current user-centric evaluation methods for healthcare-
focused Large Language Model (LLMs), particularly in lifestyle advice? 
 
Research Question 2 
What are the key challenges of user-centric evaluations metrics in assessing the 
accuracy and reliability of LLM-generated health lifestyle advice? 
 
Research Question 3 
How can evaluation frameworks be improved to enhance the effectiveness of LLM’s 
response in providing lifestyle advice? 
 

3.2 Study Design 
 

Qualitative research study is performed to gain in-depth understanding of the perception 
of healthcare experts towards Conversational AI use in healthcare lifestyle advice. More 
specifically the research design is aimed at exploring the perception of the Healthcare 
Experts in the evaluation of the responses with regards to way and content of the 
response generated by Conversational AI namely Chatbots, with underlying needs and 
values. 

To address these research questions two partly independent studies were conducted 
along with literature review to investigate the research-questions. An extensive literature 
review was carried out to address the first and second research questions. But for the 
second research question the literature review was also triangulated during Creative 
Facilitation. To draw conclusions and verify the results of our creative facilitation study, a 
further major study was conducted which was an individual one to one semi-structured 
interviews with (n=11) participants using the interview guide. This method allowed for the 
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flexibility to probe further on useful insights from Creative Facilitation, while maintaining 
our intended focus points. These interviews provided an opportunity to delve deeper into 
subjects such as opinions, values, feelings, and emotions. The aim was to develop an 
evaluation metric, guideline, or protocol from the perspective of healthcare experts. 

For data collection, we chose to perform multiple triangulations as we conducted a 
literature review, creative facilitation and structured one-on-one interviews. By using two 
different methods and studying the existing frameworks, both methodological and data 
triangulation were intended to be achieved.[79]. If done right, validity is established if the 
conclusions drawn from the findings of the various methods are consistent. [80]. 

For the sampling, it was done in two phases for the two different types of methods used 
in the study namely 1) Creative Facilitation and 2) Qualitative Interviews 

 

3.3 Creative Facilitation  
 

Creative Facilitation included a series of sessions which involved participation of 8 
healthcare professionals which was conducted by TU Delft and Erasmus MC at NCJ 
Utrecht. This section also aims to answer the Second Research Question: What are the 
key challenges of user-centric evaluations metrics in assessing the accuracy and 
reliability of LLM-generated health lifestyle advice? 

 

Figure 2 : Creative Facilitation process 

 

3.3.1 Data Collection 

Eight healthcare specialists were recruited from NCJ Utrecht, Erasmus MC, and TU Delft 
for the purpose of creative facilitation. All participants were women who held Dutch 
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citizenship and were from the healthcare domain. The group consisted of Youth health 
physicians (n=2), Youth health nurses (n=2), Research Academics (n=1) from TU Delft, 
Research Academics (n=3) from Erasmus MC. The careful selection of healthcare experts 
and academics ensured an extensive representation, including a range of knowledge and 
expertise to enhance the facilitation process. 

3.3.2 Study Process 

As the research question started to formulate the research direction moved towards the 
arrangement of a creative facilitation study which eventually answered the sub-research 
question 2. It was conducted by TU Delft and Erasmus MC amongst 8 participants with 
an aim to gather qualitative data from healthcare experts over 1) Experience and views 
on digital apps in healthcare 2) Discussion on digital health tools for helping families in 
assisting on topics of healthcare and 3) Interacting with a digital prototype of the 
Conversational AI and Evaluating responses by Conversational AI compared to the 
knowledge and values of the Healthcare expert. 

Referring to the integrated creative problem-solving (Heijne & Meer, 2019) [119] the 
workshops were planned according to the three main creative diamonds (sessions) to 
ensure a creative workflow. The students from Erasmus MC acted as facilitators to 
facilitate each diamond, facilitators were suggested to follow the steps of task Diverging, 
Reverging and Converging, and Reflecting. However, given the limited duration of the 
workshops (2 hours), the activities primarily focused on Diverging, Reverging, and 
Converging which gave rise to sessions revolving around Discussion, Interaction and 
Evaluation.  

The workshop initiated with participants reviewing the objectives of the study and 
introducing the mock-up of digital tool, where they discussed their roles in assisting 
families facing vulnerabilities and their perspectives on digital health tools. Following 
this, the second session delved into a case studies from socio-economic family 
backgrounds, addressing the stress and isolation affecting families, and evaluated how 
the "Buddy" or a “Conversational AI” system could mitigate these issues and enhance 
lifestyle management.  

The third session was critical in informing the design of our semi-structured one-on-one 
interviews. During this session, healthcare professionals interacted with two versions of 
a digital healthcare application, one incorporating Conversational AI and the other 
without it. This setup aimed to evaluate the influence of AI on the user experience and 
establish trust levels in such technologies. The insights gained from this session 
significantly influenced the subsequent development of interview methodologies, 
highlighting key perceptions regarding the utility and reliability of AI in healthcare.  
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The final phase of the session involved a systematic evaluation, where healthcare experts 
were presented with sheets detailing Conversational AI responses on various health 
topics including nutrition, illness, stress, and sleep. These experts assessed the AI's 
responses based on criteria such as Accuracy, Relevance, Appropriateness, and 
Trustworthiness. Their evaluations were informed by their professional experiences, 
knowledge bases, interaction styles, and established best practices in lifestyle advice 
consulting. 

3.3.3 Data Analysis 

This explorative study aimed to gain insights and validate assumptions made from our 
literature review about the perceptions of Conversational AI, LLMs in the field of 
healthcare. Besides that, it allowed us to sensitize and gather contact information for 
possible participants for our Semi-Structured one-to-one interviews. Session 3 of 
Creative Facilitation was an important session where participants analyzed the 
responses of Conversational AI. These responses and the discussions were transcribed, 
converted into text and Inline coding was performed which generated a total of (n=105) 
codes which followed Focused coding to come up with topics which are as follows: 

• Trustworthiness in AI 
• Reliability of Responses in AI 
• Responsibility of Responses by Chatbots 
• Opinions and Values regarding Conversational AI 
• Trust and Transparency in AI 
• Accuracy of Responses 

However, an important finding that helped formulate the semi-structured 
interview questions based on the categories mentioned above was understanding the 
transcript and the reasoning behind healthcare experts assigning specific ratings to 
metrics like Accuracy, Relevance, Appropriateness, and Trustworthiness when 
evaluating the responses generated by Conversational AI. The transcript and evaluation 
metrics revealed that the assessment of Accuracy and Trustworthiness and other metrics 
was highly subjective. Each healthcare expert had a distinct perspective, thus making the 
evaluation process multifaceted. [85] This complexity arises because each healthcare 
expert possesses diverse experiences within their respective domains, and no standard 
guideline exists to evaluate the metrics.  

Therefore, the study needed to probe, investigate, and expand further into the underlying 
factors healthcare experts use to evaluate a response generated by Conversational AI 
[81, 74] 
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3.4 Semi-Structured interviews  

3.4.1 Data collection 

For the semi-structured interviews, the use of Patton’s 40 Purposeful Sampling Strategies 
[75] (Patton, 1990) were considered. The semi-structured interview was conducted with 
the specific goal of gaining an initial understanding of the perception of healthcare 
experts with respect to the evaluation of responses of Conversational AI. Rather than 
testing a hypothesis about a large population, the focus was on extracting insights from 
a small group of participants which was healthcare experts but from different domains. 
To ensure a deeper exploration of the topic, in the total sample size, it consisted of few 
participants who participated in the Creative Facilitation and were already familiar with 
the subject matter. Rest of the participants were recruited via an online-survey and 
sending personal emails. 

For the Semi-Structured one-on-one interview, an online survey was shared via e-mail to 
our supervisory staff, peers, several healthcare websites, and included in printed mails 
and physical mailboxes. However, this resulted in just a small portion of participants, as 
those with expertise in the healthcare field are Difficult-to-reach populations, also known 
as hard-to-reach populations [76], we had to utilize the Snowballing approach. 

Snowball sampling, as defined by Patton (1990) [75], involves a process where an initial 
interviewee recommending at least one other respondent, who in turn proposes others, 
resulting in a fast growth in the sample size. This approach is extremely valuable for 
recruiting participants in healthcare studies, particularly those from hard-to-reach 
regions and dealing with local language obstacles [78]. One advantage of snowball 
sampling is that it involves persons from many cultures and professions, thus building 
trust and enhancing the probability of involvement [77]. 

However, from this group of participants, we created a list of clear criteria and rationale 
for inclusion of healthcare experts with different expertise which is reflected in Table 2. 

The participant must be residing and by practice a healthcare expert with healthcare 
licensing in the Netherlands. 
The participant sample must include Healthcare experts from the following sectors of 
healthcare domain. 

• Nutritionists/Dietitians/Lifestyle Coaches. 
• Psychologists 
• General Practitioner (GP) 
• Youth Health Nurses 
• Social Workers 
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For the User Interviews which was based on Semi-Structured one-to-one interviews the 
participant group consisted of eleven individuals (n=11), predominantly based in the 
Netherlands, with diverse professions in the healthcare sector. These professionals 
included Pedagogue (n=1), Pediatrician (n=1), Youth health nurse (n=1), Fetal maternal 
specialist/obstetrician (n=1), Nutritionist/lifestyle advisor (n=1), Psychologists (n=3), and 
General Practitioners (n=3). The distribution of genders: Females (n=6) and Males (n=5) 
across these professionals is balanced, enhancing the diversity of perspectives in the 
study.  Thus, participants were assigned anonymized identifiers such as P1, P2, etc., to 
maintain confidentiality and ensure impartial handling of data. This approach 
emphasizes the consideration of their professional qualifications and demographics, 
thereby enhancing the relevance and integrity of the research outcomes. 

 

3.4.2 Study process 

Based on the data analysis on Creative facilitation (Section 3.3) various topics were 
generated using which Semi-Structured one-on-one interviews were conducted by 
probing further with questions to gather qualitative data from healthcare experts 
regarding their perception of Conversational AI in healthcare. This interview aimed to 
allow participants to express their behaviors, feelings, values, knowledge, perception and 
evaluation towards responses of Conversational AI and the use of such digital 
applications in the information sensitive domain of healthcare The main topics in the 
interview were: 

• Opinions and Values Questions. 
• Feeling and Emotional Responses. 
• Knowledge and Factual Information. 
• AI Trust and Reliability:  
• Questions probing towards value trade-offs while interacting with the live 

chatbot:  
• AI Transparency and Accountability: 
• Questions probing towards perception of responses by chatbot what values 

or knowledge it lacks or has that’s good 
• Past Experiences with AI Chatbots: Questions probing towards value trade-

offs while interacting with the live chatbot  
• Short Creative Activity Human Centric Evaluation: Questions and 

activities that probe further into getting insights from participants regarding 
what are they looking for in a chatbot response, also there are few activities 
that provide the insights much further ahead? 
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3.3.3 Data Analysis 

The data from each of the 11 interviews was carefully collected and transcribed or line 
coding which resulted in codes (n=606). Afterwards they were uploaded to a qualitative 
data analysis software known as ATLAS.ti 24. After the transcription, the data was 
cleaned and coded, in which the approaches to reach grounded theory was achieved 
which consisted of the following steps. 

The data analysis followed a grounded theory approach by Glasser and Strauss, [113] 
where “explain a bit about grounded theory”. The coding process consisted of four 
different phases which are basically 1) Inline Coding 2) Focused Coding 3) Axial Coding 
and 4) Theory Building 

• Inline Coding 
The Data Analysis of User Interviews initiated with inline coding as the first step in 
analysing data from semi-structured one-on-one interviews. These interviews were 
conducted to gain a deeper understanding of healthcare expert's interactions with 
Conversational AI and enabled an in-depth look of how participants considered the 
AI's reliability, transparency, and accuracy in healthcare assistance. In this coding 
procedure, each portion of the transcribed interviews was carefully labelled, 
whether it was a phrase, or a sentence. The purpose was to accurately capture the 
participants' observations about their experiences with the AI thus capturing their 
"Opinions and Values" or their "Feeling and Emotional Responses" 
 

• Focused Coding 
Following inline coding, focused coding was employed to organize the extensive 
data into key categories that appeared most frequently and prominently. This 
method refined the analysis by concentrating on significant insights and organizing 
them into meaningful categories such as ""Trust and Reliability," "Transparency and 
Accountability," "Empathy", "Accuracy" and a total of (n=67) sub-categories were 
formed. This stage was crucial for structuring the data around core issues 
highlighted by healthcare professional’s experiences and perspectives. 
 

• Axial Coding 
Axial coding followed, as the third step of Grounded Theory technique by linking 
sub-categories and their related underlying factors or sub-subcategories. 
identified during focused coding to form a cohesive framework. This stage 
examined how different themes—like “Inquiring,” “Empathy,” “Trustworthiness,” 
“Completeness," “Accuracy,” “Relevance,” and “Fluency”—interacted within the 
context of AI use in healthcare. Axial coding thus enhanced understanding of the 
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relationships between categories and their impact on the acceptance and 
effectiveness of AI technologies. 
 

• Theory building 
The final phase, theory building, integrated all categories from the previous coding 
stages to construct a comprehensive theoretical model. Theoretical coding in this 
research entailed synthesizing the connections among fundamental categories 
such as “Inquiring,” “Empathy,” “Trustworthiness,” “Completeness,” “Accuracy,” 
“Relevance,” and “Fluency” into a narrative that explains how these elements 
interact within AI applications in healthcare. Theoretical coding established a 
logical structure by categorizing the data into two distinct categories: 1) Response 
Style and 2) Content of Response. 
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4 
Results 

 

This chapter details the second research method which was crucial and focused on User 
Interviews, by focusing on Grounded Theory (GT) to gain in-depth insights from user 
interaction with conversational AI. The goal was to understand the evaluation criteria of 
the responses generated by Conversational AI by interviewing a smaller representative 
sample of healthcare experts from different domains like General Practitioner, 
Psychologists, Lifestyle Coaches from the Netherlands. Using an inductive and 
deductive approach, in analysing the transcripts, categories emerged organically from 
the data and were visualized in a set of evaluation metrics. This step captured the 
nuances within individual categories, laying the groundwork for further analysis to 
provide a comprehensive understanding of the evaluation experiences of Conversational 
AI by different stakeholder like Patients, Healthcare experts, AI developers or 
policymakers. 

Contents of the Chapter 

4.1 Evaluation Metrics in relation to Sub-Categories and Sub-Subcategories 
4.2 Personality – Response Style 
4.3 Knowledge – Content of Response 
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Chapter 4: Results 
 

 

Figure 3 : Dual-Core Evaluation Framework for Conversational AI in Healthcare 

 

4.1 Evaluation Metrics in relation to Sub-Categories and Sub-
Subcategories 
 

Coming up with a Dual-Core Framework with the grounded theory approach in two 
important segments in a way a statement is broken down in a conversation by 
Conversational AI which is text based: 1) Personality - Response Style and 2) 
Knowledge – Content of Response. by combining the 7 Evaluations metrics. 
Furthermore, these 7 Evaluation metrics are further clustered together by combining the 
15 Sub-Categories. These evaluation metrics answers the Third Research Question 
“How can evaluation frameworks be improved to enhance the effectiveness of LLMs 
response in providing lifestyle advice?” 
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4.2 Personality – Response Style 
 

Personality – Response Style:  

Healthcare experts mentioned the effectives of responses which can be achieved by 
Categorizing data and information from different verified sources which gives a sense of 
“Completeness” in the way a response is generated. Similar to importance of verified 
responses is observed in a response, the way of engaging end users in the conversation 
by means of positive response which can be through a warm and kind communication is 
an important aspect in the way of communication as it gives rise to a value of “Empathy” 
in the way someone responses back to the questions asked. The value of “Trust or 
Trustworthiness” depends on various layers as it can only be built over time on the 
factors of how reliable the information is, can the Conversational AI take accountability 
of the response generated and the way Ethics are maintained and managed. Lastly, to 
have a seamless conversation, the conversation should be both sided so that 
Conversational AI can gather more insights on the context of the end user to provide more 
complete responses by an “Inquiring” nature. 

 

Evaluation Metric 1: Inquiring 

The first metric for evaluation is “Inquiring”, where Conversational AI builds two-way 
communication with the users, for a better contextual based conversation, which 
generates responses based on the background information of the clients. This approach 
personalizes interactions and avoids the pitfalls of generic, directive responses that 
dictate rather than suggest, thereby enhancing the relevance and appropriateness of the 
guidance provided. 

1.1 Two Way Conversations 

The interviews with the experts highlight Non-verbal communication which takes place 
in a natural setting between the client and healthcare expert and cannot be achieved by 
AI and outline the need of Explorative ways to gather more information. As 
conversations turn out to be broad or specific and the root question usually builds the 
entire conversation, so an inquisitive way of gathering more questions about the client 
can help in the longer conversation build up as P[8] mentions “It's very important to be 
to, get the trusted information, correct information, because if you give an advice based 
on the wrong and limited input, then people get can get hurt of course.” To build a long-
term conversation a Two-way interactivity for a contextual and human connection is 
needed. The communication between the Conversational AI and healthcare expert 
should be both sides as context can be built by an explorative way of communication as 
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P [1] states “In a more explorative way, AI can help me. I asked some general questions 
and I just throw it out there. I don't even think about what I'm really asking, and then if they 
give me some leads that I can look into myself and question it back again”. 

1.2 Importance of Context Information for Clients 

Inquiring nature of the response is evaluated by the participants on how effective 
Conversational AI is towards maintaining towards contextual and reasoning-based 
responses,  as various factors as responses need to fit wider context of knowledge and 
not just assumption based responses as Conversational AI can learn a lot better on how 
to respond on context based conversations by probing further as P[10] mentions “I think 
it is difficult to really see what's going on and really see problem and like when we 
mentioned about the initial user journey as someone tells you a lot of new information the 
second time”.  Due to which, an inquiring nature of the responses, by not just providing 
answers in a one-sided conversation, but an inquisitive nature of the Conversational AI 
helps to generate factual information based on the background information of clients 
from different strata in the society as P[2] mentions “I think in the future and that you can 
chat, but we have to learn on how to use it and especially in the vulnerable families and 
with the lower social capacity and is it able to pick up and suggest what's really needed 
for them”. 

 

Evaluation Metric 2: Empathy 

The second metric for evaluation is “Empathy”, as healthcare experts believe that 
Empathy can’t be directly achieved in a conversational setting with a chatbot but can be 
indirectly expressed by evaluating the statements generated by Conversational AI for the 
healthcare setting where it includes responses that evoke a sense of Positive and 
Motivational Engagement, Warm and Kind communication in interaction. 

2.1 Positive and Motivational Engagement 

Healthcare experts highlighted that the responses can be motivational if the 
Conversational AI generates positive and motivating responses to the clients, as P[5] 
mentions how habit building is achieved and on the way responses are generated by 
stating “It should be a positive and looking at chances and steps towards The wanted 
behavior”. But also equal importance is provided during evaluation to responses that 
are suggestive and not directive as they play a major impacting role in the decision 
making for the end user as in the cases of mental wellbeing of a person where P[9] states 
“For example, I thought OK, what if someone tells I have suicidal thoughts? For example, 
What is the response of the computer or AI and that was a very A straightforward 
response, that would really hurt the person and the state the person in”. Participants also 
mentioned the need of sympathetic, warmth and kind in response generated is 



 
 
 

Page | 50  
 

important layer in empathy towards making client understand the response generated by 
AI from an expert and human connection perspective as it builds the factor of reliability 
as stated by P [2] “I don't believe in empathy. Yeah, which is extremely difficult when you 
use it digital chatbot, there is no empathy in chatbot. But what you mean is that the 
answer should be reliable”. 

 

2.2 Warm and Kind communication in interaction 

Participants mention responses are generated the way a question is queried to the 
Conversational AI with different prompting techniques and interaction with chatbot 
and response can be as effective and quality as the expert or the client prompts the 
Chatbot as P[3] states “That's why the question for how do you get the question is how do 
you get a good prompt so he can get a good advice?”. Participants also mentioned the 
doubt in their own knowledge base which eventually effected their perspective of the 
conversation with the Conversational AI as it was overshadowed by self-doubt as P[11] 
mentions “The first answer was great, the second was more superficial and the and it's 
also how you ask you how you frame or ask your question”. Due to which the Two- way 
conversation between Conversational AI and Clients or Healthcare experts is crucial 
to tackle the major drawbacks which is Non-verbal communication can’t be achieved in 
Conversational AI but can be minimized by context building in conversation by two-way 
communication, Suggestive nature of chatbot resulting in multi-turn conversations, 
breaks the redundancy of the responses as P[9] states “I'm not sure if that is a value, but 
to see if you have. If you get a clear picture of what the other person is trying to say, can 
you say truly? It's like, yeah, I should know about the context of the client that is coming 
and having a discussion”. Building an empathetic nature should also depend not only on 
the two sided conversation to gather more information about the client but also mindful 
of the responses which should be Non-judgmental and kind communication towards 
providing responses to the clients after gathering all the information as judgement builds 
insecurity which eventually affects trust,  and responses should be more kind especially 
in the cases for mental health where P[10] states “Yeah, I don't know if it's really true in 
chatbots, but I think not judging, it’s will be big failure towards communication, I think so 
as we observe it in real life” 

 

Evaluation Metric 3: Trustworthiness 

The third metric for evaluation is “Trustworthiness”, where user builds a belief in the 
system with the ongoing conversations and the quality responses generated by 
Conversational AI as there are underlying layers and factors on the basis which a person 
can trust the system, or the responses by Conversational AI in general. These are based 
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on factors like 1) Accountability and Transparency and 2) Ethical Standards and Bias 
Management. 

3.1 Accountability and Transparency 

Participants also mention trustworthiness also depends about being honest about from 
a Chatbot perspective about what it knows and doesn’t know, as it builds trust as users 
care about the way responsibility or accountability is taken of the information 
provided where P[5] states “when there isn't just any information about a certain topic, 
so it can also maybe honest about it knows and what it doesn’t know”. Also, being 
transparent about the sources of information can be a major factor healthcare experts 
trust about the response generated from the Conversational AI as experts feels that lack 
of transparency gives rise to trust issues, transparency should be maintained from data 
sources and algorithms the Conversational AI is built upon. But responsibility and 
transparency can be strengthened by honesty, clarity and ethics in the communication 
as healthcare experts always appreciate honest and clear responses generated by 
Conversational AI which connect to their own moral values and factors like direct and 
transparent answers reflect honesty. An interesting find was how participants mention 
Honesty is more than accuracy of responses as P[4] mentions “That's like it's more than 
accuracy. It's more like a near moral value. There's a moral standard for me”. 

 

3.2 Ethical Standards and Bias Management 

Experts highlight the importance of unbiased responses and the risks involved with it by 
setting up guidelines and ethical standards as responses generated should take care of 
the factor that there are no racial or cultural bias as healthcare suggestions can be 
sensitive where P[10] states “Because it's really important that you know, and maybe it's 
a cultural sensitive to somebody, yes. So, if you give the choice unbiased response it 
should be taken into consideration”. Also, participants feel humans have the tendency to 
be biased as opposed to AI where P[9] feels “I would hope there would not be biased 
because I guess I would see that as more a human thing”.  As responses are generated 
the database on which the Conversational AI is trained on. So, cleaning of the data can 
aid in providing unbiased data can thus reducing the risks involved with biased AI 
responses as participants feel validating the response with fellow colleagues in this case 
can be as effective as confirmation bias can evaluate the quality and trustworthiness of 
the response as P [1] states “Definitely will do the combinations of in first place. If in this 
in this example that I have would have the doctors and then the AI responses. Compared 
with these doctors and that there were doctors reflect on what they I said in regard to their 
content. So I will do the double check”. 
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Evaluation Metric 4: Completeness 

“Completeness” is the fourth and last metric that is used as an evaluation metric which 
comes under Way of Response and includes Data and Information Management in the 
responses generated and Verification of Information from various sources provided to the 
Conversational AI. 

4.1 Data and Information Management 

Participants emphasized the importance of effective responses from Information 
Categorizing and filtering, P [1] emphasized the use of filtering the information, cleaning 
and categorizing all the information at a single source by stating “Categorize information 
and help people to seek information that they think is necessary for themselves to 
improve their wellbeing and health”. Additionally, it would be beneficial for clients in the 
future to have access to healthcare guideline documents which is also a reliability factor 
for healthcare experts as P [6] mentions "Yeah, but I think for some people could be 
beneficial to have easy access to professional information”. By building on complete 
responses by asking more questions another factor that could increase the accuracy as 
per healthcare experts if the response adheres to specificity and correctness in the 
generated response   where to achieve the completeness of the response the healthcare 
expert would advise to keep questioning the conversational AI, and if the responses are 
not specific would go back to the updated consensus document as P[5] mentions “Also, 
if it's half correct, but then I ask a second question to yeah to get the answer I was looking 
for so I would ask for that, and if I'm not convinced, then if this chatbot  would not give me 
the answer I will refer the consensus documents” 

 

4.2 Verification of Information from Multiple Sources 

To verify the information from multiple sources participants mentioned that the 
responses generated should be sourced from information backed with scientific 
resources due to over information in the internet especially in the domain of nutrition or 
lifestyle advice it difficult to sort the good and bad, as clients are motivated to bring a 
change in their lifestyle by following those information as P[5] states “I guess there's a lot 
of information available online about nutrition and many people they really want to do 
well, but they just don't have the real back scientific background”. By providing 
information referred to scientific resources or healthcare guidelines it builds reliability 
on updated resources from a healthcare expert perspective as P [6] stated the curiosity 
of a healthcare expert to know where the source of information is from “Where you got 
this information from? Because you do want it to reference from Its scientific papers and 
not some channel”. From a nutrition perspective these suggestions can impact the 
livelihood of a client so P [5] feels the need of probing it for the source of the guidelines 
and are those responses generated from verified sources and guidelines by experts 
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by mentioning “I would keep on asking about it and try to find out if it knows what 
consensus documents are and which consensus documents are important for basing the 
information on”. 

 

4.3 Knowledge – Content of Response 
 

Knowledge – Content of Response  

“Accuracy” in a conversation depends on how updated the Conversational AI in sourcing 
is the updated resources, also while keeping in check the challenges faced in providing 
the accurate responses from verified sources. Healthcare experts also discussed about 
the factor of “Relevance” where there is an understandability and sensitivity in adapting 
the responses as per the context to reduce uncertainty and increase the effectiveness in 
providing information in the domain of healthcare. Lastly, participants mention how 
transparency in responses and simple, coherent and clear responses can provide the 
users the feel of “Fluency” in responses. 

 

Evaluation Metric 5: Accuracy 

The fifth metric for evaluation is “Accuracy”, one of the most important way of evaluation 
under the Way of Content where the content of the Conversational AI generated depends 
on how much its abides to the updated documents in the database and the challenges 
faced in sources the information towards an accurate response. 

5.1 Reliability of Information 

Reliability of Information builds upon trustworthiness as there are various Challenges 
faced with reliable information, experts mention that the responses can be challenging 
to rely on if the responses are robotic and are template based, repeated generation of 
wrong answers, directness of responses where P [9] how it can trigger trust issues in the 
long run by stating “But if I feel no, I've made it clear question, but this is not correct. Then 
that would definitely have an effect on, but can I trust the next answer as well then?”. As 
trust-building is like a domino effect, where the initial reliable information can be the 
basic foundation on which the entire direction of trust can go ahead where trust building 
can be done through reliability of information where good information builds on trust, 
referencing of resources builds trust, a very interesting observation where P [8] mentions 
users don’t accept advice once the trust is broken by stating “Information from a 
trustworthy organization where everybody says, yes, that's reliable. But there's 
something we trust. If not reliable Then people won't accept or trust the information and 
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advice following from the information in future”. As in the longer run these reliable 
information builds trust and eventually impacts on reliability on the decision making 
in real life as P[8] states if clients get unreliable information, the healthcare expert has to 
step in between to persuade and explain the correct information “What makes the 
discussion more difficult because you had first have to persuade them that what they 
have read is not exactly always true. So then I think it's important that you can have 
information available for both sides. That is trustworthy and the then I think I can be a big, 
big help”. 

5.2 Adherence to Updated Resources 

Participants mention how accuracy is evaluated in the responses on the basis of factors 
like resources from updated guideline document adherence, consistency and 
completeness of responses where information should cover complete and sufficient 
information as complete responses gives rise to reliability as P[10] states “A complete 
information. Because I just want to see information and I want it to be reliable and it's in 
line with what we would advise then I would say that's trustworthy and that's accurate”. 
Participants also outline the importance of self-research on local information sources 
is important in understanding and verifying the response generated from an expert and a 
guideline perspective for more accuracy as stated by P [1] “How to balance all that from 
different perspectives, from a work as well as a father as well ?  Let me do my own search 
and see if I come up with the same sources or if certain sources seem to be systematically 
correct”.  

 

5.3 Challenges in Information sources and responses 

To maintain accuracy in responses healthcare experts, feel the biggest challenge in 
sourcing correct information and training the Conversational AI such as the response is 
backed with accurate data which can be referred to as P [6] states “At least like the 
information needs to be unquestionably accurate to the source is at least should be 
accurate, I guess because that's where it gets it wrong”. As factors which lead to 
challenges in sourcing information are chatbots connected to the non-governmental or 
standard website and thus they have limited or non-updated knowledge base, lack of 
specific resources which could be for a specific geographical region and not global 
resources, as lack of specific resources can impact the decision making and can have 
consequences as P[5] feels “so if it's not really accurate then you can ask more questions 
to make it more accurate I believe as missing information could change the conclusion in 
providing healthcare advice”. 
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Evaluation Metric 6: Relevance 

The sixth metric for evaluation is “Relevance”, where experts mention during evaluation 
of a response, they look at the way the response is generated after adapting to the clients 
background information or experts information and is the response relevant the effective 
questions asked. 

6.1 Sensitivity and Adaptability in Responses 

Experts shared the experiences how sensitivity in response can be handled with factors 
like context-based understandability as Conversational AI should interpret questions 
on more contextual terms, as relevance in the responses can only be achieved if 
reliability and understandability is maintained where understandability depends on 
context based conversation and also socio economic issues at hand as P[7] states “So 
it's these questions that are so individual probably and will have the range of different 
kinds of outcomes. There is not a one size fits all or one story fits all and conversation or 
but this is the answer to all these questions that important and the understandability is of 
course, but that is I think its reliable, understandable”. As these responses which are 
reliable and understandable reduces uncertainty as direct responses should be 
provided on the context, as uncertain information is removed when context comes in, 
and sensitive in responses on the situation the client is trying to follow a habit in lifestyle 
coaching P[6] states “It could say, yes, you can follow this routine or do this and that. 
Then it makes the sentence a bit more umm, less harsh or something as people have to 
do day plannings or get structure in the life or they have to, but they need some reliable 
advice”. 

 

6.2 Response Effectiveness 

Experts shared the experiences how effective responses can achieved if the 
Conversational AI responds in a suggestive manner. As chatbot can be relied on a tool 
which can be used as an assistant, a screening tool or as tool which can provide a tip or 
advice to healthcare experts so that the solutions to clients can be provided in a 
collaborative manner as they are an important factor in habit building especially in 
suggestions related to nutrition or lifestyle coaching as P[5] mentions “How can I let my 
child eat more broccoli? Yeah, yeah, I think it's what I am looking for because it says, hey, 
let your child get used to the taste of broccoli by offering it regularly.  And that's also our 
advice, So I do compare it with our own advices”. Such quality of content in the 
communication can also be effective if the dataset is of a good quality, if healthcare 
experts seeks additional information as sources from various websites are information 
overload but also through high quality responses through effective questions as P[3] 
feels its easy to get good answers on the basis of good questions by stating “because it's 
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very easy to get the a good answer by asking right questions. And even if its's asking back 
questions, it's much better.”  

 

Evaluation Metric 7: Fluency 

The last or the seventh metric of evaluation is “Fluency”, the underlying layers are the 
Transparency in responses generated Conversational AI and Factors of Clarity 

5.1 Coherence and Grammatical Correctness 

Fluency of responses as per experts should not be mistaken for how quickly the 
responses are generated rather how logically sound and grammatically correct is the 
response based on the coherence and grammatical correctness of suggestions by 
Conversational AI which impacts trust on few levels where responses lack logical 
connection in the statements formed, as such statements on a client level can raise 
concern where P[2] states “And they need other advices, then only received which is 
more abstract, not logical and concerning with how I have to look to my child and how 
can I give the appropriate education?” . For healthcare experts, its annoying if it repeats 
similar answers even after modifying the prompt to make it specific or generic and 
includes spelling mistakes from a Conversational AI is a big red flag where P[6] mentions 
“Well, if there's a spelling mistake, I definitely don't trust it. OK, even though I make a lot 
of spelling mistakes myself.” These factors provide the participants the feeling lack of 
information trustworthiness. 

 

5.2 Factors of Clarity 

Clarity in responses generate can help to evaluate the Data Understanding and 
Presentation of the response by the chatbot as clear response provides the users a 
direction where the response is being headed and the way response is presented to the 
user, as participants mention that simple wordings should be used to focus on clarity and 
reliability of response towards clients as they are not used to reading medical jargons as 
P[5] states “Clear wordings that's also important Because it's very important that we 
reach everyone and not only people that are highly educated or from a medical 
background”. As simplicity in responses by Conversational AI provides a more grounded 
response, as it should be verified and should be simple suggestive responses sourced 
from guidelines written by subject matter experts as P[6] mentions “if you provide the 
terminology which is only known to psychologists, right, and the way it gave a response, 
but I think clarity is perhaps even more important because people are often confused just 
about, at least in my field, as they lack area of expertise.” 
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5 
Discussions 

 

This chapter presents the last stage of the study process discussion and conclusions of 
the study, emphasizing the need to develop robust evaluation metrics for the use of Large 
Language Models (LLMs) in healthcare, particularly for lifestyle advice. By examining 
responses from healthcare professionals ranging from general practitioner, 
paediatricians to mental health experts, the research highlights the limitations of current 
evaluation methods and proposes a blend of automated and manual metrics to enhance 
the reliability and ethical application of LLMs in healthcare settings. The study also 
highlights the overlapping findings in the exiting literature and the novel findings in the 
process. 

 

Contents of the Chapter 

5.1 Discussion 
5.2 Design Recommendations 
5.3 Limitations 
5.4 Future Scope 
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Chapter 5: Discussions and Conclusions 

5.1 Discussion 
 

The study demonstrates the need for the development robust evaluation metrics linked 
to the use of Large Language Models (LLMs) in healthcare, specifically in delivering 
guidance on lifestyle choices, by providing suggestive responses to healthcare experts 
from the domain ranging from Paediatrician, General Practitioner and Mental Health 
experts. The findings in Literature review emphasize the importance of robust evaluation 
frameworks that go beyond model-based evaluation and consider human-centric 
evaluation metrics towards responses into relevance [56]. Paradoxically human-centric 
evaluation metric has trade-offs of efficiency gains and time-consuming for evaluation of 
every single Conversational AI generated response [74]. This need fits in with recent work 
that emphasizes the shortcomings of existing assessment approaches in accurately 
reflects the basic requirements of healthcare environments by bringing in a standardized 
framework. 

Research Question 1 

What limitations exist in current user-centric evaluation methods for healthcare-
focused Large Language Model (LLMs), particularly in lifestyle advice? 

The background study on various literature highlighted the importance of establishing 
robust evaluation metrics to measure the effectiveness of Large Language Models (LLMs) 
in the healthcare field. In healthcare as accuracy, privacy, and ethical concerns are all 
critically important. It is essential to address inherent issues like as bias and 
hallucinations. This requires an effective evaluation guideline that takes into account 
both automatic and manual techniques. Automated tools like BLEU and ROUGE provide 
basic quantitative assessments but often miss the detailed medical understanding 
needed for effective healthcare applications. This reveals a gap where more specialized 
metrics are needed to assess the clinical accuracy of the models. 

Similarly, specialized models like as BioBERT and Med-PaLM, designed specifically for 
biological literature, demonstrate encouraging levels of accuracy. Nevertheless, 
assessments frequently focus solely on automated measures and neglect to include 
crucial user-centered elements like trust and empathy in the healthcare field. Manual 
assessments are recommended because to their high reliability in assessing the 
effectiveness of LLMs in specific healthcare activities, enabling an extensive 
understanding of model outputs. Although these evaluations are comprehensive, they 
require a significant amount of effort and are subjective to the evaluator thus giving rise 
to bias. 



 
 
 

Page | 59  
 

 

The challenges of evaluating LLMs in healthcare are highlighted by the studies conducted 
by Abbasian et al. (2024) [81] and Riedel et al in 2023 [86] which discuss the challenges 
of assessing LLMs across various user types, domains, and activities. These studies 
demonstrate the necessity of customized assessment criteria that consider the 
specific demands of healthcare environments. This investigation highlights the need of 
using structured review techniques to select the most trustworthy health information 
supplied by artificial intelligence. 

Current frameworks provide a foundation for assessing LLMs, but there remains a critical 
need for evaluation approaches that combine automated and manual metrics. This 
blended strategy ensures a comprehensive understanding of LLM performance, 
enhancing their reliability and utility in healthcare settings. Future research should focus 
on addressing these gaps to promote more accurate, ethical, and effective use of LLMs 
in healthcare. 

 

Research Question 2 

What are the key challenges of user-centric evaluations metrics in assessing the 
accuracy and reliability of LLM-generated health lifestyle advice? 

Qualitative Metrics preference:  

The analysis reaffirms several established guidelines of Conversational AI within 
healthcare settings, emphasizing the necessity for robust, nuanced evaluation 
frameworks to assess these technologies effectively. Common findings underscored the 
significance of established metrics such as accuracy, trustworthiness, and 
completeness, which align with traditional evaluation standards found in prior 
frameworks like the QUEST framework [85] and the four healthcare evaluation metrics 
developed by Abbasian et al. [81]. Furthermore, the study corroborated the dual 
necessity of automated and manual evaluations in capturing the multifaceted nature of 
AI interactions within healthcare. Automated metrics, while efficient for broad 
assessments, often fail to capture the depth required for nuanced medical applications, 
thereby highlighting the indispensable role of manual evaluations performed by domain 
experts to provide contextual insights and detailed assessments of AI's performance that 
emphasize trustworthiness and reliability. 

Trust and Reliability Focus: 

Further research findings emphasized the criticality of evaluation metrics like "Empathy," 
"Trustworthiness," and "Completeness" in assessing LLMs for healthcare applications. 
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These metrics align well with the literature which highlights the importance of qualitative 
dimensions such as trust, empathy, and the quality of information in LLM outputs. The 
QUEST framework proposed in the literature review, emphasizing Quality of Information, 
Understanding and Reasoning, Expression Style and Persona, Safety and Harm, and Trust 
and Confidence, is particularly relevant. The study’s focus on qualitative metrics can be 
seen as an application of these broader principles, tailored to the specific context of 
lifestyle advice, mental health advice or general practitioner in healthcare. 

Subjectivity in evaluation metrics: 

The overlapping insights from our study, creative facilitation, and literature review notably 
underscores the value of the practical knowledge derived from facilitation workshops 
and structured interviews. An important aspect of developing the semi-structured 
interview questions was the analysis of transcripts that captured healthcare experts’ 
rationales for assigning specific ratings to metrics such as Accuracy, Relevance, 
Appropriateness, and Trustworthiness in evaluating responses from Conversational AI. 
The scrutiny of these transcripts and subsequent metrics elucidated the inherent 
subjectivity in the evaluation process. Each healthcare expert brought a unique 
perspective influenced by their individual experiences across different medical fields, 
contributing to the complexity of the evaluation framework. This diversity highlights the 
absence of a uniform standard for assessing such metrics, which complicates the 
development of universally applicable evaluation guidelines. [85] 

Research Question 3 

How can evaluation frameworks be improved to enhance the effectiveness of LLM’s 
response in providing lifestyle advice? 

Dual Framework Approach: 

The Dual-Core Framework of Personality and Knowledge identified in this study 
emphasizes the crucial aspects of empathetic interaction and content accuracy in 
evaluating LLM responses. This way understanding a response is crucial for building trust 
and ensuring the practical utility of LLMs in healthcare settings. This approach also 
reveals a gap in current evaluation practices, which often prioritize computational 
metrics over the qualitative aspects that significantly impact patient care and 
satisfaction [72]. The insights from this research contribute to refining the development 
and assessment of LLMs in healthcare in evaluation metrics that incorporate empathy, 
ethical standards, and user-centeredness as its important in the complex and sensitive 
nature of healthcare, where the stakes of hallucinations and misinformation are high. [60] 

Contextual based Analysis: Provides metric for deeper analysis of conversational AI’s 
ability to handle sensitive and complex healthcare interactions. The CLEAR tools 
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emphasis on the quality and relevance of information [88] overlaps with the findings from 
our study as well, where "Inquiring" and "Empathy" were key to enhancing the 
effectiveness of LLM responses. Similarly, in our study identification of "Trustworthiness" 
was an important evaluation metric which similarly reflects on QUEST's focus on Trust 
and Confidence. However, our study adds a novel aspect by incorporating the real-world 
implications of these metrics through feedback from healthcare professionals, providing 
a practical dimension to the theoretical framework suggested in the literature.  

Specific Healthcare Metrics: 

The most significant contribution of our research is the practical insights gained through 
facilitation workshops and interviews with healthcare professionals from different 
background. This hands-on perspective is crucial for refining evaluation frameworks to 
ensure they meet the needs of end-users in different clinical setting background, an 
aspect that is sometimes overlooked in more theory review oriented papers [85]. The 
practical challenges and recommendations highlighted by participants in the study could 
adjust the existing frameworks and provide a novel benchmark of new guidelines based 
on robust Categories backed with sub-categories.[81].  

 

5.2 Design Recommendations 
 

During this research, particularly through the user interview phase, a creative 
methodology was employed where healthcare experts engaged in selecting and 
arranging keywords derived from the literature review, creative facilitation, and ongoing 
user interviews. This process unveiled both value similarities and tensions among 
healthcare experts and clients. Notably, the participant group predominantly consisted 
of General Practitioners (GPs) and Psychologists. These findings have significant 
implications for stakeholder mapping, highlighting the utility of the developed framework 
in identifying value alignments and discrepancies. This is particularly relevant in the 
design of digital applications, where understanding these dynamics can enhance the 
relevance and effectiveness of the solutions tailored to the needs of different healthcare 
professionals. 
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5.2.1 General practitioners as Stakeholder 

 

Figure 4 : Overview of Value Similarities and Tensions with General Practitioners 

 

When considering General Practitioners (GPs) as stakeholders in the digital healthcare 
framework, it is evident that their priorities for content response include transparency, 
relevance, and clarity in terminology, aligned with consensus documents. GPs perceive 
that while they prioritize informational integrity, their clients often value responses that 
are not only reliable and clear but also encouraging and motivating. This distinction 
highlights a nuanced dynamic in the stakeholder expectations. However, a notable 
consensus between GPs and their clients is the universal demand for reliability and 
clarity in responses, highlighting a fundamental value similarity critical in designing user-
centred digital healthcare applications when keeping both the stakeholder in mind.  
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5.2.2 Psychologists as Stakeholder 

 

Figure 5 : Overview of Value Similarities and Tensions with Psychologists 

 

When examining Psychologists as stakeholders within the digital healthcare framework, 
their priorities for content response distinctly focus on transparency, relevance, and 
adherence to consensus documents, with a strong emphasis on actionable 
perspectives. Psychologists underscore the importance of empathy and kindness in 
client interactions, valuing clear, reliable, and motivational responses that are infused 
with compassion. Interestingly, psychologists express a preference against the use of 
user interfaces (UIs) and avatars, suggesting that these elements may superficially evoke 
kindness and empathy without delivering substantive treatment steps. This perspective 
reveals a complex interplay of expectations between psychologists and their clients, 
where both groups agree on the essential need for transparency, reliability, and clarity in 
communication, yet differ in their views on the mechanisms to achieve these outcomes. 
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5.3 Limitations 
 

Although this study has provided unique insights, it is crucial to recognize specific 
limitations that may impact the interpretation and applicability of the findings. The 
number of participants in the study was quite limited and mostly consisted of healthcare 
experts from the Netherlands. The limited scope of our study hinders the applicability of 
our results. A more extensive and diversified sample might offer a more comprehensive 
insight into the efficacy of AI-generated replies in different healthcare settings. 

In this study, the assessment measures used were specially constructed according to 
the viewpoints of healthcare specialists. These measurements represent the factors that 
healthcare professionals find advantageous for themselves and perhaps for their clients. 
However, the benefits that are considered favourable for healthcare professionals may 
not necessarily correspond with the requirements or preferences of their customers. This 
gap highlights the necessity for a future research method that prioritizes the needs and 
preferences of clients, to guarantee that the assessment criteria effectively measure the 
effectiveness of AI tools from the perspective of end-users in the Healthcare ecosystem. 

Another constraint applies to the specific Conversational AI tool utilized in this research 
to generate healthcare responses. The specific functionalities and constraints of this tool 
may not accurately reflect those of all AI models and algorithms, thus misrepresenting 
the outcomes. Subsequent studies should explore the incorporation of diverse artificial 
intelligence (AI) tools to conduct a thorough examination of the capabilities and 
constraints inherent in various healthcare Conversational AI technologies. 

Furthermore, this study did not investigate a diverse array of prompts, including those 
that include visual stimuli, which might have significant effects on the caliber and 
relevance of AI-generated replies. The lack of research with different image-based 
prompts may have resulted in missing the opportunity to fully evaluate the range of 
Quality criteria that may be used to evaluate AI responses. 

 

5.4 Future Scope 
 

This study provides valuable insights on the utilization of artificial intelligence (AI) in the 
healthcare sector. Additionally, it paves the way for further extensive and in-depth 
research. An essential focus for future study is in the broadening of participant diversity. 
Future research should strive to encompass a more extensive range of participants, 
encompassing individuals from varied geographical areas and a variety of healthcare 
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systems. This extension would offer a broader international outlook on the use and 
effectiveness of AI technologies in healthcare, facilitating an understanding of cultural 
variations that might impact their value and effectiveness. 

Another crucial area for future study is the advancement of research procedures that 
focus on the needs and perspectives of clients. It is important to prioritize the customers' 
requirements and preferences in healthcare environments. Directly involving patients 
and other healthcare receivers in gathering their feedback on AI interactions might yield 
useful information on how to enhance customization and happiness with these 
technologies. 

Furthermore, this study did not examine prompts specifically related to visual pictures, 
which might have a substantial impact on the quality and importance of AI-generated 
responses. Incorporating multimodal prompts in future studies would enhance the 
dataset and offer more profound insights into the processing and response mechanisms 
of AI tools when dealing with intricate inputs. This research has the potential to facilitate 
the development of advanced and adaptable AI systems that can effectively manage the 
intricacies of healthcare settings in the real world. 
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Appendix A. Creative Facilitation Session 

Session 1 
Before the workshop started, a short introduction briefing was provided of the aim of the 
study, the researchers involved, followed by the introduction of the mock-up of digital 
application concept to the group. The problem as given (PaG) in the Session 1 was the: 
“How was the experience of Healthcare experts with families in vulnerable situations?” 

The discussion further continued the further sub-questions like,  

“How do you experience supporting the healthy development of families in vulnerable 
situations? 

“Wishes & concerns for digital health tools for families in vulnerable situations such as 
the 'Buddy'” 

In the Converging stage the responses were noted by a simple exercise to identify the 
perspective of healthcare experts and their views on the “Wish” and “Concern” about the 
digital mock-up of application which basically highlighted the desirability and 
vulnerability of the service. 

Session 2 
In the 2nd Session the workshop the Diverging stage started with a case study from the 
“Families in IJsselmonde (a city in Netherlands)”, where factors like stressors and 
isolation affects the family and how the Conversational AI a.k.a. “Buddy” as a team 
platform can support the family in reduction of stress and address the lifestyle choices. 

The Healthcare experts were sensitized by the buddy Concept through a journey map of 
a user who wants to integrate the Conversational AI a.k.a. “Buddy” into their daily lifestyle 
and discussion were held around three important topics which acted as the Reverging 
stage 

Buddy as a connector 

Here questions were asked to probe further from the Session 1 beyond experience and 
concerns towards “How” and “What” 

The discussion revolved around questions like,  

“How could a Buddy who connects families assist you in your work?” 

“What role could you play in a Buddy that connects families?” 

Buddy for question formulation 
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Discussions also happened around how Conversational AI a.k.a. “Buddy” could bring in 
value that would assist users in their daily workflow by understanding more of their 
situation and their values. 

The discussion revolved around questions like,  

“How could a Buddy who helps parents ask a question about their situation and values 
assist you in your work?” 

“What role could you play in a Buddy that assists parents to ask a question about their 
situation and values?” 

Buddy for offer (suggestions) 

Discussions further happened around how Conversational AI a.k.a. “Buddy” could bring 
in value that would assist users in their daily workflow by understanding more of their 
situation and their values. 

The discussion revolved around questions like,  

“How could a Buddy who helps parents ask a question about their situation and values 
assist you in your work?” 

“What role could you play in a Buddy that assists parents to ask a question about their 
situation and values?” 

In the Converging stage of the second session the participants were said to note down 
their views on the questions like, 

“What are the Buddy's points that can add value to you? 

When would you promote the 'Buddy' in or around a consultation?” 

This exercise helped to identify the perspective of healthcare experts and their views on 
the “Values” the OSFB has in their healthcare practices.  

The discussion further continued the further sub-questions like,  

“How do you experience supporting the healthy development of families in vulnerable 
situations? 

“Wishes & concerns for digital health tools for families in vulnerable situations such as 
the 'Buddy'” 

The responses were noted by a simple exercise to identify the [perspective of healthcare 
experts and their “Wish” and “Concern” about the Buddy in OSFB. 
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Session 3 
The final session was the most crucial one as the results of this session helped us to 
design the Second Research Method which was Semi-Structured one-on-one interviews. 
The session initiated with healthcare experts interacting with a digital application which 
had two version of it to conduct a within-subject design method, which is also known as 
repeated measures experiment design where the participants test out and evaluates 
both the types of products or services or interfaces. The two experiments were as follows  

User Interaction Design 1: Users Interacted with a digital application in healthcare  

Here participants scanned a QR code provided which redirected to the digital application 
and interacted with the application where there was no chatbot or Conversational AI 
present. The reason for this step was to understand the perspective differences of 
participants interacting with a digital application in healthcare with and without the 
intervention of AI.  

The discussion in this session revolved around the question: 

How useful would your patients find this intervention? 

User Interaction Design 2: Users Interacted with a digital application in healthcare 
with the integration of Conversational AI or a Chatbot 

Participants went through the same process again of interacting with the digital 
application and now they were asked to interact with the chatbot mockup. The discussion 
in this session revolved around the questions like: 

“Would you trust your patients with this chatbot? “ 

“How would you improve the trustworthiness of this prototype? “ 

The entire session was Converged with a last stage where all the participants were 
provided sheets which consisted of responses of Conversational AI on the topics of  

• Nutrition 
• Illness 
• Stress  
• Sleep 

The responses of AI were evaluated by participants who were Healthcare experts on the 
basis of factors like Accuracy, Relevance, Appropriateness and Trustworthiness with 
their experience with clients, their knowledge base, the way they provide the response, 
and the best practices of lifestyle advice consulting. 
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Appendix B. User Interview Guide 
Questionnaire guide: 

Step 1: Introduction of me and my team and the project. 

Step 2: Sign the consent forms and ask permission to record the interview with an 
audio recorder. 

Step 3: Sensitizing with the UI UX mock-up of OSFB application. 

Session 1 : Figma Mockup 

Background/Demographic Information: 

Ask about the background information of the person. 

Questions/Discussions on Session 1: 

• Opinions and Values Questions: 

What is your opinion on the involvement of AI-driven features, such as chatbots, in digital 
health platforms? 
How do you perceive the reliability and trustworthiness of AI-generated responses in 
providing healthcare information? 
What values do you think should be taken care of whenever we are considering the 
implementation of AI technologies in client support? 
 
• Feeling and Emotional Responses: 

How does it make you feel about the future where the potential impact of AI-driven digital 
health platforms on improving health outcomes? 
What emotions arise when considering the challenges of AI technologies in addressing 
health queries? 
 

• Knowledge and Factual Information: 

What factual knowledge from your medical knowledge do you possess, or you do not 
possess regarding as compared to the     responses of AI in giving health lifestyle advice? 
What are the judgement criteria or metrics in general or the best suggestions by you when 
look at a response by a chatbot on health advice? 
What are the judgment criteria for you when assessing the responses provided by AI 
chatbots in health queries or advice? 
Could you walk me through how you evaluate that these responses are effective? 
Do you compare the response to your response or to any doctors that you know of? 
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When assessing the accuracy of an AI-generated response, what specific factors do you 
consider? Are there any red flags or warning signs that prompt you to question the 
reliability of the response? 
 

Session 2: OSFB live chatbot 

Questions/Discussions on Session 2: 

• AI Trust and Reliability: Questions probing towards value trade-offs while 
interacting with the live chatbot: 

What measures do you believe are necessary to make sure the trustworthiness and 
reliability of AI-generated information in healthcare settings are intact or in-place? 
 
When interacting with AI chatbots, do you prioritize accuracy of the response or accepting 
even if the response is partially correct, over a fully correct response? 
How does this decision-making process influence your reliability and trust in the 
interaction with the chatbot? 
 
How do you personally judge the trustworthiness and reliability of the responses provided 
by AI chatbots during healthcare interactions? 
Are there specific factors or indicators you rely on to judge the response? 
 
How do you determine whether an AI-generated response is suitable for the given 
situation or patient scenario? 
Are there certain contextual cues or patient characteristics that influence your evaluation 
process? 
 
• AI Transparency and Accountability: Questions probing towards perception of 
responses by chatbot what values or knowledge it lacks or has that’s good: 

As per the chatbot experience you had today, If you are faced with an AI-generated 
response that lacks transparency or explanation, how do you proceed? would you seek 
additional information or clarification, any resources or do you rely solely on your own 
expertise to interpret the response? 
 
How important is the clarity and conciseness of responses by an AI healthcare chat 
assistant to healthcare professionals and patients? 
Could you elaborate on your thoughts on the importance of clear and concise responses 
from AI chatbots for healthcare professionals? 
Also, could you elaborate on your thoughts on the importance of clear and concise 
responses from AI chatbots when families access it? 
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• Past Experiences with AI Chatbots: Questions probing towards value trade-
offs while interacting with the live chatbot 

In your past experiences have you come across any health information search service or 
a chatbot health advisor, how would you compare the response with the current response 
of the chatbot? 
 
Considering the role of bias and fairness in AI-generated responses, to what extent do you 
find these factors acceptable in the context of healthcare? 
 
Can you elaborate on any experiences where you've observed bias or fairness in AI 
responses impacting your decision-making? 
 
To what extent would you accept bias and fairness? 
 
Short Creative Activity Human Centric Evaluation: Questions and activities that 
probe further into getting insights from participants regarding what are they looking 
for in a chatbot response, also there are few activities that provide the insights much 
further ahead?  

In this section, provide the sheet-with the print of an existing framework (hide few 
complex wordings), with the existing metric groups and let them sensitize on it for a quick 
bit. 
 
Then provide a rough idea of a framework (DIY sheet of make your ideal framework) which 
have different permutation of evaluators as per the image, and then  
 
Ask them to think of ways that they would judge the conversation on a expert level or 
patient level. Also ask is there is something they would take from existing judgement 
criterias, 
 
Bunch of words are provided: words collected from literature review, mainly transcript of 
facilitation, their comments on  previous evaluation sheet,  they can also write something 
that comes to their mind. 
When they select a word, probe further a level and ask why do they think this way 
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Appendix C. Creative Facilitation Codebook 
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Appendix D. User Interview Codebook 
Sub-Categories and their Codes 
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Appendix E. Evaluation Framework Extended Version 
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Appendix F. Project Brief 
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