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EXECUTIVE SUMMARY

This research examines the growing use of AI technologies in social connectivity through the lens of responsible AI. The 
project aimed to explore the future development of AI technologies in social contexts and investigate how these 
technologies can be designed responsibly for young adults, with a focus on their values. The primary objective was to 
generate design implications that would guide designers in the responsible creation of AI technologies that foster social 
connectivity. 



To achieve this, the research undertook a thorough review of theoretical data to, (1) define social connectivity and its 
significance, (2) investigate current and emerging trends in AI technologies within social contexts, and (3) examine 
responsibility and the relevant guidelines for responsible AI. Based on the insights gained, the project focus was refined to 
concentrate on the responsible development of personal AI virtual assistants that enhance interpersonal social connectivity 
amongst young adults. The in-depth theoretical analysis culminated in the development of the “Framework for Designing 
Responsible AI Virtual Assistants for Social Connectivity,” which connected the explored topics and contextual values to the 
trends observed in AI virtual assistants and their potential social effects. 



Building on these insights, the values of young adults pertinent to AI in the social domain were identified and elicited 
through design experiments. The research employed a combination of Speculative Critical Design and Value Sensitive 
Design approaches to effectively design, plan, and execute these experiments. 



Ultimately, by identifying, eliciting, and defining relevant values, the research generated design implications in the form of 
nine value pyramids to guide responsible AI development. The research discovered nine values that young adults uphold 
regarding AI-fostered interpersonal connectivity: Human Agency and Oversight, Privacy and Data Governance, 
Transparency, Societal and Environmental Wellbeing, Personal Effort, Human-Human Connectivity, Genuity and 
Authenticity, Personalization, and Emotional Connectivity. These values were crucial in generating "Implications for Design," 
where each value was contextually defined and expanded into value principles and design norms, following Van De Poel’s 
(2013) Hierarchy of Values. This study ultimately generated design implications intended to guide designers in the 
responsible creation of future AI virtual assistants that foster interpersonal social connectivity.
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RESEARCH INTRODUCTION1.
This chapter lays the foundation for the research project by outlining its context, 

scope, and objectives. Focusing on AI-mediated social connectivity and its 

potential effects on human-to-human interactions, this research aims to provide 

guidance on the responsible design of future AI technologies fostering social 

connectivity. The subsequent sections of this chapter, elaborating upon these 

aspects are as follows:



1.1 Introduction


1.2 Research Scope & Assignment


1.3 Research Questions 


1.5 Inspirations from Fictional Media
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1.1 Introduction  

“The pace of change has never been this fast 

before…and it will never be this slow again.”  

Justin Traudeau. 

Recent trends and advancements in AI have permeated 

various aspects of life, including digital social connectivity. In 

our increasingly interconnected world, technological 

developments have enabled people from across continents to 

stay connected 24/7. With the integration of cutting-edge AI 

tools and features, such as content generation, automatic 

replies, emotion and speech recognition, content 

recommendation and personalization amongst many others, 

into digital platforms, communication methods are becoming 

more engaging, personalized, and efficient. Over the years, 

several leading companies have been developing and 

promoting these technologies to enhance connectivity and 

form meaningful bonds amongst people. For instance, Meta 

highlighted its latest features across its widely popular social 

media platforms, including WhatsApp, Facebook, Instagram, 

and Messenger, by stating: "Technologies that bring the 

world closer: We are building new ways to help you 

explore your interests and connect with people you 

care about" (Meta, 2024). Given the rapid advancements of 

social digital platforms and how widely accessible they are to 

people, it is crucial to critically reflect on their impact as well. 

While recognizing the usefulness and convenience that AI 

technologies bring to social connectivity, it is equally 

important to be aware of how they are, or may be, 

transforming the world in the future. In 1943, Winston 

Churchill notably stated, "We shape our buildings, and 

thereafter, our buildings shape us." Batya Friedman and 

David G. Hendry agreed with this but emphasized that this is 

true for any technology or tool (Friedman & Hendry, 2019). 

Acknowledging that we first design our tools and technologies, 

which in turn shape our lives, it is crucial not to overlook the 

potential consequences and effects of such developments. 

Emphasizing the ethical and responsible design of these 

innovations is imperative, requiring a critical assessment of 

their possible impacts on both individuals and society as a 

whole. 

Building on the emphasis of the co-evolution of technology and 

social structures (Friedman & Hendry, 2019), it is essential to 

understand how AI-driven social connectivity may transform 

societal behaviors and norms in the future. As emerging 

technologies increasingly shape our lives, considering their 

potential impacts and consequences becomes imperative 

(Risnes et al., 2024). Gaining a comprehensive understanding 

of current trends in AI technologies designed to enhance social 

connectivity is crucial for anticipating future developments. 

Equally important is understanding people’s needs, values, 

and concerns regarding these technologies to ensure their 

ethical and responsible development. With this knowledge, 

designers may be guided to create technologies that align with 

ethical considerations. As Sam Altman, CEO of OpenAI, 

articulated, “We want to maximize the good and 

minimize the bad, and for AGI to be an amplifier of 

humanity” (OpenAI, 2023). In light of this vision, it is 

essential to address ethical challenges, mitigating potential 
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negative impacts and enhance desired outcomes with a 

responsible design of future AI technologies fostering social 

connectivity. 

 

1.2 Research Scope & 

Assignment 

Research Scope  

This research aims to investigate the increasing application of 

AI technologies in the domain of social connectivity from a 

responsible AI perspective, with the goal of generating design 

implications to guide designers toward the responsible 

development of these technologies. To achieve this, this 

research will: (1) define social connectivity and clarify its 

relevance to this research; (2) explore current and emerging 

trends in the application of AI in the social domain; and (3) 

analyze the aspect of responsibility and the responsible AI 

guidelines relevant to this research. 

Building on the insights gained from the previous steps, this 

research seeks to identify and elicit stakeholder values 

pertinent to the application of AI in the social domain through 

design experiments. To effectively design, plan, and execute 

these experiments effectively, the research will employ a 

combination of Speculative Critical Design and Value 

Sensitive Design approaches. Ultimately, by identifying, 

eliciting, and defining relevant values, the research aims to 

generate design implications that can guide designers in 

responsibly developing AI technologies for social connectivity. 

 

Research Assignment 

Generate design implications by identifying and 

eliciting the values of young adults through design 

speculations, to guide designers in the responsible 

development of future AI technologies that foster 

social connectivity. 

 

1.3 Research Questions 

Building on the research scope and assignment outlined in 

Section 1.2, the following research questions have been 

formulated to guide the investigation.  

(a) What are the trends in AI technologies fostering 

social connectivity? 

(b) What values do young people uphold regarding 

interpersonal connectivity fostered by AI 

technologies? 

(c) How can design implications be generated to 

guide a responsible design of future AI technologies 

fostering social connectivity? 
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These questions are designed to first develop a deeper 

understanding of the research context through a 

comprehensive literature review. They will then guide the 

design, planning, and execution of experiments to elicit 

relevant values, and finally, use these insights to formulate 

design implications. The subsequent chapters aim to address 

these questions, thereby advancing towards the achievement 

of the research goal. 

 

1.4 Inspiration from 

Fictional Media 

“Dreams are powerful. They are repositories of our 

desire. They animate the entertainment industry and 

drive consumption. They can blind people to reality 

and provide cover for political horror. But they can 

also inspire us to imagine that things could be 

radically different than they are today, and then 

believe we can progress toward that imaginary 

world.”  

 (Dunne & Raby, 2013) 

Inspiration for this research has been drawn from various 

sources, including contemporary communication methods, 

technological advancements, human behavior and psychology, 

as well as fictional media. This section sets the stage for this 

research by introducing some narratives from movies and TV 

series that explore human relationships with fictional 

technologies and their socio-cultural impacts. 

The fictional world is rich with stories exploring the complex 

and nuanced relationships between humans and technology. 

These narratives portray human-technology interactions in 

diverse ways, from human experiences in virtual and 

augmented realities to forming bonds with agents and robots 

in the real world. Similarly, numerous examples of 

technology's role in fostering interpersonal relationships serve 

not only as engaging and entertaining narratives but also as 

sources of inspiration and insight. Many elements of these 

fictional stories appear increasingly plausible as technological 

advancements continue to progress.  

The animated movie "Ron’s Gone Wrong," while seemingly a 

playful children's film, delves into the significant impact of 

technology dependence, particularly on personal robots, for 

forming friendships. It prompts reflection on the true value 

and nature of these bonds and raises questions about the true 

intentions of companies promoting such technologies. 

Similarly, "Robot and Frank" explores how reliance on social 

robots can yield unexpected outcomes, depending on 

individual intentions, and it challenges viewers to consider 

values like privacy, data collection and storage, transparency, 

and trust within interpersonal connections. 

Finally, the TV show "Black Mirror," renowned for its critical 

take on speculative futures, especially amongst design 

researchers (Dunne & Raby, 2013), provides compelling 

examples of how technology can have dystopian effects on 

society. The episode "Nosedive" vividly illustrates how social 

technologies can disrupt valuable human relationships. It 
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examines the harmful consequences of social media, 

emphasizing how these platforms create pressure to conform 

to societal norms and foster superficiality in online 

interactions. This episode serves as a stark warning about the 

implications of social media, highlighting how the pursuit of 

online validation over authenticity can lead to suppressed 

emotions, the maintenance of unrealistic identities, and the 

loss of valuable connections with friends and family. 

These fictional examples illustrate the co-evolution of 

technology and social structures discussed in Section 1.1, 

highlighting the unforeseen consequences that different 

technologies can have on interpersonal relationships, social 

connectivity, norms, behaviors, and societal structures. This 

research draws inspiration from these narratives, focusing on 

advancements in AI technologies designed to enhance social 

connectivity. By emphasizing imaginative and critical thinking 

and grounding it to reality, the research aims to reflect on 

current AI developments in social connectivity, stressing the 

importance of minimizing potential harms while actively 

supporting and upholding human values. Consequently, these 

fictional examples motivate the need for this research and 

encourage a more reflective, ethical, and responsible approach 

to future technological development.  

Fig 1. Fictional media inspirations illustrating the co-evolution of technology 

and social structures 

 

 

 

 





THEORETICAL FOUNDATION2.
As outlined in Section 1.2, this research aims to investigate the growing 

application of AI technologies in the social domain and their potential impact 

on human connectivity. By adopting a responsible and ethical AI perspective, 

this research seeks to develop design implications that can guide the responsible 

development of future AI technologies aimed at enhancing social connectivity. 

To accomplish this, the chapter unfolds a comprehensive literature review, 

dissecting interconnected areas of study into three distinct topics that provide 

the theoretical foundation for this work.



First, this chapter explores the concept of social connectivity, defining it and 

clarifying its relevance to the research. Second, it examines current and 

emerging AI trends within the social domain. Finally, it highlights the importance 

of responsible and ethical AI, analyzing relevant guidelines to inform this 

research. The subsequent sections of this chapter are as follows:
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2.1 Social Connectivity 

“We are wired to be social.”  

Matthew Dylan Lieberman (Lieberman, 2013). 

 

Fig 2. Posters collected from public spaces promoting digital methods for 

connecting with people and making friends 

Social connectivity is a crucial aspect of our lives, and over the 

years, numerous technological advancements have emerged to 

support it. Digital social platforms, such as Instagram, 

Facebook, WhatsApp, Snapchat and many more, not only help 

us maintain existing connections but also enable the formation 

of new ones. Several other applications and digital platforms 

are being developed and promoted to help people form and 

maintain connections. Figure 2 presents images of various 

posters collected from cafes, streets, hotels, and other public 

spaces, which promote and highlight some digital methods for 

connecting with people and making friends. The promotion 

and encouragement of building and maintaining connections 

through various digital means underscores the significance of 

social connectivity in our lives. Recent advancements in AI 

technologies and their integration across various aspects of life 

have also impacted the domain of social connectivity. These 

developments, which are discussed in detail later in this 

chapter in Section 2.2, are significantly transforming how we 

interact and connect with others. 

Social connectivity is a broad term that encompasses various 

types of connections with different people. Therefore, it is 

essential to establish a clear understanding of "social 

connectivity" for this research. When discussing AI 

technologies that foster social connectivity, it is important to 

specify the particular aspects being addressed. To provide 

clarity and help refine the research context, objectives, and 

outcomes, the following sections will define the specific type of 

social connectivity that this research will focus on. 
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2.1.1 Social Connectivity and Its 
Significance 

Although there is no consensus among the researchers on what 

social connectivity really means (O'Rourke & Sidani, 2017), 

there is mutual understanding on it being a basic human need 

(O'Rourke & Sidani, 2017; Haslam et al., 2015). According to 

Maslow’s Hierarchy of Needs, "Love and Belonging" occupies 

the third level of the pyramid, highlighting its crucial role in 

human life. This group of needs includes friendship, intimacy, 

trust, acceptance, receiving and giving affection, and love 

(Pichère & Cadiat, 2015). Similarly, researchers have defined 

social connectivity as the experience of feeling close to other 

people. It encompasses caring for others, feeling cared for, 

loved, and valued, as well as experiencing a sense of belonging 

to a community or group. These feelings are fundamental to 

the formation and maintenance of interpersonal relationships 

(O'Rourke & Sidani, 2017; Haslam et al., 2015; Eisenberger & 

Cole, 2012). 

In his book “Why Our Brains Are Wired to Connect”, Matthew 

D. Lieberman, a neuroscientist and Professor at UCLA’s 

Department of Psychology, Psychiatry, and Biobehavioral 

Sciences, underscores the intrinsic social nature of humans. 

Lieberman argues that people are naturally inclined to be 

curious about others' lives and are driven by a fundamental 

need to stay connected with family and friends. These 

connections and the sense of belonging to a group or 

community provide the values that shape our individual 

identities (Lieberman, 2013). 

An important aspect of social connectivity is its "subjective" 

nature, which means it relies significantly on an individual's 

personal perception of their connections. This interplay 

between actual social interactions and how they are ultimately 

perceived to influence an individual’s understanding of social 

connectivity contributes to the complexity of its definition 

(Dias et al., 2018). Additionally, social connectivity is 

influenced by an individual’s prior experiences, preferences, 

and personality traits (Cacioppo, 2006). 

Thus, it is established that social connectivity is a fundamental 

human need, inherently subjective and personal. This 

understanding has driven a multitude of technological 

developments in this domain, particularly with the advent of 

AI. The continuously emerging AI features and functionalities 

that facilitate social connectivity are not only meeting the 

essential human desire to connect but also providing users 

with the ability to customize and personalize their interactions. 

These advancements empower individuals to tailor their social 

experiences according to their unique needs and definitions of 

connectivity. 

 

2.1.2 Pathways to Social 
Connectivity 

By establishing an understanding of the significance of social 

connectivity, this research investigates the various ways in 

which it is experienced. These diverse experiences inform the 

design, development, and implementation of AI technologies 
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within digital social platforms, aiming to meet users’ needs 

and provide a personalized experience. 

The three distinct layers in which social connectivity is 

experienced, as identified in the “Journal of Positive 

Psychology”, are Intimate Connectedness, Relational 

Connectedness, and Collective Connectedness (Hawkley, 

2005; Stavrova & Luhmann, 2015). Each layer is defined as 

follows: 

 

Fig 3. Pathways to Social Connectivity: Intimate Connectedness, Relational 

Connectedness, and Collective Connectedness (Hawkley, 2005; Stavrova & 

Luhmann, 2015) 

 

 

1. Intimate Social Connectedness 

This layer of social connectivity refers to the perceived 

closeness to a nurturing companion who affirms our values as 

individuals. Such companions may include a spouse, romantic 

partner, or anyone with whom we share a deep, mutual bond 

of trust and affection. These inner-circle relationships are vital 

for mutual assistance, encompassing both emotional and 

practical support during crises. Research indicates that people 

typically allocate approximately 40% of their available social 

time to their five most intimate social connections (Sutcliffe et 

al. 2012; Dunbar, 2014; Stavrova & Luhmann 2015).  

2. Relational Social Connectedness 

This layer of social connectivity pertains to the perceived 

presence of friendships or family connections that offer 

support and mutual aid. These interpersonal relationships, 

typically encompassing 15 to 50 individuals within our middle 

social circle, are less intimate than those in our innermost 

circle but still provide a sense of closeness and substantial 

support (Dunbar, 2014; Cacioppo, 2015). 

3. Collective Social Connectedness 

This layer of social connectivity refers to the perceived 

meaningful connection with a larger group of individuals, such 

as teams, volunteer groups, schools, and organizations. 

Engaging with a network or community through common 

interests or a shared sense of purpose fosters a sense of 

belonging to something greater than one’s own self (Cacioppo, 

2015). This dimension of social connectedness typically 

corresponds to the outermost social circle, encompassing 

anywhere from 150 to 1500 individuals (Dunbar, 2014). 



22 
 

Understanding the diverse pathways through which social 

connectivity is experienced allows for a deeper insight into 

people's needs and expectations across their personal, 

professional, and community relationships. This 

comprehension is crucial for leveraging advancing AI 

technologies in digital social platforms, as it helps address the 

specific needs associated with each layer of social connectivity. 

In order to further refine the research context and explore 

relevant AI trends, this research aims to specify a particular 

layer of social connectivity in the following section. 

 

2.1.3 Research Definition of Social 

Connectivity  

Building on an understanding of social connectivity—its 

significance in human life and the various ways it can be 

experienced—this research aims to define its relevance within 

this specific context. By examining AI technology trends, 

current social media usage, and the roles these platforms play 

in people’s lives, the research seeks to reflect on these 

developments to guide the responsible design of AI 

technologies for social connectivity. To achieve this, the 

research focuses on understanding the values of young adults 

concerning social connectivity, specifically emphasizing the 

second layer of social connectivity: “Relational 

Connectedness.” 

This emphasis is driven by the values associated with social 

connections that involve emotional and personal bonds, such 

as close friendships and relationships with family members. To 

sustain these connections, people frequently utilize social 

media platforms and are benefitting from AI features 

embedded within them. These platforms facilitate social 

connectivity in many ways, such as maintaining relationships 

with distant friends across time zones, staying in touch with 

family members, coordinating activities with close friends, or 

connecting with individuals with shared interests. As new AI 

features are developed and integrated into these widely used 

platforms, this research aims to understand what is important 

to individuals with such social connections. Ultimately, the 

refined goal is to guide the responsible design of future AI 

technologies that enhance these vital interpersonal 

connections. 

Specifically concerning “Interpersonal Connectivity”, this 

research aims to explore relevant AI technology trends in this 

domain, as detailed in the following section. 

 

2.2 AI Technology Trends 

Understanding the trends and advancements in AI 

technologies for social connectivity is crucial for this research. 

To guide a responsible design of future AI technologies, it is 

essential to comprehend their ongoing developments and 

anticipated evolution. While looking into the general trends, 

an emphasis is laid on the progressive AI features and 

functionalities that are being embedded especially within 

social platforms. 
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The powerful capabilities of AI features and technologies 

implemented in social platforms are significantly transforming 

how we interact and connect digitally. Several large and small 

enterprises are spearheading the integration and 

implementation of AI technologies, transforming methods of 

social connectivity. Leading companies in this domain, often 

referred to as tech giants, such as Alphabet (Google’s parent 

company), Apple, Microsoft, Meta, Amazon, and the emerging 

player OpenAI, are consistently setting new benchmarks. 

These companies are continually researching, testing, 

launching, and refining increasingly powerful AI features and 

tools integrated within their products. By doing so, they are 

revolutionizing our methods of connection. AI developments 

and functionalities are central to their innovations, 

consistently helping them outpace competitors and enhance 

experiences for their users. To understand current and 

anticipate future trends in AI for social connectivity, it is 

essential not only to analyze general developments in AI 

technologies but also to examine the latest features and newly 

launched tools created by these leading companies and made 

available to the public. This section provides a deeper 

understanding of AI trends relevant to the research context, 

ultimately refining the specific trends that this research will 

focus on. 

 

2.2.1 General AI Trends 

In recent years, there have been groundbreaking 

advancements in various subfields of AI. After an extensive 

review of the literature, this research identified advancements 

in Natural Language Processing (NLP) as among the most 

notable developments. These developments have driven the 

creation of numerous AI models and introduced various 

functionalities and capabilities to the world of social 

connectivity. Additionally, such developments in NLP have 

significantly informed the growth of different AI models 

comprising Conversational AI (CAI) and Generative AI (GAI), 

which are being actively integrated into social platforms to 

foster social connectivity. This section of the research report 

delves into these advancements to better understand the 

specific AI trends within the social domain. 

 

2.2.1.1 Advancements in Natural 
Language Processing (NLP) 

Google defines Natural Language Processing (NLP) as “a 

field of AI that allows computers to understand and 

process human language.” NLP further branches out into 

Large Language Models (LLMs) and Small Language Models 

(SLMs), which have seen significant advancements in recent 

years aimed at enhancing their overall performance. Amongst 

the popular examples of powerful LLMs stands Llama 3, which 

was introduced by Meta as “the most capable openly 

available LLM to date” (MetaAI, 2024). With its launch, 

Llama 3 was made available for a broad range of use cases due 

to the nature of parameters it was pre-trained on, making it 

one of the best open-source models of its class (MetaAI, 2024). 

It offers new capabilities, including improved reasoning and 

was put into the hands of the community, allowing people to 

build new applications, tools, products and much more. 
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Alongside the development of Large Language Models (LLMs), 

Microsoft aimed to further enhance AI accessibility by focusing 

on Small Language Models (SLMs) as well. Although smaller 

than LLMs, but still quite large with several billion parameters, 

SLMs are small enough to run offline on a phone (Ho, 2024). 

According to Sebastian Bubeck, leader of the Machine 

Learning Foundations group at Microsoft Research, "Small 

language models can make AI more accessible due to 

their size and affordability. Simultaneously, we are 

discovering new ways to make them as powerful as 

large language models." Microsoft researchers have 

already developed and released two SLMs – Orca and Phi – 

challenging the notion of scale requirement for good 

performance and assuring that in recent years, it is expected to 

see even more improved language models (Ho, 2024). 

Such developments in Large Language Models (LLMs) and 

Small Language Models (SLMs) within the AI domain of 

Natural Language Processing are enabling new functionalities, 

such as Conversational AI (CAI) and Generative AI (GAI), that 

are transforming how we connect. The following sections will 

explore the integration of these AI advancements into digital 

platforms and social media, highlighting the new features and 

functionalities they offer for widespread use. 

 

2.2.1.2 Conversational and Generative AI 
(CAI & GAI) Models 

This research highlights advancements in the AI branch of 

Natural Language Processing (NLP), which have led to the 

emergence of new Conversational and Generative AI (CAI and 

GAI) models. This section analyzes some of the trending 

models, currently being developed and launched by leading 

companies; to provide a deeper understanding of the features 

and functionalities they offer within the social domain.  

This research notes the development of several AI models 

capable of processing images, videos, and audios, in addition 

to textual inputs and outputs, outlining a common trend of AI 

designed to be multimodal. Kevin Scott, the principal engineer 

for Microsoft’s Office of the Chief Technology Officer 

emphasized upon the significance of developing multimodal AI 

by stating, “Multimodality has the power to create 

more human-like experiences that can better take 

advantage of the range of senses we use as humans, 

such as sight, speech and hearing” (Ho, 2024)   

By launching pre-trained models like ChatGPT and GPT-4, 

OpenAI introduced its API, which possesses the abilities of 

comprehending and generating human-like text (DataCamp, 

n.d.). With a broad domain expertise and general knowledge, 

GPT-4 was designed to follow complicated instructions in 

natural language and is capable of accurately solving difficult 

problems (DataCamp, n.d.; OpenAI, n.d.).  It is also 

collaborative and creative, capable of learning a user’s writing 

style as well as editing, generating, and iterating large amounts 

of text (DataCamp, n.d.). It also accepts visual input and can 

generate analysis, classifications, and captions for the input in 

the form of images (DataCamp, n.d.; OpenAI, n.d.).  

 

Similarly, Open AI’s DALL·E was designed to create realistic, 

original images and artwork from natural language text inputs, 

allowing it to combine concepts, styles, and attributes in its 

creations. In addition to these models, OpenAI developed 

Whisper, a versatile speech recognition model capable of 
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identifying, transcribing, and translating multiple languages (; 

OpenAI, n.d.). Furthermore, the development of Sora, 

OpenAI’s text-to-video model, also represents a significant 

advancement in AI capabilities. This model can generate 

videos up to one minute long while adhering to given prompts 

and maintaining visual quality. OpenAI aims to enhance Sora's 

performance to address problems requiring real-world 

interaction, training AI to understand and simulate physical 

motion in dynamic environments (OpenAI, 2024). 

 

Similarly, alongside other AI models, Meta's Voicebox 

introduces advanced capabilities such as audio sampling, noise 

reduction, editing (e.g., removing unwanted noise), and audio 

stylization (Meta, 2023). This sophisticated AI model not only 

excels in generating high-quality audio clips but also in editing 

pre-recorded audio while preserving the original style and 

content. For example, if a speech is disrupted by background 

noise, Voicebox can seamlessly regenerate the affected 

segment without the need for re-recording. Furthermore, 

Voicebox supports multiple languages and is currently capable 

of producing speech in six different languages (Meta, 2023). 

Beyond speech generation, Voicebox also features in-context 

text-to-speech synthesis, allowing it to match the audio style of 

an existing clip and generate text-to-speech outputs with an 

audio sample as short as two seconds (Meta, 2023).  

The development of such AI models and their intended 

functionalities underscores three key trends central to this 

research. Through an analysis of various models, including 

those mentioned above, this research identifies that AI 

technologies are increasingly being designed to be: 

Multimodal, Multipurpose, and Humanlike. These specific AI 

technology trends are described as follows: 

1. Multimodal AI 

Companies are increasingly emphasizing the importance of 

multimodality in AI. AI systems are being designed to handle 

multiple data types, including text, audio, images, and videos, 

allowing for more versatile and comprehensive processing 

capabilities. 

2. Multipurpose AI 

The versatility of AI technologies has been significantly 

advanced through the development of various models. These 

AI models are being designed to perform multiple functions 

and provide users with a range of features, thereby enhancing 

their utility and adaptability across different applications. 

3. Humanlike AI 

AI models are increasingly being designed to exhibit human-

like qualities, setting a new standard for AI performance. This 

trend emphasizes that the more natural and human-like an AI 

is, the more effectively it can fulfill its intended functions (Ho, 

2024). Current developments focus on endowing AI models 

with characteristics such as distinct personalities, natural-

sounding responses, and the ability to express opinions and 

interests. These enhancements aim to make interactions with 

AI more engaging and enjoyable, while also supporting users 

in decision-making, offering recommendations, answering 

queries, and providing various forms of assistance (Meta, n.d.; 

Meta, 2023). 
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By analyzing recent AI models and ongoing advancements, this 

research gains insight into current developments in the field. 

Building on this understanding, it aims to explore the specific 

applications of these trends within the social domain. The 

following section explores how emerging AI features are 

enhancing social connectivity and facilitating interactions 

among people. 

 

2.2.1.3 Transformation of Personal AI 
Virtual Assistants 

As a result of analyzing general AI trends and advancements in 

Natural Language Processing (NLP), which have led to the 

development of various Conversational and Generative AI (CAI 

and GAI) models, this research identifies three primary 

categories of AI trends: (1) Multimodal AI, (2) Multipurpose 

AI, and (3) Humanlike AI, as explained previously in Section 

3.2.1.2.  In reviewing the practical applications of these AI 

models within the social domain, this research identifies 

trends in the development of AI-powered personalized virtual 

assistants. A prevalent and emerging application of recent AI 

advancements is the development of conversational agents 

that interact with users in an intuitive and natural manner 

(DataCamp, n.d.). These AI-powered virtual assistants are 

increasingly integrated into social platforms, providing users 

with innovative ways to enhance their connections. 

Companies are exploring the creation of multifunctional AI 

chatbots with unique features by leveraging advancements in 

trending AI models that offer multimodality, multipurpose 

functionality, and human-like characteristics. Leading 

technology companies (as noted in Section 2.2) are currently 

making substantial investments in the development of 

intelligent virtual assistants (DataCamp, n.d.). Considering 

these developments, several analysts are foreseeing a ‘post-app 

era’ with virtual personal assistants paving the way. In this 

post-app era, people will tend to use only a few prevalent 

applications (e.g. messaging platforms) empowered by digital 

assistants that will integrate a multitude of functions 

(Research and Markets, 2018; Gaggioli, 2018). These personal 

AI virtual assistants are foreseen to be embedded in everyday 

environments and contexts that will make them more 

accessible to users (Research and Markets, 2018; Gaggioli, 

2018). Open AI is facilitating this innovation with the 

development of its powerful Application Programming 

Interfaces (APIs) (DataCamp, n.d.; OpenAI, n.d.). According to 

OpenAI, its models hold great potential and are a prime 

candidate for creating intelligent virtual assistants and 

chatbots. Similarly, in promoting multimodality in AI, 

Microsoft demonstrated its implementation through the recent 

developments in its chatbot, Microsoft Copilot, which is now 

capable of processing not only text and search data but also 

audio and images (Ho, 2024). 

Focusing on the development of AI virtual assistants aimed at 

enhancing social connectivity, Meta is set to spearhead a new 

era of personal virtual assistants within the social domain. 

Built with its powerful LLM called Llama 3, Meta recently 

launched its virtual assistant called Meta AI. Offering 

numerous functionalities, Meta AI was introduced to the world 

as “the most intelligent assistant you can use for 

free.” This assistant can now be used on Meta’s social 

applications such as Facebook, Instagram, WhatsApp, and 
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Messenger for various purposes such as creating, connecting, 

learning, or getting things done (Meta, 2024).  

The features and functionalities of Meta AI are highly relevant 

to this research, as this virtual assistant exemplifies both the 

latest AI trends and their specific applications within the social 

domain. To gain a deeper understanding of the new 

functionalities provided by Meta AI, this research examines it 

as a case study, focusing specifically on AI trends in social 

connectivity. 

 

2.2.2 Personal AI Virtual Assistants 
Fostering Social Connectivity: Meta 
AI – A Case Study 

 

By seamlessly incorporating Meta AI across its digital social 

platforms, Meta has established new paradigms for fostering 

social connections. In this realm, Meta, being a multinational 

technology conglomerate and ranking among some of the 

largest information technology companies, is already setting 

new examples of latest AI technology collaborations within 

existing social platforms. With the launch of its new assistant, 

Meta AI, Meta has enabled a plethora of new AI assisted 

functionalities within its range of applications. Exploring the 

functionalities of Meta AI provides insights into emerging AI 

trends within social applications. This analysis not only sheds 

light on the current state of AI technologies fostering social 

connectivity but also offers a glimpse into the future direction 

of these advancements. 

While Meta AI provides a wide range of functions and features, 

this research specifically examines its role in fostering 

Relational Connectedness (Section 2.1.3) with interpersonal 

connections, such as those with friends and family. Through an 

in-depth analysis of recent updates and articles published by 

Meta, along with a review of relevant literature, this research 

identifies several key functions of Meta AI that exemplify 

emerging AI trends within the social domain. The relevant 

characteristics of Meta AI's functionality, as they pertain to the 

context of this research, are outlined below. 

1)     Accessibility: 

Meta AI offers users access to real-time information from 

across the web without requiring them to switch between apps. 

This feature is integrated into the "search" function across 

platforms like WhatsApp, Facebook, Instagram, and 

Messenger. Additionally, Meta AI is embedded within social 
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media feeds, enabling users to directly request more 

information on posts they find interesting. This seamless in-

app integration allows users to "make Meta AI work for 

them" in various contexts (Meta, 2024). For example, when 

planning a night out with friends, users can ask Meta AI to 

recommend restaurants that meet specific criteria, such as 

offering vegan options or having sunset views. Similarly, Meta 

AI can assist in organizing activities by searching for events 

like concerts that match users' interests.  

 

 

2)     Content Generation: 

Using Meta AI’s “imagine” feature, users can now create 

images from text in real time. This functionality enables users 

to ask Meta AI to generate images in various styles, animate 

those images, create multiple iterations, or even turn them into 

GIFs for sharing with friends. The image generation feature 

also supports image transformations and allows for 

collaborative creation of AI-generated images with friends, 

introducing new avenues for entertainment, creativity, and 

self-expression (Meta, 2024). By introducing these features, 

Meta emphasizes the importance of creativity and imagination 

in interactions with friends, aligning with the company's vision 

of enhancing social experiences through creative collaboration 

and expression. Meta introduced these features by stating: 

“Now you can kick images back and forth, having a 

laugh as you try to one-up each other with 

increasingly wild ideas.” (Meta, 2023) 

Furthermore, Meta has also equipped Meta AI with the ability 

to share specific reels in chats upon users’ requests (Meta, 

2023). In addition to visual content generation, Meta AI allows 

users to generate text for various purposes, such as crafting 

birthday wishes, drafting introductions for personal profiles, 

or editing feed posts. This feature not only produces the 

requested text based on the user's prompt but also provides 

alternative options, allows for modifications, and enables users 

to select the tone of the message, enhancing personalization 

and flexibility (Meta, 2023). 
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3)     Personalized & Human-like Assistance 

Meta AI has been developed to enable users to interact with it 

as if it were a person. It is designed with distinct personalities, 

interests, and opinions, making interactions more engaging 

and enjoyable for users (Meta, n.d.; Meta, 2023). Meta has 

also created 28 additional AIs for users to interact with, each 

featuring unique backstories. These AIs have been developed 

in collaboration with celebrities, influencers, and cultural 

icons, who contribute to bringing these personalities to life. 

Amongst its social applications, alongside Meta AI, Meta has 

28 other AIs that people can chat with. Each of these AIs have 

been designed to give a feeling of familiarity when talking to 

them and have their unique backstories. To build this even 

further, Meta partnered with several influencers, celebrities, 

and cultural icons to embody and play some of these AI. Each 

of them has their profiles on Facebook and Instagram where 

people can explore what they are all about. Some such 

examples are Kendall Jenner as Billie, No-BS, ride-or-die 

companion, MrBeast as Zach, The big brother who will roast 

you - because he cares, Roy Choi as Max, Seasoned sous chef 

for culinary tips and tricks, Sam Kerr as Sally, Free-spirited 

friend who will tell you when to take a deep breath and many 

more. These AI personalities are showcased with detailed 

profiles, including descriptions such as "MMA Expert," 

"Creative Writing Partner," or "Travel Expert," allowing users 

to easily choose the AI that best suits their interests or needs. 

[(Meta, 2024; Meta, 2023). 

Meta is also advancing personalization through the 

development of a “sandbox”, allowing users to create their own 

custom AI models (Meta, 2023). Furthermore, Meta is 

experimenting with incorporating long-term memory into its 

AI systems. This feature will enable AIs to retain conversation 

histories, allowing users to resume interactions where they left 

off and facilitating more meaningful and continuous dialogue 

(Meta, 2023). 
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4)  Enhanced Communication 

Meta AI is enhancing communication by highlighting 

important conversations and ensuring they remain visible, 

particularly in busy group chats. It also assists users in 

planning and organizing activities by providing personalized 

recommendations and creative ideas directly within their chats 

(Meta, 2024; Meta, 2023). For new conversations, Meta AI can 

suggest engaging topics to keep discussions interesting and 

dynamic, while overall enhancing communication between 

users (Meta, 2024). 
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2.2.3 Key Insights  

 

Fig. 4 Summarized and simplified representation of AI technology trends observed in Section 2.2  

 

Through an in-depth analysis of current AI technology trends, 

this research highlights the transformation of personal AI 

virtual assistants and their significant impact on the social 

domain. The AI trends driving the development of AI virtual 

assistants, as analyzed in the previous sections, are 

summarized and simplified in Figure 4. Driven by 

advancements in various AI models, AI virtual assistants are 

revolutionizing communication methods, making their 

development crucial to this research. Thus, this research 

narrows its focus to the role of future AI virtual assistants in 

enhancing interpersonal social connectivity. 

 

This section concludes that trends in various AI models are 

driving their development toward being multimodal, 

multipurpose, and human-like. These trends are being further 

adapted and integrated into the creation of intelligent virtual 

assistants, which are increasingly utilized for interpersonal 

social connectivity. After a comprehensive analysis of the 

features and functions currently offered by AI virtual 

assistants in the social domain, this research refines its focus 

within the research context and draws its attention to the 

following conclusions.  
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Personal AI virtual assistants in social domain are designed to 

be: 

1. Multipurpose, offering various functionalities 

2. Multimodal, processing various forms of data 

3. Humanlike, having characters, personalities, opinions, 

long term memory 

4. Self-learning, autonomously improving performance 

without human intervention 

5. Guiding, influencing and supporting decision-making 

process and making decisions 

6. Generating content  

7. Training on personal data 

8. Simulating social interaction between people 

 

2.3 Responsible AI 

“What is better and for whom (or what)? How to 

evaluate what’s better? And how to deal with 

unforeseen consequences or unwanted side-effects of 

design interventions?” 

 (Eggink et al., 2020) 

 

By refining the concept of “Social Connectivity” within the 

context of this research and examining the related “AI 

Technology Trends” in that domain, this study advances 

towards understanding Responsible AI. Through an analysis of 

Responsible AI, the research aims to establish a clear 

definition of what Responsible AI entails within this specific 

context. 

With the rapid expansion of AI and its integration across 

various sectors, the urgency to design AI technologies in a 

responsible and ethical manner has never been greater. This 

necessitates not only individual awareness but also 

coordinated efforts at the governmental level to formulate 

policies that regulate the development and application of AI 

technologies effectively, ethically and responsibly.  

 

2.3.1 Three Levels of Responsibility 

To understand the current efforts aimed at guiding the 

responsible design of AI technologies, this research, after 

analyzing relevant literature, dissects the concept of 

"Responsible AI" into three distinct levels. First, it examines 

responsibility at the individual level, focusing on the role of 

designers in creating AI ethically and responsibly. Second, it 

considers responsibility at the organizational level, 

highlighting the role of companies in developing principles 

that ensure responsible AI design. Third, it explores 

responsibility at the governmental level, emphasizing the role 

of policymakers in establishing policies and frameworks that 

guide the ethical development and application of AI. 
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1) Responsibility of Designers: 

The first layer underscores the critical role individual 

designers play in considering the ethical implications and 

impacts of their work. Designers today are not only applying 

their skills to address social issues but are also increasingly 

driven “to do good for the society” (Tromp et al., 2011). 

Designers hold a significant responsibility towards society, as 

their creations inevitably affect the lives of many. Given that 

design is inherently future-oriented, this responsibility extends 

to future generations as well. Introducing new services and 

products into the world requires designers to be acutely aware 

of the potential consequences of their activities. This 

mindfulness ensures that their innovations contribute 

positively to society and align with ethical standards, 

safeguarding the well-being of both current and future users 

(Eggink et al., 2020). 

The field of design fosters awareness by encouraging reflection 

on ethical considerations. Designers can employ various 

approaches, each with distinct goals and ideologies, yet all 

sharing a common emphasis on responsibility as a core design 

principle (Eggink et al., 2020). Critical design serves as an 

example of this by showing radical alternatives for common 

practices. It challenges assumptions and explores the 

implications of design choices (Malpass, 2010). Similarly, for 

interaction technology, value-sensitive design integrates 

ethical values into the design process, where the answer to 

“what is right?” should be understood from an ethical 

standpoint (Friedmann, 1996). Other methodologies and 

approaches include but are not limited to; design futuring 

approaches such as speculative design, which imagines future 

scenarios to provoke reflection and debate; responsible design, 

which prioritizes ethical responsibility and societal impact; 

and participatory design, which incorporates stakeholders in 

the development process for a consideration of all 

consequences of design (Ehn, 2008). By employing such 

approaches, designers can contribute to the creation of AI 

technologies that are ethically sound and socially beneficial. 

2) Responsibility of Companies: 

“AGI (artificial general intelligence) would also 

come with serious risk of misuse, drastic accidents, 

and societal disruption. Because the upside of AGI is 

so great, we do not believe it is possible or desirable 

for society to stop its development forever; instead, 

society and the developers of AGI have to figure out 

how to get it right.”  

Sam Altman, CEO of Open AI (OpenAI, 2023). 

The second level emphasizing responsible AI, as defined in this 

project, focuses on the steps taken by technology companies in 

being ethical and responsible. This research emphasizes that 

companies engaged in the research, development, and 

implementation of new technologies, while striving to make 

them accessible to the wider public, also bear the responsibility 

of ensuring that their products and services are trustworthy 

and ethical. Although it is impossible to precisely predict the 

future consequences of AI developments, companies are 

striving to maximize benefits and minimize adverse effects, 

aiming for AI to serve as an amplifier of humanity. 

Recognizing the importance of managing significant risks, 

technology companies are dedicating substantial efforts to 

making AI more responsible (OpenAI, 2023). 



34 
 

This research examines the various approaches companies 

have taken towards responsible AI. For instance, Microsoft 

articulated its comprehensive list of general requirements in 

the "Microsoft Responsible AI Standard, v2 General 

Requirements" (Microsoft, 2022). OpenAI outlined its 

principles through the "OpenAI Charter" (OpenAI, n.d.) and 

"Product Safety Standards" (OpenAI, n.d.). Similarly, Meta 

made its "Meta Llama Responsible Use Guide"(Meta, n.d.) 

publicly available and established its core values through 

"Meta’s five pillars of responsible AI" (Meta, n.d.). In light of 

recent advancements in Generative AI, companies have also 

been particularly focused on implementing newly designed 

features responsibly (Meta, 2023). 

Such efforts suggest that numerous companies are actively 

addressing ethical concerns related to responsible AI. While 

the specific goals of each company may vary—ranging from 

minimizing harm and building trust to learning and iterating 

or reducing risks of misuse (OpenAI, n.d.; OpenAI, 2023)—

their efforts converge on some common value considerations. 

The general principles for responsible AI, as summarized 

through the literature analysis discussed above, include 

Accountability, Transparency, Fairness, Reliability, Privacy, 

Safety, Security, Inclusiveness, Interpretability, and Trust, 

among others (Microsoft, 2022; OpenAI, 2024.; Meta, n.d.; 

Meta, 2023; Google, 2023.). 

3) Responsibility of Policymakers: 

The third level of responsibility in AI technology development, 

as defined by this research, underscores the efforts of 

policymakers in addressing relevant ethical concerns. This 

layer extends to the governmental level, where policies and 

regulations are crafted to safeguard user interests and ensure 

ethical AI practices. 

With a focus on the European Union market, this research 

dives deeper into the efforts made by the European 

Commission in drafting the “Ethics Guidelines for 

Trustworthy AI” (European, 2019). This comprehensive 

document not only outlines seven key requirements that AI 

systems must meet to be considered trustworthy but also 

introduces a specific assessment list called “Assessment List 

for Trustworthy Artificial Intelligence (ALTAI) for self-

assessment” (European, 2020), designed to verify the 

implementation of each requirement. These efforts by the EU 

Commission have garnered significant recognition, especially 

within Europe, and have been frequently referenced. Since 

their release, these guidelines have served as a comprehensive 

tool for companies and individuals to assess the ethical 

implications of AI products. The seven key criteria for AI to be 

considered trustworthy, as outlined in the "Ethics Guidelines 

for Trustworthy AI," are: 

1. Human Agency and Oversight 

2. Technical Robustness and Safety 

3. Privacy and Data Governance 

4. Transparency 

5. Diversity, Non-discrimination and Fairness 

6. Environmental and Societal Well-being 

7. Accountability 
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2.3.2 Understanding Responsible AI 
Within the Scope of This Research 

By developing a general understanding of Responsible AI and 

analyzing ways in which it can be achieved and implemented, 

the research proceeds to define what Responsible AI 

specifically means within the context of this study.  

By comprehending the role of individual designers, this 

research explored design approaches and methodologies for 

designers, allowing them to involve critical thinking, 

stakeholder participation, and reflective practices. These 

approaches provide valuable insights that inform the 

transition to the design phase of this research (Chapter 4), 

offering guidance for the responsible design of AI technologies. 

By examining the roles of companies and policymakers, this 

research identified several criteria, standards, and overarching 

approaches for implementing responsible AI on a larger scale. 

Several common values were noted throughout the different 

guidelines, charters, principles or requirements by both 

companies as well as policy makers, as analyzed above in 

Section 2.3.1. To explore the application of these values, this 

research further examines the 'Assessment List for 

Trustworthy Artificial Intelligence (ALTAI) for Self-

Assessment,' hereafter referred to as ALTAI. 

ALTAI, discussed in Section 2.3.1 under 'Responsibility of 

Policy Makers,' outlines the implementation of key 

requirements from the European Commission's 'Ethics 

Guidelines for Trustworthy AI.' Its elaborate and actionable 

framework makes it an effective tool for evaluating responsible 

AI practices. Among the seven values presented, this research 

highlights the relevance and significance of four key values 

within its specific context. These four values were selected 

based on observations of AI trends in social connectivity (as 

outlined through this research) and their potential impact on 

interpersonal relationships, as outlined in ALTAI. The selected 

values are:  

1. Human Agency and Oversight 

2. Privacy and Data Governance 

3. Transparency 

4. Societal and Environmental Wellbeing 

 

Value Selection Criteria 

ALTAI provides a framework of questions designed to assess 

the responsibility of AI systems, along with explanations of the 

values' significance and their potential impacts. This research 

identified and selected questions from ALTAI that are directly 

applicable to the observed AI trends in virtual assistants. 

Additionally, the research focused on values associated with 

impacts specific to social connectivity and human interactions. 

By aligning the selected values with these impacts and the 

relevant questions from ALTAI, this research ensures that the 

values chosen are highly pertinent to the context of social 

connectivity and human relationships. An example of this 

selection process is illustrated below in Figure XX. 
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Fig. 5 Process for selecting values and the relevant social effects from ALTAI, based on the trends noted in AI virtual assistants

 

This research acknowledges the limitations of concentrating 

on only four specific values and understands that valuable 

insights may also be derived from the remaining values. 

However, due to their greater relevance to the research 

context, the focus is placed on the four selected values to 

effectively advance towards achieving the research goal.  

The selection of ALTAI values is crucial for identifying key 

human values related to AI virtual assistants that foster social 

connectivity. Ultimately, these values guide the design phase of 

this research and inform the generation of design implications 

that will guide the responsible creation of future AI virtual 

assistants aimed at enhancing social connectivity, as discussed 

in the forthcoming chapters. 

 

2.4 Key Takeaways 

This chapter establishes the theoretical foundation of this 

research by conducting a comprehensive review of relevant 

literature and refining the research scope. The research 

focuses on the growing application of AI technologies in the 

social domain and their potential impact on human 

connectivity. Hence, the theoretical framework is divided into 

three key topic areas: first, defining "Social Connectivity" in 

the context of this research; second, exploring current and 

emerging "AI Technology Trends" within the social domain; 
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and third, analyzing "Responsible AI" and establishing 

relevant guidelines for this study. 

Finally, this chapter synthesizes the research analyses and 

refines the research scope from each of the key topic areas as 

follows: 

1) Social Connectivity 

Focus on Relational Connectedness involving emotional and 

personal bonds, such as close friendships and relationships 

with family members. To sustain these connections, people are 

frequently utilizing social media platforms and are benefitting 

from AI features embedded within them. Within this domain 

of social connectivity, this research focuses on the effects on 

interpersonal connections. 

2) AI Technology Trends 

Focus on the role of future AI virtual assistants in enhancing 

interpersonal social connectivity. The outlined trends in AI 

virtual assistants relevant to the research context are: 

1. Multipurpose, offering various functionalities 

2. Multimodal, processing various forms of data 

3. Humanlike, having characters, personalities, opinions, 

long term memory 

4. Self-learning, autonomously improving performance 

without human intervention 

5. Guiding, influencing and supporting decision-making 

process and making decisions 

6. Generating content  

7. Training on personal data 

8. Simulating social interaction between people 

3) Responsible AI 

Focus on selected four ALTAI values, in relation to trends in AI 

virtual assistant and their relevant effects on interpersonal 

connections. The selected values are: 

1. Human Agency and Oversight 

2. Privacy and Data Governance 

3. Transparency 

4. Societal and Environmental Wellbeing 

 

 

 

 

 

 

 

 







FRAMEWORK FOR DESIGNING 

RESPONSIBLE AI VIRTUAL ASSISTANTS 

FOR SOCIAL CONNECTIVITY

3.

This chapter concludes the theoretical research conducted in Chapter 2, 

synthesizing the key insights vital to the research context and organizing them 

into a comprehensive framework. This framework, titled "Framework for 

Designing Responsible AI Virtual Assistants for Social Connectivity," underscores 

the significance of interpersonal social connectivity, the emerging trends in AI 

virtual assistants, and the relevant values that guide their responsible design. In 

addition to summarizing and integrating the research insights from the previous 

chapter within the research context, this framework also directs the design phase 

of the study and aids in formulating design implications. The subsequent 

sections will provide a detailed explanation of the framework and its 

significance for this research:




3.1 Introducing the Framework


3.1.1 Framework Segment 1 – Human Agency, Autonomy & Oversight


3.1.2 Framework Segment 2 – Privacy & Data Governance


3.1.3 Framework Segment 3 – Transparency


3.1.4 Framework Segment 4 – Overall Impact & Wellbeing


3.2 Significance of the Framework
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3.1 Introducing the 

Framework 

The Framework for Designing Responsible AI virtual 

assistants for social connectivity, hereafter referred to as 

framework, is illustrated on the following page, in figure 6.  

This framework incorporates the three key topic areas, Social 

Connectivity, AI Technology Trends, and Responsible AI, 

examined in Chapter 2, titled Theoretical Foundation. The 

insights obtained from analyzing these areas refined the scope 

of this research and facilitated the development of the 

framework.  

The framework comprises three main headings, each of which 

is detailed as follows: 

1) Values 

The four selected values from ALTAI, along with their relevant 

questions as per the selection process explained in Section 

2.3.2 and illustrated in figure 5. 

2) Trends in AI Virtual Assistants 

The eight major trends observed in the development of AI 

virtual assistants for social connectivity, as detailed in Section 

2.2.3. 

 

 

3) Effects on Interpersonal Connectivity 

The social effects of AI outlined in ALTAI, in relation to the 

associated values and the research’s focus on interpersonal 

connectivity, as detailed in Section 2.1.3 and Section 2.3.2. 

Their selection process is explained in figure 5. 

Based on the four selected values, the framework is structured 

into four distinct segments. Each segment features one of the 

ALTAI values along with its list of relevant questions (also 

extracted from ALTAI), as per the criteria established earlier in 

the report (Section 2.3.2 and figure 5). Adjacent to these values 

and questions are the trends observed in AI virtual assistants 

that correspond to the concerns outlined under each ALTAI 

value. Additionally, the framework connects these values and 

trends to the potential effects on interpersonal connectivity, as 

detailed in ALTAI. This includes addressing how the observed 

trends in AI virtual assistants for social connectivity align with 

and impact the identified concerns. The details of each 

segment within the framework are elaborated in the following 

sections. 
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Fig. 6 Framework for designing responsible AI virtual assistants for social connectivity
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3.1.1 Framework Segment 1 – Human 
Agency, Autonomy & Oversight 

 

 

 

Fig. 7 Framework segment 1: Human agency, autonomy and oversight 

The first segment of the framework (Figure 7) highlights the 

importance of human agency, autonomy, and oversight in the 

responsible design of future AI virtual assistants aimed at 

enhancing interpersonal connectivity. This segment begins by 

presenting key questions related to human agency, autonomy, 

and oversight. It then correlates these concerns with relevant 

trends observed in AI virtual assistants. Finally, it links these  

trends and concerns to their potential impacts on 

interpersonal social connectivity. 

For instance, the question “Is AI self-learning and 

autonomous or overseen by a human?”, addresses the trend of 

AI virtual assistants being designed to be “self-learning, 

autonomously improving performance without human 

intervention”, which relates to the effect on interpersonal 

connectivity, stated as, “Effect on human affection, trust and 

(in)dependence.” 
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3.1.2 Framework Segment 2 – 
Privacy & Data Governance 

 

 

 

Fig. 8 Framework segment 2: Privacy and data governance  

The second segment of the framework (Figure 8) reflects on 

the importance of privacy and data governance when it comes 

to designing responsible personal AI virtual assistants for 

social domain. This segment begins by presenting key 

questions related to privacy and data governance. It then 

correlates these concerns with relevant trends observed in AI 

virtual assistants. Finally, it links these trends and concerns to 

their potential impacts on interpersonal social connectivity. 

For instance, the question “Does AI access personal data or 

non-personal data?”, relates to the trend of AI virtual 

assistants “training on personal data”, which is finally linked 

to the “Effect on privacy which is a fundamental right.” 
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3.1.3 Framework Segment 3 – 
Transparency 

 

 

 

 
Fig. 9 Framework segment 3: Transparency 

The third segment of the framework (Figure 9) addresses 

ethical concerns related to transparency in communication 

facilitated by personal AI virtual assistants and their potential 

impact on interpersonal connections. Like other segments, this 

segment also presents questions related to transparency. It 

then correlates these concerns with relevant trends observed in 

AI virtual assistants. Finally, it links these trends and concerns 

to their potential impacts on interpersonal social connectivity. 

For instance, the question “With AI chatbots, do people know 

they are interacting with AI instead of a human?”, relates to 

the trend of AI virtual assistants being designed to be 

“humanlike, having characters, personalities, opinions, long 

term memory”. The AI trends are then linked to the effects on 

interpersonal connectivity, such as, “Effect on trust between 

people.” 
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3.1.4 Framework Segment 4 – 
Overall Impact & Wellbeing 

 

 

 

Fig. 10 Framework segment 4: Overall impact and wellbeing 

The final segment of the framework (Figure 10) underscores 

the broad societal impact of the trending AI virtual assistants 

fostering interpersonal connectivity. 

In this segment, the question “Could AI affect other 

stakeholders or society?” is quite broad. This question 

incorporates all the trends noted in AI virtual assistants, as 

outlined in this research. The effects listed encompass both 

individual and societal impacts. For instance, the AI trend 

“simulating social interaction between people” can be related 

to the “effect on social relationships and attachments.” 
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3.2 Significance of the 

Framework 

The framework, titled "Framework for Designing Responsible 

AI Virtual Assistants for Social Connectivity," as presented 

and detailed in the previous sections, is of significant 

importance to this research. It serves as a guiding structure 

that steers the research towards its ultimate goal of generating 

design implications for the responsible design of future AI 

virtual assistants aimed at fostering social connectivity. The 

role and significance of this framework within the context of 

this research are outlined below: 

1. It synthesizes and concludes the theoretical research 

and narrows the scope of the project 

2. It establishes a direct connection between the three 

interrelated topic areas—Social Connectivity, AI 

Technology Trends, and Responsible AI—that are 

essential to this research, each of which was analyzed 

individually in Chapter 2 

3. It identifies values, relates them to trends in AI virtual 

assistants and reflects on their effects on interpersonal 

social connectivity 

4. It bridges the theoretical research and design phases of 

this project by distilling key insights from the literature 

and identifying the essential elements to be 

incorporated in the design phase. Ultimately, its role in 

the design phase is crucial in guiding this project 

towards achieving its goal of generating design 

implications for a responsible design of future AI 

virtual assistants fostering interpersonal connectivity. 
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RESEARCH METHODOLOGY4.
Focusing on the development of future AI virtual assistants designed for 

interpersonal social connectivity, this research aims to elicit the values of young 

adults concerning these advancements, alongside the previously identified 

values (Section 2.3.2). By analyzing current trends in AI technology, this research 

aims to anticipate the direction of these developments, as well as their potential 

outcomes and impacts on human relationships. Through the adoption of Design 

Futuring to explore potential future scenarios, the research aims to facilitate 

discussions among young adults, enabling them to articulate what aspects they 

consider most important in these emerging technologies for social domain.



To advance the research towards designing futuristic scenarios that stimulate 

discussion and elicit values through dialogue, this chapter explores Speculative 

Critical Design (SCD) and Value Sensitive Design (VSD) as key approaches. It 

delves into a comprehensive understanding of these two approaches, analyzing 

their distinct features, similarities, and combined potential. The chapter 

concludes by integrating relevant insights from both approaches and outlining 

the final approach adopted for this research.




4.1 Speculative Critical Design (SCD)


4.1.2 Application of Speculative Critical Design (SCD)


4.2 Value Sensitive Design (VSD)


4.2.1 Application of Value Sensitive Design (VSD)


4.3 Adopted Research Methodology


4.4 Key Takeaways
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4.1 Speculative Critical 

Design (SCD) 
“What we are interested in, though, is the idea of 

possible futures and using them as tools to better 

understand the present and to discuss the kind of 

future people want, and, of course, one’s people do 

not want.”  

(Dunne & Raby, 2014) 

Futures Studies, also referred to as Design Futuring, involves 

designing with a focus on the long-term impacts by exploring 

potential future scenarios. This approach incorporates 

Discursive Design practices (Dunne & Raby, 2013), such as 

Speculative Critical Design (SCD). Speculative Critical Design 

(SCD) strives to be imaginative, encourages reflection on 

current realities, probes possible futures, and plays a crucial 

role in envisioning the world of tomorrow (Dunne & Raby, 

2013; Mitrović, 2016; Mitrović et al., 2021). 

The book ‘Beyond Speculative Design: Past – Present – 

Future’, emphasizes on the role of SCD in: 

“...challenging the status quo of design practice and 

education: from questioning modernist 

functionalism, decoupling it from the market, and 

bringing back its discursive role; to raising 

discussion about political and social issues relating 

to technological development, and finally in 

envisioning alternative futures.” (Mitrović et al., 

2021). 

By fostering "social dreaming" about desired futures, 

Speculative Critical Design (SCD) extends critical practice into 

realms of imagination and diverse visions of potential 

scenarios. It promotes critical thinking, raises awareness, and 

inspires action by encouraging designers to connect the dots 

and view the world from various perspectives (Mitrović et al., 

2021). SCD utilizes design as a medium to provoke thought 

and dialogue, engaging in discursive activities that stimulate 

discussion and debate (Johannessen et al., 2019). Thus, by 

crafting speculative scenarios, SCD challenges existing 

assumptions and stimulates reflection and dialogue about the 

future (Dunne & Raby, 2013; Mitrović et al., 2021). 

“Thinking differently about tomorrow is one thing, 

finding a way to act on it is another. We need to be 

actively engaged in that conversation, collaborate, 

compromise and help society build those futures.”  

Phil Balagtas, Beyond Speculative Design: Past – 

Present – Future (Mitrović et al., 2021). 

For this research, Speculative Critical Design (SCD) provides 

an approach to envision potential futures of AI virtual 

assistants within the social domain, grounded in current trend 

analysis. By developing speculative scenarios, this research 

aims to facilitate discussions among young adults, encouraging 

them to express their perspectives on the possible social 

impacts of such AI advancements. Through these dialogues, 

the project seeks to understand young adults' perceptions of AI 

virtual assistants for social connectivity, address ethical 
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concerns and their effects on human relationships, and 

ultimately elicit relevant values to guide a responsible design 

of such AI technologies. 

 

4.1.2 Application of Speculative 
Critical Design (SCD) 

SCD is considered more of an approach than a strict 

methodology and provides designers with the flexibility to 

adopt tools and methods best suited to the context 

(Johannessen et al. 2019). Drawing from the overall 

application process as described by Johannessen et al. (2019) 

and Mitrović (2015), this research adapts and outlines the 

steps most relevant to its context as follows: 

1) Defining the Context for Debate 

The first step involves defining the design space and the 

context for social debate through critical design research 

(Johannessen et al., 2019; Mitrović, 2015). Emphasis is placed 

on identifying trends and emerging changes in the present 

through groundbreaking innovations and technological 

advances that have the potential to shape our future. This 

'Signal Scanning' phase serves as a source of inspiration to 

imagine possible future scenarios while ensuring they remain 

grounded in current realities and ongoing developments 

(Colosi, 2023). 

2) Designing Scenarios 

The exploration of possible futures within Speculative Critical 

Design often takes the form of scenarios (Dunne & Raby, 

2013). Following the initial step of gaining a deeper 

understanding of and defining the research context, the 

identified signals are synthesized into specific speculative 

scenarios that outline possible future worlds (Colosi, 2023). 

This scenario development phase begins by posing 'what if' 

questions (Johannessen et al., 2019; Dunne & Raby, 2013). 

These scenarios, designed to be provocative, open-ended, 

fictional, and intentionally simplified, aim to create spaces for 

discussion and debate. The narratives of these scenarios are 

crafted using various methods to be provocative enough to 

engage the audience on emotional, intellectual, and 

psychological levels (Johannessen et al., 2019). Their fictional 

nature enables viewers to suspend disbelief and allow their 

imaginations to explore, momentarily setting aside current 

realities to contemplate possible future developments (Dunne 

& Raby, 2013). 

The development of possible futures serves as a medium to 

stimulate imaginative thought and speculation. The scenarios 

not only facilitate this but also incorporate critique, as people 

begin to reflect on the present through the lens of these 

imaginative projections. The developed scenarios should 

appear believable, scientifically plausible, and connected to 

current realities. This grounding in today’s world is essential. A 

believable series of events leading to the new situation, often 

referred to as the ‘perceptual bridge,’ is necessary even if the 

scenarios are entirely fictional (Johannessen et al., 2019; 

Dunne & Raby, 2013). 

To strengthen the scenarios and support the ‘suspension of 

disbelief,’ they are meticulously curated according to the prior 

research and context. This involves addressing questions such 

as ‘when is the scenario situated,’ ‘what rules apply in the 
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scenario,’ ‘should the scenarios be utopian, dystopian, neutral, 

or ambiguous,’ ‘who should be the protagonist of the 

scenarios,’ and ‘what kinds of products or services are people 

using,’ among others (Mitrović, 2015; Colosi, 2023). This 

allows viewers to relate the scenario to their own world, using 

it as a tool for critical reflection. 

3) Delivering the Scenarios 

Critiquing norms and stimulating social debate are 

fundamental goals and desired outcomes of Speculative 

Critical Design (SCD). This is achieved by materializing the 

designed scenarios from earlier phases through narratives, 

objects, or a combination of both, in any medium that 

appropriately represents the concept. These scenarios can be 

delivered through provocative prototypes, also known as 

'provotypes,' or diegetic prototypes (Casnati et al., 2023). This 

stage focuses on presenting these narratives to the audience in 

an engaging and convincing manner, employing storytelling 

and aesthetic techniques found in literature and film (Luria & 

Candy, 2022). The presentation of scenarios serves as a 

provocative tool to stimulate discussion between the designer 

and the audience. This debate forms part of a larger design 

research process. In this project, it involves value elicitation 

through speculation. 

These steps are essential to this project as they 1) leverage the 

literature analysis and insights from previous chapters and 

grounding material, integrating them with the signal scanning 

phase; 2) inform the key aspects to consider when designing 

speculative scenarios; and 3) provide direction on how to 

materialize and present these scenarios effectively to provoke 

meaningful and impactful discussions. 

4.2 Value Sensitive 

Design (VSD) 
“Value Sensitive Design guides the shape of being 

with technology.”  

(Friedman & Hendry, 2019). 

The working definition of value in terms of human values, as 

defined in the book ‘Value Sensitive Design: Shaping 

Technology with Moral Imagination’ is, "what is 

important to people in their lives, with a focus on 

ethics and morality" (Friedman et al., 2017). Centered 

around these human values, Value Sensitive Design (VSD) 

offers a theoretically grounded approach to designing 

technology that considers human values throughout the design 

process (Friedman et al., 2017). In their book, Batya Friedman 

and David G. Hendry further elaborate on the interactional 

stance on technology and human values adopted by VSD: 

“Unlike approaches based primarily on technological 

determinism or on social determinism, interactional theories 

such as value sensitive design posit that human beings acting 

as individuals, organizations, or societies shape the tools and 

technologies they design and implement; in turn, those tools 

and technologies shape human experience and society 

(Friedman & Hendry, 2019).” 

This research underscores that the relationship between 

technology and human values is inherently interactional. It 

highlights the co-evolution of social structures and technology, 
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emphasizes the importance of analyzing stakeholder values 

and a commitment to continual progress rather than the 

pursuit of perfection. This research employs 'Value Scenarios' 

as a method to elicit values (Friedman & Hendry, 2019). Value 

scenarios highlight specific features of a technology within its 

immediate context of use, in the form of a narrative, 

facilitating stakeholder engagement in research investigations. 

By presenting the context through scenarios, this method 

helps surface both overarching and individual societal and 

humanistic considerations related to the technology and its 

use. 

Through Value Sensitive Design (VSD), this research seeks to 

identify and elicit the values of young people concerning 

interpersonal connections facilitated by AI virtual assistants. 

The insights gained from these values will inform the 

development of design implications, guiding designers in the 

responsible and ethical creation of future AI virtual assistants 

that promote interpersonal social connectivity. 

 

4.2.1 Application of Value Sensitive 
Design (VSD) 

Value Sensitive Design (VSD) offers a range of tools and 

methods that address diverse objectives in the ethical and 

responsible development of technology (Friedman et al., 2017; 

Friedman & Hendry, 2019). This project utilizes Value 

Scenarios to elicit values within the research context. The 

following steps outline its effective application within this 

research. 

1)  Defining and Framing Technical Aspects 

VSD emphasizes the importance of placing technology within 

a situated context, identifying these elements as central to the 

project. This approach brings relevant value issues to the 

forefront. By explicitly supporting project values, researchers 

and designers convey their perspectives and thoughts, backed 

by comprehensive background research. At this stage, it is also 

crucial to determine which aspects should be addressed 

through socio-cultural interventions, focusing on the 

technology under consideration and its value implications. 

Once that is defined, a set of initial values is identified to form 

a starting point for the design process (Umbrello & Van De 

Poel, 2021) 

2) Designing and Delivering Value Scenarios 

The designer’s stance, identified values, technology 

implications along with the technology and its context are put 

together in the form of value scenarios, depending on the 

intended goal and context. The value scenarios, in any form 

that supports the context, e.g. text, sketches, videos, story 

boards etc. are presented to the stakeholders, while defining 

aspects such as the ethical tone, timescale, mundanity, levels 

of detail etc. (Richmond et al., 2023). Furthermore, Value 

Sensitive Design (VSD) recommends conducting worst-case 

analyses during the technical design process to anticipate and 

address potential significant harms (Friedman & Hendry, 

2019). 

In the research paper "Parenting from the Pocket: Value 

Tensions and Technical Directions for Secure," the authors 

utilize short stories in textual format to illustrate their findings 



55 
 

(Czeskis et al., 2010). They explain this process by stating that 

"value scenarios comprise fictional vignettes that emphasize 

social and value implications of a 'hypothesized' technology. A 

few rich, nuanced scenarios can help to focus attention on 

indirect as well as direct stakeholders, nefarious and unusual 

uses, value tensions, and longer-term societal implications 

that might otherwise go unnoticed." Similarly, in the research 

paper "Exploring Value Dilemmas of Brain Monitoring 

Technology through Speculative Design Scenarios," (Risnes et 

al., 2024) the authors develop scenarios as brief, simple videos 

to introduce various ways of using a brain monitoring device. 

Likewise, the research "Broadening Privacy and Surveillance: 

Eliciting Interconnected Values with a Scenarios Workbook 

on Smart Home Cameras" (Richmond et al., 2023) explores 

the development of multiple scenarios through simple sketches 

compiled in a workbook. 

The scenarios are delivered in multiple ways. For instance, 

primary stakeholders are invited to participate in a semi-

structured interview (Czeskis et al., 2010; Richmond et al., 

2023) or a focus group (Risnes et al., 2024). These approaches, 

while involving stakeholders, balance addressing essential 

questions with uncovering unexpected and new insights.  

3) Value Elicitation 

Based on the insights gained from the stakeholders, designers 

can identify the corresponding values, informed by their prior 

work and research. Once the key values emerge from the 

dialogue, different methods or combinations of methods may 

be adopted for value elicitation or representation (Friedman & 

Hendry, 2019).  

4) Formulating Design Norms 

Based on the identified and elicited values, design norms are 

formed, as introduced in the notion of values hierarchy (Van 

de Poel, 2013). These norms further guide the responsible 

development of technologies by ensuring alignment with 

stakeholder values. 

These steps are essential to this project as they 1) define 

technical aspects such as the specific details about the 

technology and facilitate initial value identification; 2) inform 

the aspects to consider when designing scenarios and guide 

with scenario delivery; 3) guide with the process of value 

elicitation; and 4) aid in forming design norms that align with 

the elicited and identified values. 

 

4.3 Adopted Research 

Methodology 
Both approaches explored in the previous sections, SCD and 

VSD, emphasize the interactional relationship between 

humans and technology and how this relationship shapes our 

way of living. This project employs a combination of insights 

from both approaches and adapts a methodology that aligns 

with its context and goals. An overview of the methodology 

employed in this project, which bridges the previous chapters 

with the forthcoming ones, is outlined below: 
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1) Framing the Technical Space 

The first step entails establishing the core elements that are 

critical to the research context and essential for defining the 

technical space. A comprehensive understanding of the 

relevant topics is achieved through thorough literature 

reviews. This phase also defines the boundaries of the research 

context, distinguishing relevant elements from those that are 

not, and provides direction by offering a more specific context 

to guide the subsequent design phase. 

2) Value Identification 

A set of initial values, relevant to the research context is 

developed which provides a starting point for the design 

process. These values are the ones that should be respected 

according to the principles defined for AI (Friedman & 

Hendry, 2019). They are also interpreted and conceptualized 

according to the research context (Umbrello & Van De Poel, 

2021). 

3) Developing Design Scenarios 

In this phase, scenario ideas are developed within the design 

space defined earlier. This process begins with the generation 

of "What If" statements to stimulate thought and create 

narratives, setting up the scenario space for the development 

of fictional scenarios. These "What If" statements serve as a 

foundation for exploring ideas and finalizing the concept for 

the design scenarios. The final scenarios depict a futuristic, 

fictional world that incorporates hypothesized technology and 

characters, designed to be both provocative and believable. 

 

4) Delivering Design Scenarios to Stakeholders  

Combining tools from Speculative Critical Design (SCD) and 

Value Sensitive Design (VSD), the developed narratives 

materialized into scenarios visuals presented to direct 

stakeholders. Stakeholders are invited to participate in semi-

structured focus groups where these scenarios are showcased 

to provoke discussion. This setup aims to elicit useful insights 

and surface values relevant to the research. The focus groups 

are structured to encourage participants to freely share their 

thoughts, facilitating a deeper understanding of their 

underlying values. 

5) Eliciting Stakeholder Values 

Finally, the two approaches collectively facilitate value 

elicitation through participant discussions. Insights from these 

discussions are extrapolated and subjected to thematic 

analysis (Delahunt, 2017). This process aids in reflecting upon 

initially identified values and gaining a context specific 

understanding of values at stake (Umbrello & Van De Poel, 

2021). It also elicits new stakeholder values within the context 

of the research and the scenarios presented, guiding the 

project toward its end goal of forming design implications. 

6) Generating Implications for Design 

To generate design implications, value hierarchy is used as a 

tool (Van de Poel, 2013). The identified and elicited contextual 

values are translated in design norms to guide a responsible 

design of future AI technologies (Umbrello & Van De Poel, 

2021). 
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4.4 Key Takeaways 

This chapter explores SCD and VSD as research approaches to: 

1. Establish a connection between the theoretical research 

and contextual insights previously gathered and the 

forthcoming design phase. 

2. Establish a connection of the previously identified 

responsible AI values to the forthcoming design phase. 

3. Guide the development of design scenarios by 

incorporating insights from the two aforementioned 

points. 

4. Provide a starting point for the design phase 

5. Guide the design scenarios to be futuristic and speculative 

yet realistic and grounded to current trends. 

6. Guide the development of the scenarios in a way that 

provokes critical thinking and discussion among young 

adults. 

7. Guide the thematic analysis of the data gathered through 

scenario discussions to gain full awareness of what is at 

stake, gain a context specific understanding of the 

identified values and elicit new contextual values 

8. Guide the formation of design norms from the context 

specific values, using values hierarchy, in order to generate 

design implications to guide future designers with a 

responsible design of AI virtual assistant fostered 

interpersonal social connectivity. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 







DESIGN SCENARIOS5.
This chapter builds upon the insights gained through the previous chapters to 

develop and deliver design scenarios. The design scenarios are intended to 

provoke discussions among young adults about the technology within the given 

context, allowing them to articulate their values by expressing their thoughts. 

Using the methodology outlined for this research in Chapter 4, the design 

scenarios are developed as guided by the framework presented in Chapter 3. 

According to the contextual insights in the framework regarding the identified 

values, AI virtual assistant trends and their social effects, this chapter explains 

how the scenarios were designed, developed, finalized, delivered and discussed. 

The chapter contains the following sections:




5.1 Scenario Development


5.1.1 Setting the Scene


5.1.2 Generating “What Ifs”


5.1.3 Finalizing the Scenario


5.1.4 Materializing the Scenarios


5.2 Scenario Delivery


5.2.1 Focus Group Setup 


5.2.2 Focus Group Proceedings









61 
 

5.1 Scenario 

Development 
The scenarios were developed by first establishing key 

parameters to ensure their effectiveness, including the time 

period in which the scenarios are set, the ethical tone to be 

conveyed, the desired level of detail, the everyday nature 

(mundanity) of the scenarios, and the identities of the 

protagonists. By defining these elements in alignment with the 

framework presented in Chapter 4, several "what if" 

statements were generated to guide the creation of the 

scenarios. These statements served as the foundation for 

developing a narrative around a fictional technology featured 

in the scenarios. Once the narrative was finalized, the 

scenarios were translated into visual representations. These 

visual scenarios were then presented to stakeholders in a semi-

structured focus group. The scenario development process is 

outlined in detail in the following sections. 

 

5.1.1  Setting the Scene 
 

1) Timescale: 

The timescale for the scenarios was set to 5-10 years from the 

present, approximately between 2030 and 2035. This 

relatively near-future setting was chosen to envision the 

evolution of current technological trends and speculate on 

their development over the coming years. By situating the 

scenarios closer to the present, the aim was to make them 

more comprehensible, believable, and relatable for the 

participants, thereby enhancing their realism and engagement. 

2) Ethical Tone: 

The ethical tone of the scenarios was intentionally set to be 

ambiguous. This approach was selected to foster open 

discussion and allow participants the freedom to express their 

views without being influenced by predefined narratives. By 

avoiding explicit framing as utopian, dystopian, or neutral, the 

ambiguous tone encourages participants to interpret the 

scenarios from their own perspectives, thereby promoting a 

more diverse range of insights and reflections. 

3) Level of Detail: 

Similarly, the level of detail was carefully crafted to offer a 

broad and general understanding of a fictional technology and 

its associated functionalities. This approach was intended to 

allow participants to imagine themselves interacting with the 

technology in various contexts and for a range of purposes. 

Rather than exploring the technical intricacies in depth, the 

emphasis was placed on communicating the technology's 

capabilities and potential applications. 

4) Level of Mundanity: 

The scenarios were designed to illustrate new technological 

possibilities in the future while capturing the unique aspects of 

the fictional world. These scenarios aimed to be idiosyncratic 

yet firmly rooted in everyday life and routine activities, 

emphasizing the extraordinary within the context of ordinary 

existence. 
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5) Protagonist: 

The protagonists in the scenarios were crafted to be a blend of 

the participants themselves and fictional characters. This dual 

approach was chosen to encourage participants to engage with 

the scenarios from both their own perspective and the 

viewpoint of the characters, thereby deepening their reflection 

and involvement. 

 

5.1.2 Generating “What Ifs” 

Based on prior research and the “grounding material”, several 

"what if" statements were crafted to initiate the formation of 

narratives. The framework outlined in Chapter 4 guided the 

development of "what if" statements by: first, integrating 

current AI trends in features and functionalities; second, 

identifying the potential social effects of these advancements; 

and third, highlighting the relevant values at stake. These 

insights from the framework were paired with imaginative and 

creative thinking and several “what if” statements were 

generated accordingly. Thus, each statement extended beyond 

current AI trends to explore potential future developments, 

raising relevant concerns about their impact on values and 

social connections as outlined in the framework.  

Designed to trigger thought and provide direction, these 

statements were kept simple and structured as open-ended 

prompts. Some examples include: 

 

 

• What if you no longer have to worry about making new 

friends because your personal AI virtual assistant can 

do it for you? 

• What if all communication occurs only through 

personal AI virtual assistants? 

• What if your personal AI virtual assistant can keep you 

connected with your loved ones by sharing your live 

updates with them throughout the day? 

• What if your personal AI virtual assistant can represent 

you digitally and maintain your social connections? 

• What if your AI virtual assistant is a digital version of 

yourself and assists you in maintaining your 

connections for you?  

• What if your AI virtual assistant is a digital version of 

yourself, responsible for maintaining your connections 

with friends and family, and over time, these 

individuals develop a stronger attachment to the digital 

version than to the real you? 

• What if, during a conflict with a friend, you can let your 

AI virtual assistant take over and resolve the situation 

for you? 
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Fig. 11 Generating “what if” statements 

These "what if" statements served as catalysts for generating 

ideas and guiding further development. Through careful 

thought and analysis, they were subsequently refined and 

filtered to better align with the research objectives. The refined 

and shortlisted statements are as follows: 

• What if AI virtual assistants were highly personalized, 

capable of mediating conflicts on your behalf, and 

managing difficult, awkward, or uncomfortable 

conversations with your friends or family? 

• What if AI virtual assistants could provide highly 

personalized support by learning from your 

communication style and automating the management 

of your friendships, ensuring that you remain 

constantly connected with your friends? 

Ultimately, the final what if statement selected to proceed with 

was “What if AI virtual assistants could provide highly 

personalized support by learning from your communication 

style and automating the management of your friendships, 

ensuring that you remain constantly connected with your 

friends?” 

 

Fig. 11 Finalizing “what if” statement according to the AI trends defined in 

the framework 

The framework guided the selection of this statement by:  

1. Providing a comprehensive list of current AI trends in 

virtual assistants, facilitating imaginative and creative 

thinking about their potential future developments and 

the features and functions they might offer (figure 10). 

2. Identifying responsible AI values at stake which 

facilitated reflection on how future developments in AI 
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virtual assistants might impact these values within the 

given context. 

3. Highlighting the relevant social effects on interpersonal 

connectivity, facilitating the imagination of scenarios in 

which these effects could emerge 

The final "what if" statement played a crucial role in refining 
the concept of fictional technology, guiding the development of 
detailed textual narratives that culminated in the final 
scenarios. Imagination around highly personalized virtual 
assistants of the future was inspired by current trends in AI 
virtual assistants, particularly the concept of digital assistants 
evolving to become digital versions of their users. This idea 
was further influenced by Meta AI's character-based virtual 
assistants, which mimic the facial identities, personalities, 
expressions, and communication styles of real people, such as 
celebrities. This sparked the notion that future virtual 
assistants could be developed for individual users, mimicking 
their facial identities, digitally representing them by learning 
from their behaviors and communication styles, adopting 
elements of their personality and preferences, and assisting 
with various tasks while fostering social connections with their 
friends.  

 
Building on this concept of a fictional "Digital Twin Assistant" 
technology (fig. 12), several narratives were constructed (fig. 
13), eventually leading to the selection of final narratives that 
explain the technology and its contexts of use. The following 
sections provide a detailed exploration of these finalized 
scenarios. 
 

 
Fig. 12. Brainstorming ideas on the development of a fictional “Digital Twin 
Assistant” technology 
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Fig. 13 Exploring textual narratives based on the “Digital Twin Assistant” 

technology 

 

5.1.3 Finalizing the Scenario 

The final scenarios developed introduce a fictional personal AI 

virtual assistant called the "Digital Twin Assistant (DTA)" and 

illustrate its role in fostering interpersonal connections, such 

as friendships. The three finalized narratives, titled “DTA 2.0,” 

“The Birthday Wish,” and “The Hiking Trip,” first aid in 

explaining how the DTA functions and then provide two 

specific examples of its use. These three scenarios are 

described in detail below. 

1) DTA 2.0 by Connect 

This scenario was developed to introduce the Digital Twin 

Assistant (DTA) technology, developed by a fictional company 

called “Connect”, highlighting its various characteristics, 

functions, and capabilities. The scenario is narrated as follows: 

“Years ago, when we launched our very first collection of 

character-based AI virtual assistants, it sparked a revolution. 

In recent years, with the groundbreaking release of our 

Digital Twin Assistant (DTA) technology, we have come a 

long way in transforming the presence of AI virtual 

assistants in people’s lives. The DTA was not just a digital 

version of you but also the most intelligent, efficient, and 

personalized digital assistant. 

With the launch of update 2.1, the Digital Twin Assistant now 

manages your social connectivity like never before. It 

represents you across social platforms and handles your 

connections optimally, helping you maintain existing 

relationships and forge new connections. Given access, the 

Digital Twin Assistant can learn from your data, such as 

phone calls, messages, photo gallery, social media 

engagement, and browsing history. Additionally, it analyzes 

your expressions, behaviors, and engagement methods in real 

time to understand your socializing and engagement styles. 

By accessing more personal data, the DTA trains more 

effectively, offering highly personalized assistance. 

It can now connect with your friends, understand your 

personality traits, preferences, interests, and hobbies, and 

assist you accordingly. Whether it's joining a video call with 

friends on your behalf, replying to your messages, planning 

your trip to the mountains, teaching your fried chicken recipe 

to your friends or finding the right words to offer 

condolences, your DTA has got you covered. 
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With such advanced personalization, the DTA ensures all 

your social connections are well-maintained and nurtured. 

We're thrilled to share these advancements with you today 

and can't wait for you to experience the new capabilities of 

the Digital Twin Assistant. 

Install the update now and connect like never before!” 

This scenario narration integrates key values identified from 

the framework (Chapter 4), including accessibility, the use 

and management of personal data, and human-like abilities 

such as decision-making, taking actions, and expressing 

emotions and sentiments. It also addresses relevant concerns 

related to transparency and considers the broader social effects 

of these capabilities. 

2) The Birthday Wish 

This scenario explores how the Digital Twin Assistant (DTA), 

introduced in the narrative above, can help people maintain 

connections with their long-distance close friends. The 

scenario is narrated below: 

“Anna met Lisa when she was still in school, and from that 

moment, Lisa became one of her closest friends. As they grew 

older, life took them on different paths. Anna moved to 

another city for graduate studies, and later, Lisa moved 

abroad for a new job. 

Despite the physical distance, busy schedules, and time 

differences, they both made an effort to stay connected. 

As their lives grew more hectic, Anna started using her 

Digital Twin Assistant (DTA) to help maintain their 

connection. 

Anna gave her DTA access to their chats, calls, photos, videos, 

and social media interactions. With this information, the DTA 

learned about their deep bond and automatically generated a 

personalized, heartfelt birthday wish for Lisa every year. 

Anna can review and approve the birthday wish before the 

DTA sends it on her behalf, ensuring Lisa feels loved and 

remembered on her special day.” 

This scenario encompasses essential aspects of interpersonal 

connections, such as emotional expression and trust, and 

examines how the DTA could be employed to sustain 

friendships. It also addresses critical concerns related to 

transparency, the DTA's autonomy and decision-making, 

human control and involvement, and the broader impact of 

such technology on interpersonal relationships and society. 

3) The Hiking Trip 

This scenario examines how the Digital Twin Assistant (DTA) 

could facilitate digital communication, such as participating in 

a video call on behalf of the user and interacting with others 

accordingly. The narrative depicts a group of friends 

attempting to plan a trip during a video call, with both actual 

humans and the DTAs of the absent participants. The scenario 

is narrated below: 

“Two weeks ago, Zayn, Sabrina, Moira, and Fin scheduled a 

group call to plan their long-anticipated hiking trip to the 

mountains. At the last minute, personal and work 

emergencies prevented Zayn and Fin from joining, so they 



67 
 

had their Digital Twin Assistants (DTAs) take their place in 

the group call. 

As the call began, the usual chit-chat quickly shifted to trip 

planning. Everyone shared their thoughts on which trail they 

preferred. Zayn's and Fin's DTAs represented their thoughts, 

ideas, and opinions to their best abilities. 

Zayn’s DTA constantly disagreed with the others about 

choosing the easier trail, as Zayn enjoys steeper and more 

challenging hikes. Moira reminded the group that Zayn had 

mentioned wanting a more relaxed hike this year, though 

Zayn’s DTA insisted on his usual preference for intense trails. 

Meanwhile, Fin’s DTA advocated for the riverside trail, 

appreciating its scenic beauty. Sabrina and Moira also voiced 

their preferences and disagreements, contributing to a lively 

discussion. 

Despite differing opinions, the group managed to agree on 

certain points. For the remaining decisions, Sabrina and 

Moira agreed to wait for Zayn and Fin to get back to them 

after receiving the call summary from their respective DTAs.” 

This scenario integrates critical elements, including a dynamic 

setting where humans interact with another individual's DTA. 

The DTA facilitates users by digitally representing them in the 

interaction and later updating them on the proceedings. It also 

embodies and communicates the user's thoughts and ideas to 

others. This scenario further addresses concerns related to 

human autonomy, control, and oversight of the DTA's actions, 

the implications of the DTA recording the conversation, and 

issues of personal data privacy and transparency, particularly 

regarding the awareness of human participants that they are 

engaging with a DTA.  

 

5.1.4 Materializing the Scenarios 

Once finalized, the scenarios were brought to life. The details 

of their materialization are shared below: 

1) DTA 2.0 by Connect 

The DTA concept was translated into a video. This video 

represents the DTA being showcased to the general public 

through a fictional company’s launch event. The name of the 

company is "Connect," which features the tagline "like never 

before."  

To create this video, firstly, a script was prepared in textual 

form and then converted to audio using ElevenLabs speech 

synthesis tool. Once the speech was generated, the audio file 

was uploaded to Canva video tool. The visuals used in the form 

of images and video clips were gathered from an online tool 

called Pexels. Some clips were also taken from Meta AI’s video 

of character based virtual assistants: https://about.fb.com/wp-

content/uploads/2023/09/Social-Profiles-for-AI_Header-

1.mp4?_=1. These clips were compiled, along with the speech 

audio file, to create the final video called “DTA 2.0 by 

Connect”. The final video can be viewed here:  

 

https://www.youtube.com/watch?v=XSajuf35-24 

 

https://elevenlabs.io/
https://www.canva.com/
https://www.pexels.com/
https://about.fb.com/wp-content/uploads/2023/09/Social-Profiles-for-AI_Header-1.mp4?_=1
https://about.fb.com/wp-content/uploads/2023/09/Social-Profiles-for-AI_Header-1.mp4?_=1
https://about.fb.com/wp-content/uploads/2023/09/Social-Profiles-for-AI_Header-1.mp4?_=1
https://www.youtube.com/watch?v=XSajuf35-24
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2) The Birthday Wish 

This scenario was materialized by creating visuals of a DTA 

generated birthday wish, accompanied by a short story 

explaining the context. The visual showcases a digital screen 

presenting a slideshow of memorable photos alongside a 

personalized birthday wish generated by the DTA. The 

birthday wish, imbued with a sentimental touch, expresses 

love, reflects on core memories and experiences, and extends 

best wishes. The aesthetic of the generated birthday wish 

mirrors the personal aesthetic preferences of the two friends, 

Anna and Lisa. While the wish concludes with the greeting 

“Lots of Love, Anna,” a “DTA Generated” watermark is visible 

at the bottom right corner, indicating that the birthday wish 

was generated by Anna’s DTA for Lisa. The visual was 

compiled on Figma, using visuals from Pexel. The text for the 

birthday wish was generated using Chat GPT 4. The final visual 

for “The Birthday Wish” scenario can be viewed on the 

following page in figure 14. 
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Fig. 14 Visual created for the “The Birthday Wish” scenario 
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3) The Hiking Trip 

This scenario is represented through a visual showcasing a 

digital screen with an ongoing video call. The call displays four 

small windows, each featuring one of the four friends. Moira 

and Sabrina appear as real people, while Zayn and Fin are 

depicted as AI-generated images with plain backgrounds, 

indicating that their DTAs mimic their facial identities when 

representing them. Each window is labeled with the 

participant's name, such as "Moira," and for the DTAs, the 

label includes "DTA," for example, "Zayn’s DTA." The DTAs 

are shown with expressions, smiling alongside Moira and 

Sabrina. The visual of the digital screen presenting this video 

call setting is accompanied by a short story explaining the 

context of the scenario. The visual was compiled on Figma and 

the AI image generation was done through Playground AI. The 

final visual for “The Hiking Trip” scenario can be viewed on 

the following page in figure 15. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://playground.com/
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Fig. 15 Visual created for the “The Hiking Trip” scenario  
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5.2 Scenario Delivery 

Once the scenarios were developed, they were presented and 

discussed with participants in semi-structured focus groups. 

The process of delivering these scenarios to the participants 

and facilitating focus group discussions is explained below. 

Participant Recruitment 

To recruit participants for this research, a recruitment poster 

and a Google Form were utilized. The poster provided a brief 

overview of the project, while the Google Form collected 

information on participants' age, academic background, 

availability for participation, and their general awareness of AI 

technology trends. These materials were subsequently shared 

in personal and professional group chats consisting of young 

adults, as defined in Chapter 1 of this research. Through this 

process, a total of 14 participants were recruited. The 

participants, aged between 22 and 29, represented a mix of 

genders and came from both design and non-design 

backgrounds, with a diverse range of familiarity with current 

AI trends. In total, three focus groups were conducted, with 

each focus group 1.5 hours long.  

5.2.1 Focus Group Setup  

The focus group setup, in which the researcher took the role of 

facilitator, began with participants reviewing an informed 

consent form (Appendix B) and a detailed focus group 

schedule (Appendix C). Each participant was provided with a 

workbook containing seven distinct worksheets designed to 

guide the discussion. The worksheet titles were informed by 

Value Sensitive Design (Appendix D), emphasizing key aspects 

necessary for understanding and eliciting participant values. 

Additionally, insights from the framework (Chapter 3), such as 

the effects on interpersonal social connectivity, were 

incorporated. These titles structured the discussion to align 

with the research objectives while allowing participants the 

freedom to openly express their thoughts. The discussions 

facilitated by these titles were instrumental in uncovering 

participant values in relation to the presented context. 

The actual worksheets presented to the participants can be 

found in the (Appendix D). The worksheet titles are listed 

below: 

Worksheet 1: Initial thoughts 

Worksheet 2: This makes me feel 

Worksheet 3: I like 

Worksheet 4: I dislike 

Worksheet 5: I fear/worry 

Worksheet 6: I dream 

Worksheet 7: Overall impact - Relationships with others, 

Communication and social interactions, Life choices, Social 

skills and behaviors, Physical and mental wellbeing, Overall 

society 
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5.2.2 Focus Group Proceedings 

Following a brief introduction and background of the research 

project, participants viewed the "DTA 2.0 by Connect" video 

on a screen. After watching the video, they were asked to 

record their initial thoughts on Worksheet 1. This activity 

served as a brain-dump exercise, which was followed by a 

group discussion. The discussion provided a platform for 

participants to openly share their thoughts and immediate 

reactions to the video. 

Then the participants were shown "The Birthday Wish" 

scenario on the screen. After a few moments of immersion in 

the scenario, where the participants considered themselves 

interchangeably as both the characters in the scenario, they 

were asked to complete Worksheets 2-6. Worksheet 2 provided 

participants with an opportunity to express their feelings about 

the scenario. Meanwhile, Worksheets 3, 4, and 5 facilitated 

their articulation of aspects they liked, disliked, and feared or 

worried about. This exercise was followed by a group 

discussion where participants openly shared their ideas and 

thoughts. The same process was repeated for the final 

scenario, "The Hiking Trip." 

The session facilitated free and open expression, encouraging a 

natural flow of conversation with the aid of worksheets and 

semi-structured questions. The activity concluded with 

participants completing the final worksheet, Worksheet 7, 

where they shared their overall views on all three scenarios 

combined. This worksheet incorporated sub-titles such 

Relationships with others, Communication and social 

interactions, Life choices, Social skills and behaviors, Physical 

and mental wellbeing, and Overall society. After noting down 

their answers on the worksheets, participants engaged in 

discussion for the final time to express their thoughts and 

conclude the session. 

The session was recorded using a recording device and some 

pictures were clicked using a camera. All the materials 

including worksheet and focus group schedule print outs, 

required stationery and snacks were provided to the 

participants. The focus group set-up is shown in figures 16 and 

17, while figures 18 represents how participants engaged with 

the scenarios presented during the focus groups.  

 

Fig. 16 Focus group set-up 
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Fig. 17 Focus group set-up 

 

 

Fig. 18 Participants engaging with the presented scenarios 

 

 

 

 





SCENARIO FINDINGS6.
The scenario-based discussions within the focus groups generated a substantial 

amount of qualitative data and provided numerous valuable insights for this 

research. This chapter details the process undertaken to synthesize and organize 

the data to surface participants’ values. Through data analysis, its 

categorization into value themes, and the identification of contextual values 

crucial to this project, the chapter ultimately presents a set of values specific to 

the research context of AI virtual assistants fostering interpersonal connectivity. 

The contents of this chapter are as follows:





6.1 Data Analysis


6.2 Data Categorization
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The data collection through the scenario-based focus groups 

resulted in 400 pages of transcripts, 140 completed 

worksheets, and 4.5 hours of audio recordings. This extensive 

dataset was first synthesized and analyzed based on the 

primary themes of discussion, as guided by the worksheets. 

The analyzed data was subsequently categorized into value 

themes as guided by thematic analysis principles (Delahunt, 

2017) and Value Sensitive Design (Sections 2.2.2 and 2.3). 

These themes served as the basis for validating and elaborating 

on previously identified values, as well as for eliciting new 

contextual values. The process of value validation, elaboration, 

and elicitation, and its significance to this research, is detailed 

in the following sections and represented in figure 19. 

 

 

Fig. 19 Process of value validation, elaboration, and elicitation 

 

6.1 Data Analysis 

The scenario-based discussions within the focus groups 

yielded a substantial amount of qualitative data and provided 

numerous valuable insights for this research. The data 

collected from participants' worksheet responses and verbal 

discussions was systematically organized and analyzed in the 

following sequence: 

1. The analysis of the data collected from the first video 

scenario, as recorded in Worksheet 1: Initial Thoughts, 

revealed insights across multiple themes. Following the 

principles of thematic analysis, the data was examined 

to identify recurring themes, which included: 

autonomy, control and decision-making, lack of trust in 

the DTA, context of use, lack of genuine connection, 

and access to personal data. These themes reflected 

participants' immediate thoughts and impressions 

upon viewing the video. 

2. The analysis of the data collected from the remaining 

two scenarios was conducted in alignment with the 

titles of Worksheets 2-6. 

3. The analysis of the data on the overall impact of the 

three presented scenarios was organized according to 

the sub-titles of Worksheet 7. 

The analysis is reported as follows. 

1) DTA by Connect Video 
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Worksheet 1: Initial Thoughts  

The video elicited mixed emotions of excitement and fear. 

Participants’ initial reactions included both enthusiasm for the 

technology’s potential uses and significant ethical concerns, 

emotions, and criticism regarding its implications. While some 

participants were excited about the new opportunities and 

forms of assistance the technology could provide—comparing 

it to science fiction or fictional assistants like Iron Man’s 

J.A.R.V.I.S. and describing it as "interesting and very 

useful"—the majority expressed apprehension, using terms 

such as "scary," "horror," "creepy," and "unsettling" to 

describe their feelings. The initial excitement was clearly 

overshadowed by deeper concerns about the ethical 

consequences, leading to substantial criticism, as noted by one 

participant:  

“It seems like something superficially amazing and super cool 

but very scary underneath.” 

These mixed feelings of excitement and fear were often linked 

to underlying concerns about the functionality of the DTA. To 

better understand these reactions, they were categorized 

according to the recurring themes of discussion as follows: 

1. Autonomy, Control and Decision Making 

Participants conveyed a strong desire to maintain control, 

often using phrases such as being in the "driving seat" rather 

than the "back seat." They found the prospect of the DTA 

autonomously making decisions based on its interpretation of 

their preferences to be unsettling, describing the potential loss 

of autonomy and control as "scary." This concern was further 

highlighted as participants questioned their role, the purpose 

of their existence, and whether they would ever be able to 

regain control and autonomy, as expressed in their statements: 

“If this has to happen, then what is the purpose of 

our being? What am I going to do?” 

“It would be okay if it is taking some decisions and 

asking for approval in the end because then I will be 

making the end decision.” 

“I feel that I take the back seat in this new era of 

technology. Do I really have autonomy once I give it 

access? Will I be able to get that control back?” 

Participants emphasized the importance of maintaining 

control and autonomy, asserting that decisions made by the 

DTA should not be entirely autonomous, but rather subject to 

their oversight and approval. 

2. Lack of Trust on the DTA 

Participants conveyed significant difficulty and reluctance in 

trusting the DTA to accurately represent their emotions and 

decision-making processes. They expressed concerns that the 

DTA might not possess a sufficient understanding of their 

personal characteristics, leading to fears that it could fail to act 

in accordance with their true preferences and intentions. This 

was explained by a participant as:  

“It seems like another version of me just pretending 

to be me. In real life, it’s not really me, it may not 

know me well enough and maybe the decisions it 

makes are not the ones I would make.” 
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Participants further articulated that, particularly in the context 

of emotional conversations, actions, or decisions, they would 

not trust DTA’s ability to respond appropriately. As one 

participant noted: 

“I wouldn't trust it to encapsulate my emotions, like, 

emotions are driven by time. So, it wouldn't know 

what emotions I'm feeling at the moment.” 

Consequently, participants indicated that while they might be 

comfortable allowing the DTA to facilitate certain social 

connections, they would not trust it with managing personal, 

heartfelt relationships. 

3. Context of Use 

Participants deviated from the context of use explained to 

them initially to express a preference for using the DTA to 

manage non-emotional tasks that they do not enjoy personally. 

They identified a range of mundane tasks—such as setting 

alarms, drafting and responding to emails, handling 

professional and formal connections, sending short messages, 

or managing reminders—that they would prefer the DTA to 

handle according to their individual preferences and personal 

choices. In that context, a participant expressed: 

“It is quite exciting actually. I can just say okay, 

handle these three conversations ‘diplomatically’ or 

write a reply to them. This way, I will have more 

time to do the other stuff that I like. I really don't 

have to focus on drafting the perfect e-mail or things 

like that, I can just give my DTA instructions, and it 

can do it for me.” 

Another participant expressed enthusiasm for the DTA’s 

personalized functionality, highlighting its ability to learn from 

individual responses and actions. They noted that this 

capability could make the DTA a highly valuable tool. As one of 

them stated: 

“It is going to have an insight of my personality so it 

kind of knows me. I have a personality of my own 

and there are things that I would like it to train on. 

Like…do not ever say those words or use these kinds 

of phrases because that represents me a bit more and 

having that consistency across all channels…that is 

very exciting. If that can be achieved, I will definitely 

be a customer.”  

Hence, in evaluating the features and functionality of the DTA, 

participants articulated their concerns and fears, while also 

highlighting specific contexts of use that elicited excitement. 

4. Lack of Genuine Connection 

Participants indicated that while the DTA facilitates social 

connectivity, they perceive this connectivity as “pseudo” or 

"fake." Participants noted that despite the DTA's ability to 

learn and be personalized, it cannot replicate the genuine 

connection that humans achieve. They expressed concerns that 

this artificial connection could lead to trust issues, affecting 

their ability to trust both others and their DTAs. As expressed 

by a participant: 

 

“On a platform where I am looking for a real 

connection, I wouldn't use it…or to write personal 

heartfelt messages to others.” 
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Participants highlighted a clear boundary between genuine 

and artificial interactions, particularly in emotionally sensitive 

and intimate contexts. They expressed concerns about the 

appropriateness of using a DTA to handle tasks such as writing 

condolences to loved ones. Participants feared that such 

interactions would be perceived as disrespectful and would not 

be well received if friends or family knew that the responses 

were generated by a DTA.  

5. Access to Personal Data 

Participants voiced concerns that achieving a high level of 

personalization, where the DTA could accurately represent 

them across digital platforms, would require them to disclose 

extensive personal information. Additionally, participants 

questioned the extent of knowledge the DTA would acquire 

once granted access to various aspects of their lives. This 

unease was met by broader concerns about current 

technological practices, where users frequently encounter 

requests for personal data access from various platforms, often 

without a clear understanding of what they are consenting to 

or the implications of such access. As expressed by a 

participant: 

 

“We're getting to the point where automation is 

taking over. I feel like even at this point, we get such 

a bombardment of approvals of things like 

cookies…simple things. At some point you might say 

okay yes whatever and then after three months, you 

realize you said yes to something horrible.” 

The concerns regarding how the DTA trains and operates on 

personal data also prompted the participants to reflect on the 

practices of current social media platforms, which similarly 

have access to extensive personal data that users often do not 

fully understand or are unaware of. 

 

2) The Birthday Wish  

 Like the "DTA by Connect" video, this scenario elicited strong 

reactions from participants and provoked a range of thoughts 

and reflections. The analysis is categorized according to the 

Worksheet titles as follows: 

Worksheet 2: This makes me feel 

Participants expressed mixed emotions as they expressed their 

feelings about the scenario. They also expressed curiosity 

about how the scenario might unfold further and questioned 

whether the birthday wish was the extent of the 

communication or if it served as a conversation starter 

between the two characters. Both these situations made them 

feel different about the scenario. As expressed by a participant: 

“If this is like only a conversation starter kind of a 

thing, I would be okay with it but then…if this is the 

only communication, then if I were Lisa, I would feel 

offended.” 

While the participants acknowledged the ease, efficiency, and 

convenience the DTA provided for Anna, they strongly 

emphasized being in Lisa's position, if this was the only 

communication from Anna’s side, would make them feel "sad," 

"frustrated," "disappointed," “indifferent,” "uncomfortable," 

and "offended." They further noted that the sentimental value 



81 
 

of the birthday wish is diminished because it is generated by 

the DTA rather than being personally crafted by Anna. They 

compared it to the value of a handwritten note, emphasizing 

that they would prefer receiving a simple "Happy Birthday" 

text message instead, as it feels more like coming directly from 

their friend rather than a heartfelt message from a digital 

assistant. They expressed that as Lisa, they would feel less 

valued and cherished as it seems like very little effort from 

Anna’s side. They emphasized the importance of Anna's 

involvement in crafting the birthday wish, noting that even 

minimal effort, such as providing prompts to the DTA or 

asking for suggestions, adds meaningful value to the message. 

Despite the assistance from the DTA, this personal input was 

seen as crucial in maintaining the authenticity of the gesture. 

As expressed by a participant: 

“As Anna, I would be okay if I am involved in the 

process, like using ChatGPT, I can get support from 

my DTA. It is like buying a Christmas card from the 

store with a nice message on it, but then also adding 

a personal touch by writing something yourself.” 

“If I’m investing my time into expressing my 

emotions and taking the DTA’s help just like using a 

thesaurus, that is better than being completely AI 

generated, but not the same as crafting the whole 

thing myself.” 

While participants felt more “at ease” with the idea of Anna 

being involved in crafting the birthday wish, they remained 

skeptical about the presence of a watermark. As Anna, they 

expressed a desire to remove the watermark; however, as Lisa, 

they would like to know if the wish was DTA generated, rather 

than being “fooled”. However, participants agreed that 

messages which are less intimate and more generic would 

likely be viewed more favorably, even if they were DTA-

generated or marked with a watermark. This discussion 

prompted participants to consider whether they would still feel 

as comfortable using ChatGPT if it also came with a 

watermark. 

Additionally, participants expressed feelings of "discomfort" 

concerning the extent of personal data the DTA must access to 

generate something so personal and intimate. This concern 

extended to all stakeholders involved, as it was noted that 

when Anna grants her DTA access to her personal data, it 

inadvertently gains access to Lisa's data as well, without Lisa's 

consent. The idea of the DTA having access to such personal 

information left participants feeling "scared." This concern 

also prompted participants to reflect on current social media 

practices, particularly the extensive access that existing 

platforms already have to personal data, such as photo 

galleries and live locations of not just them but also of others 

through them. 

Worksheet 3: I like 

Participants acknowledged that AI possesses superior memory 

capabilities compared to humans. In this context, they 

appreciated the potential of their DTA to function as a digital 

memory book, capable of maintaining records of significant 

interactions with close friends that they might otherwise 

forget. A participant stated: 

“As a human it's very hard to remember everything 

that has happened, or you've experienced with 
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someone so at least the DTA would know that you did 

this together like or something like that and can give 

you suggestions. So, for a birthday, the DTA sends 

you memories or pictures which you can look at.” 

Participants expressed their appreciation for the visual 

produced by the DTA, noting the aesthetic appeal and overall 

attractiveness. They also liked aspects of the DTA's 

personalization features, noting that it enhances ease of use by 

adapting to their unique style of expression. They appreciated 

how the DTA not only tailors its communication to align with 

individual preferences but also generates personalized visuals 

and sweet messages. 

Finally, participants appreciated how the DTA enhances 

efficiency and facilitates connections by serving as a valuable 

conversation starter. For instance, it helps rekindle 

communication with friends, such as through sending birthday 

wishes, thereby encouraging engagement and maintaining 

connections. 

Worksheet 4: I dislike 

Participants generally disliked the fact that the birthday wish 

was generated by AI rather than a human. According to them, 

that dehumanizes the connection. They felt that the connection 

felt less genuine and valued compared to a message crafted 

entirely by a human. They articulated these sentiments by 

stating: 

“It would feel as if someone else is putting the words 

in my mouth or my boyfriend’s assistant is buying 

me a present instead of him. The effort put in holds 

great value for me.” 

Participants also expressed concern that the use of AI-

generated messages could lead to stressful and awkward 

situations, particularly for recipients who might feel 

undervalued. They argued that such interactions could foster 

emotional disconnection rather than genuine connection, 

undermining the value of authentic human engagement. They 

emphasized the importance of making an effort for those they 

care about, suggesting that a simple, personalized message 

written by a human holds more meaning. Participants 

indicated a preference for not engaging in what they perceived 

as “empty” connections through AI alone, advocating instead 

for people to also put in personal effort in maintaining 

connections with people they care about. 

Worksheet 5: I fear/worry 

A major concern expressed by participants was the issue of 

personal data and privacy, particularly regarding consent. 

Participants highlighted that granting a DTA access to 

personal data not only affects the data owner but also 

inadvertently exposes others' data stored with them, without 

their consent. For example, as recipients of a birthday wish, 

participants were troubled by the prospect of their personal 

data being shared by their friends' DTAs without their explicit 

permission. This raised significant apprehensions about the 

broader implications for privacy and data security. Similarly, 

participants expressed concerns about the DTA's ability to 

function effectively with limited data access. They questioned 

whether the DTA could still provide meaningful 

personalization if its access to personal data was restricted.  

Finally, a significant concern voiced was the potential 

normalization of using DTAs for social connectivity. 
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Participants perceived it as dangerous if such technology 

became mainstream, fearing that it could lead to shallow 

relationships and weaken the strength and authenticity of 

human connections, ultimately eroding essential human 

values. Participants worried that people might become reliant 

on DTAs, reducing personal effort and meaningful interaction 

in their relationships. They expressed concern that individuals 

could fall into a cycle of receiving DTA generated messages and 

responding with their own DTA, thereby diminishing genuine 

human connection. One participant explained this by saying: 

“I fear that people would normalize having 

conversations using their DTAs and soon only DTAs 

will be talking to each other.” 

Worksheet 6: I dream 

Participants expressed a strong desire for greater control over 

the DTA's functions. They emphasized the importance of being 

actively involved in decision-making. Specifically, when it 

comes to interpersonal connections and associated ethical 

concerns, participants preferred that the DTA send reminders 

or notifications of upcoming birthdays instead of sending a 

pre-generated birthday wish. This approach would serve as a 

prompt to connect with someone they care about, encouraging 

more personal engagement. 

To support this idea, participants suggested that the DTA 

should offer various options for creating a birthday message, 

including showcasing pictures and memories from the past, 

effectively functioning as a memory bank. This would allow 

users to select meaningful memories themselves and 

incorporate them into personalized birthday messages. 

Participants felt that this method would make the DTA a 

valuable tool while ensuring they remain the primary decision-

makers and continue to put personal effort into their 

interactions, with one participant noting: 

“I would want the DTA to be a memory bank, my 

DTA can create reminders, like my DTA can remind 

me that Frank was going to leave for the US, did you 

check up on him? DTA stays more in the background, 

but I control the connectivity in the foreground.” 

Additionally, participants envisioned a DTA that could adapt 

its communication style to suit different relationships, offering 

options to generate text in various tones—such as humorous or 

sarcastic for one friend, and respectful or serious for another. 

Participants believed that this capability would enhance the 

DTA's ability to facilitate more personalized and authentic 

connections, tailoring interactions to better reflect on their 

relationships. 

Finally, participants envisioned the DTA as a tool that could 

alleviate the fatigue associated with coordinating social 

interactions, such as scheduling phone calls with friends across 

different continents and time zones. They highlighted the 

challenge of maintaining connections with long-distance 

friends. Participants expressed a desire for the DTA to assist in 

fostering real connections by encouraging and supporting 

actual human-human communication, rather than fully 

automating it. However, they noted that greater automation 

might be more acceptable in professional or non-intimate 

relationships. 
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3) The Hiking Trip 

This scenario also elicited strong reactions from participants 

and provoked a range of thoughts and reflections. The analysis 

is categorized according to the Worksheet titles as follows: 

Worksheet 2: This makes me feel 

The participants acknowledged that while it may be 

"convenient", “helpful” and "useful" for Zayn and Fin to send 

their DTAs to attend the call on their behalf, for the human 

participants, Moira and Sabrina, they expressed feelings of 

"sadness," "frustration," "annoyance," and "disappointment". 

Participants expressed concerns that their friends sending 

their DTAs instead of showing up themselves would make 

them feel "less appreciated," leading to the impression that 

maybe they were not genuinely interested in planning the trip. 

They further emphasized that engaging with a friend’s DTA 

during a call, especially in discussions or disagreements, would 

be frustrating and undesirable. Moreover, participants shared 

that if they were the only human in a group of DTAs, they 

would feel "scared." In such a situation, they would prefer to 

send their own DTA to the call and let the DTAs communicate 

instead. One participant explained this sentiment by stating: 

“If I was the actual human, I'd feel frustrated 

because I would know something my friend said that 

his DTA doesn’t know. So, I think it would be really 

tiring to go back and forth with the DTA. I really do 

not want to argue with the DTA. “ 

Participants also reported feeling "self-conscious" in the 

presence of DTAs that were recording the call and generating 

summaries. This raised concerns about the integrity of their 

personal data and privacy. One participant explained this 

concern by stating: 

“I’m not sure if I would speak freely, I would feel 

conscious, at the back of my mind I'd constantly 

have this thought that a DTA is present in the call, I 

would be concerned about my privacy.” 

Participants expressed feelings of "insecurity" and 

"uncertainty" about allowing their DTA to represent them, 

particularly due to their lack of control once the DTA joins the 

call. They were concerned about not knowing what their DTA 

might say to others during the conversation. One participant 

explained this by saying: 

“My DTA might just create confusion by saying 

something I personally might not say, making the 

discussion and planning more difficult for my 

friends.” 

Another participant added on by stating: 

“I'm not sure if the DTA can read the room and 

respond accordingly, the way humans react and 

respond to a conversation, so it may not agree to 

anything. If I am talking to a real person, they would 

be prone to getting convinced or the conversation 

might go differently.” 

Worksheet 3: I like 

The most common response noted was participants’ 

appreciation for the summary provided by the DTAs to the 

people absent in the call. They stated how it creates 
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convenience and ease for them if they are busy or unavailable, 

they can be filled in by their DTAs and do not miss any 

important updates or information. A participant expresses this 

by saying: 

“Instead of being absent, it is nice that someone can 

attend the call on my behalf.” 

Participants collectively agreed that, despite some 

disagreements, the call effectively advanced the trip planning 

process. They appreciated how the DTAs contributed to a more 

efficient and organized approach, particularly in handling the 

often time-consuming and hectic aspects of planning. 

Participants valued the DTA’s ability to share options, ideas, 

and suggestions tailored to their preferences, which can make 

the process of planning and organizing trips easier and less 

stressful. Additionally, they expressed how such assistance 

from the DTA allowed them to delegate certain digital 

interactions, freeing up time for other activities. A participant 

noted: 

“This will reduce the amount of time we spend 

digitally because those interactions can be more 

automated, and I will have more time to spend on 

physical interactions and activities.” 

Worksheet 4: I dislike 

Participants primarily disliked the fact that the involvement of 

DTAs in the conversation would disrupt the natural and 

flexible flow of communication, making it feel less organic. 

Participants further explained that DTAs lack the emotional 

sensitivity and ability to negotiate that are essential in human 

conversations. They expressed concern that DTAs might fail to 

consider others' perspectives, leading to repetitive and less 

meaningful interactions. A participant elaborated: 

 

“If I am having a conversation with you, it would 

happen very organically and easily. When you 

throw a DTA in the mix, that can mess up the whole 

flow. What if I suggest a very nice trail and you 

actually like it and change your mind?” 

Participants also emphasized that they would strongly prefer 

not to argue with a DTA, as this could lead to confusion and 

disrupt the natural flow of conversation. They expressed 

concerns about not feeling heard, particularly in situations 

where they possess information that the DTA lacks.  

Finally, when considering the possibility of being represented 

by their DTA, participants were uncomfortable with the idea of 

the DTA automating their decisions. They worried about the 

DTA expressing their thoughts or making choices on their 

behalf, especially if their preferences change over time. They 

preferred to maintain control over their decisions rather than 

having the DTA act on their behalf. 

Worksheet 5: I fear/worry 

Participants voiced concerns about the potential for long-term 

misuse of the DTA, suggesting that people might increasingly 

use it as an excuse to avoid attending meetings themselves. 

They feared this could have a detrimental effect on 

interpersonal relationships. A  participant stated: 

“People will start coming up with excuses to skip 

conversations and send their DTAs instead.” 
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Similarly, participants expressed concerns that their DTA 

might not accurately convey their thoughts and ideas to others. 

They also worried that conversations would lose their natural 

flow, as DTAs lack the soft skills and subtle understanding that 

humans possess, such as the ability to read the room and 

respond appropriately. Consequently, participants were 

hesitant to trust their DTA to engage in conversations on their 

behalf. 

Participants further voiced concerns about being the only 

human among multiple DTAs on a call, expressing a 

preference to avoid such situations altogether and instead 

allow their DTA to participate on their behalf. Additionally, 

they expressed apprehension about the DTA's access to 

personal data and its potential to collect and summarize 

information from calls. This access could limit personal 

expression and emotional depth, leading individuals to 

communicate more directly. 

Worksheet 6: I dream 

Participants expressed a strong preference for having the DTA 

assist in planning and organizing trips by coordinating 

schedules and preferences with their friends. They appreciated 

the idea of the DTA providing suggestions and generating 

several options and itineraries. However, they preferred that 

the DTA refrain from making final decisions. Instead, 

participants wanted the DTA to handle tasks such as finding 

optimal flight and accommodation options within their budget, 

thereby alleviating the time-consuming aspects of trip 

planning and allowing them to focus on enjoying their time 

with friends. Additionally, participants preferred a scenario 

where either all participants were humans or all were DTAs, 

avoiding a mix of both.  

Participants indicated a preference for the DTA to adopt a 

passive role during calls. They would like the DTA to be 

present in the call primarily to share general information such 

as their availability. Additionally, some participants suggested 

that before joining the call, they could provide their 

preferences to the DTA, which would then communicate these 

preferences to the other participants. Given that they did not 

attend the call, participants expressed that they would be 

comfortable with the decisions made by the group based on 

their conveyed preferences. A participant further explained 

this: 

 

“I would like it to be very natural, as if it was a real 

discussion. If I did not join, then one of my friends 

would update me on the discussion. I would not want 

my DTA to argue but just convey my preferences and 

let the humans make a decision.” 

 Finally, some participants expressed a preference for 

maintaining control over the DTAs present in a phone call. 

They indicated that having authority over the DTAs would 

facilitate smoother decision-making and ensure that they 

could effectively manage the interaction. A participant 

expressed: 

“I would like a Trump card which enables me to 

override my friend’s DTA, telling it that hey the 

human version of you agreed to do something else. 

This would make the discussion more efficient and 

effective.” 
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4) Collective Scenario Analysis 

Worksheet 7: Overall Impact 

After discussing their thoughts on the "DTA by Connect" video, 

as well as "The Hiking Trip" and "The Birthday Wish" 

scenarios, participants shared their overall perspectives on the 

potential impacts of this technology on interpersonal 

connectivity. The analysis is detailed below: 

1. Relationship with Others 

Participants expressed concerns that this technology could 

negatively impact their relationships with loved ones due to a 

perceived lack of authenticity in the interactions. They noted 

that the automation, decision-making, and proactive functions 

of the DTA could blur the lines between conversations 

conducted by DTAs and those held by actual people. This 

ambiguity, they feared, could lead to a lack of trust, emotional 

detachment, and a sense of distance from those who matter 

most to them. One participant elaborated on these concerns, 

stating: 

“I think it will make us weak in communication. It 

would cause emotional detachment and 

awkwardness when we meet in person. Eventually, it 

would just be people’s DTAs talking to each other.” 

One participant further expressed the opinion that the DTA is 

unlikely to enhance their relationships with others; instead, it 

could either maintain existing relationships or potentially 

harm them. 

Conversely, participants also recognized the potential positive 

impact of the DTA on their relationships. They noted that the 

DTA could facilitate connections by providing reminders, 

synchronizing schedules, and assisting with activity planning, 

thereby enabling people to spend quality time together without 

the associated logistical challenges. As long as the DTA's role 

remains supportive rather than controlling, participants felt it 

could help strengthen interpersonal bonds. 

2. Communication and Social Interactions 

Participants noted that if the DTA serves as a conversation 

starter or sends reminders to connect with friends, it could 

enhance social interactions with loved ones. They also 

suggested that the DTA could promote more in-person 

communication, such as by scheduling phone calls with distant 

friends. However, they expressed concerns that 

communication mediated by the DTA might lack trust and feel 

inauthentic. Ultimately, participants agreed that by delegating 

more digital interactions to the DTA, they would have more 

time to engage in meaningful, in person connections and 

activities they enjoy. 

3. Life Choices 

Regarding the impact on life choices, most participants 

expressed that assistance from the DTA would be beneficial 

and create ease. They appreciated the idea of receiving 

suggestions, recommendations, reminders, and notifications 

about memories or trip agendas, as long as they retained 

control over their final decisions. Participants welcomed the 

prospect of the DTA handling tasks they found boring or 
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stressful, allowing them to better connect with their loved ones 

while still maintaining autonomy over important life choices.  

4. Social Skills and Behaviors  

Participants had differing views on the impact of the DTA on 

social skills and behaviors. Some expressed concerns that 

reliance on the DTA could cause people to gradually lose their 

social skills, as they would delegate many social interactions to 

the DTA. This, in turn, could make in-person meetings feel 

awkward and unnatural. As one participant explained: 

“People will become more dependent on their DTAs 

to handle social communication, which will make 

them more antisocial and introverted.” 

Others, however, focused on the potential positive aspects of 

the technology. They noted that the technology could facilitate 

engaging and enjoyable conversations, particularly for 

individuals who are naturally introverted or shy, helping them 

become more involved and expressive in social interactions. 

For those who struggle with prioritizing, managing, 

scheduling, and planning, the DTA could offer valuable 

support, ultimately enhancing their social connections and 

helping them stay more connected with their loved ones. 

5. Physical and Mental Wellbeing 

Participants reflected on the potential impacts of the DTA on 

human well-being, with a particular emphasis on mental 

rather than physical health. One participant expressed concern 

that relying too heavily on the DTA for social interactions 

could lead to feelings of loneliness. Specifically, if their friend’s 

DTA joined a call or sent messages on behalf of their friend, 

they would feel frustrated, sad, and mentally disconnected 

from that friend.  

Conversely, other participants noted that the DTA could 

alleviate stress and anxiety related to remembering and 

planning activities. By offering suggestions and assisting in 

decision-making, the DTA could enhance their social 

connectivity and help them express themselves more 

effectively. 

6. Overall Society 

Participants expressed concerns about the impact of DTAs on 

overall society, highlighting a potential shift toward increased 

dependency on these tools for managing social connections. 

They noted that this reliance could lead to a more 

disconnected society, where the depth and authenticity of 

social interactions diminish, resulting in feelings of emptiness 

and superficial relationships. While they acknowledged that 

society might gradually adapt to these changes, they also 

emphasized the possibility that people could become more 

aware of the risks associated with digital social networks and 

recognize the erosion of traditional social values. 
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6.2 Data 

Categorization 
The focus groups provided valuable insights, guided by the 

topics outlined in the worksheets, which were designed to elicit 

discussions about participant values regarding AI mediated 

interpersonal connectivity. The sessions were meticulously 

designed to avoid explicitly mentioning any specific values. 

Instead, they were structured to encourage open and relevant 

dialogue, allowing participants to express their thoughts freely 

without steering them toward any direction. The aim of these 

discussions was to understand and elicit participant values. 

Consequently, the insights gathered, as detailed in the 

previous section, were analyzed and categorized according to 

thematic analysis principles (Delahunt, 2017) and value 

elicitation guided by value sensitive design (Sections 2.2.2 and 

2.3). This thorough analysis and organization of the data based 

on value themes enabled the elicitation of specific contextual 

values that emerged from the discussions. 

As discussed earlier in Section 4.2, this research adopts a 

working definition of value centered on human values, 

understood as "what is important to people in their lives, with 

a focus on ethics and morality" (Friedman et al., 2017). Using 

this definition as the basis for categorizing the analyzed data, 

recurrent themes identified as contextual values were 

established. The scenarios provoked discussions that revealed 

what is important to participants regarding their connections 

with close friends and emotionally significant bonds. These 

discussions unearthed their feelings, concerns, fears, and 

dreams, all within the context of understanding their values as 

framed by this research. For instance, concerns about data and 

privacy were grouped together under the heading “Privacy 

and data governance”. These concerns were then translated 

into general insights regarding the use of personal AI virtual 

assistants for interpersonal social connectivity. Figure 20 and 

figure 21 illustrate the clustering of the data gathered into 

emerging value themes.  

 

 

Fig. 20 Clustering analyzed data into value themes 
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Fig. 21 Clustering analyzed data into value themes 

 

This data categorization and synthesis was based on the 

following contextual aspects, as defined previously in this 

research:  

1. The definition of value adopted in this project as: what 

is important to people in their lives, with a focus on 

ethics and morality 

2. Specific contextual focus on the development of 

personal AI virtual assistants 

3. Specific contextual focus on interpersonal connections, 

emphasizing the involvement of emotional and 

personal bonds, such as close friendships and family 

relationships 

4. Research focus on the development of responsible AI 

virtual assistants fostering interpersonal social 

connectivity by understanding the contextual values of 

young adults 

The categorization of value themes revealed nine contextual 

values relevant to this research. These values were further 

divided into two groups, as illustrated in Figure 22, which lists 

the elicited contextual values under their respective value 

groups. The division of these groups and the insights they 

provide for this research are explained in detail below. 

 

 

Fig. 22 Groups of contextual values gained through data categorization 
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1) Value Group 1: Validation and 

Elaboration of Previously Identified 

Values 

This set of values represents those that emerged from the data 

analysis and aligned with the four contextual values previously 

identified in Section 2.3.2. These values were presented in the 

framework outlined in Chapter 3 and their significance for 

this research was further detailed in the methodology sections 

2.2.2 and 2.3. The emergence of these values not only validates 

their importance for this research but also expands upon their 

significance within the research context. The data gathered 

from participants demonstrated that, in the context of AI 

virtual assistants fostering interpersonal connectivity, these 

identified values are indeed crucial and are interpreted and 

conceptualized for this research. Additionally, the findings 

further elaborated on the specific relevance of these values to 

this research, providing a deeper understanding of what is at 

stake and highlighting the major concerns. The values are 

detailed below. 

 

1. Human Agency, Autonomy & Oversight 

The first value that emerged from the data aligns with 

"Framework Segment 1 - Human Agency, Autonomy, and 

Oversight," as presented in Chapter 3, Section 3.1.1. This 

connection serves to validate and further elaborate on "Human 

Agency, Autonomy, and Oversight" as a critical value in the 

context of AI-driven social connectivity. The data analysis also 

contributed to conceptualizing this value and interpreting it 

within the specific context of this research, which focuses on 

the responsible design of future AI virtual assistants aimed at 

fostering interpersonal social connectivity. Thus, concerning 

"Human Agency, Autonomy, and Oversight" within the given 

context, the following points were noted: 

 

• Having autonomy and control over decisions made by 

personal AI virtual assistants, particularly in contexts 

that involve fostering interpersonal social connections. 

• Being in the "driver's seat," actively making final 

decisions rather than passively allowing their personal 

AI virtual assistants to act on their behalf. 

• Having the ability to monitor and oversee decisions 

made by their personal AI virtual assistants. 

• While it is deemed acceptable for personal AI virtual 

assistants to make preliminary decisions based on user 

preferences, users should retain the power to approve 

and finalize those decisions, ensuring that the personal 

AI virtual assistant remains an assistive tool rather 

than an autonomous decision-maker. 

• Hesitance amongst participants to rely on highly 

personalized and human-like AI virtual assistants to 

accurately represent their choices, intentions and 

decisions, without their involvement. Personal AI 

virtual assistants may not fully grasp the nuances of 

users' personal characteristics, which could result in 

decisions, actions, or responses that do not align with 

their true preferences and intentions. This can lead to 

feelings of insecurity and uncertainty. 
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• Preference to guide their personal AI virtual assistants 

by clearly defining their choices and intentions. 

Allowing AI to take on a more passive role, primarily 

sharing information as directed by them, rather than 

actively participating in discussions or making 

decisions on their behalf. 

• Having authority in situations where they have 

knowledge that a personal AI virtual assistant lacks. 

The ability to override AI is essential for enhancing 

efficiency and effectiveness, ensuring that users are not 

placed in a position where they must debate or justify 

their decisions to the technology. 

 

2. Privacy and data governance 

The second value that emerged from the data aligns with 

"Framework Segment 2 - Privacy and Data Governance," as 

presented in Chapter 3, Section 3.1.2, validating “Privacy and 

Data Governance” as a critical value in the context of AI-

driven social connectivity. Based on the participants' 

responses, the ensuing discussion, and the concerns that 

emerged, this research elaborates on the value of "Human 

Agency, Autonomy, and Oversight" within the given context 

and draws the following points: 

• Concerns about the necessity to disclose extensive 

personal information to a personal AI virtual assistant 

in order to achieve a high level of personalization, 

enabling it to accurately represent users across digital 

platforms. 

• Concerns about the depth of knowledge a personal AI 

virtual assistant would gain once granted access to 

various aspects of a user’s life. 

• Users being aware of how a personal AI virtual 

assistant trains and operates on personal data. 

• Personal AI virtual assistants inadvertently access data 

belonging to others without their consent, stored 

within the users’ accounts, when they grant it the 

permission to access their own personal data. 

• The capacity and limitations of a personal AI virtual 

assistant to operate effectively with restricted data 

access while still delivering meaningful personalization. 

• Concerns about the recording and storage of data 

during interactions involving others, and the 

subsequent sharing of this information by personal 

virtual assistants with their users. 

 

3. Transparency 

The third value that emerged from the data aligns with 

"Framework Segment 3 - Transparency," as presented in 

Chapter 3, Section 3.1.3, validating “Transparency” as a 

critical value in the context of AI-driven social connectivity. 

For this value, based on participant discussion, this research 

draws the following points: 

• Skepticism surrounding the use of indicators, such as 

watermarks, that inform others when content has been 
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generated or tasks have been accomplished using a 

personal AI virtual assistant. 

• Having the ability to decide whether they want others 

to know if their personal AI virtual assistant was 

involved in completing a task. 

• Having the ability to control whether others are aware 

if they are interacting with the user directly or with 

their personal AI virtual assistant. 

• Knowing whether a personal interaction, particularly 

one with emotional or sentimental significance, was 

conducted with another user directly or with their 

personal AI virtual assistant. 

 

4. Overall impact and wellbeing  

The fourth value that emerged from the data aligns with 

"Framework Segment 4 - Overall impact and wellbeing," as 

presented in Chapter 3, Section 3.1.4, validating “Overall 

impact and wellbeing” as a critical value in the context of AI-

driven social connectivity. Key points relevant to this value 

that emerged from the focus groups are listed below: 

• Potential normalization of using personal AI virtual 

assistants for social connectivity. 

• Concerns about the mainstream adoption of personal 

AI virtual assistants, including the potential for 

fostering shallow relationships and undermining the 

depth and authenticity of human connections. 

• Dependency on personal AI virtual assistants would 

lead to reduced personal effort, ultimately resulting in 

fewer meaningful interactions. 

• Concerns about communication and interactions being 

mediated solely by personal AI virtual assistants, 

potentially leading to a reduction in interactions 

between actual users. 

• Concerns about users misusing personal AI virtual 

assistants to intentionally avoid direct interactions with 

others by having the assistants represent them, 

potentially harming interpersonal connections. 

• Concerns about losing trust, experiencing emotional 

detachment, and feeling distant from loved ones due to 

the use of personal AI virtual assistants for personal 

and emotional interactions. 

• Using personal AI virtual assistants for personal and 

emotional interactions can potentially harm existing 

connections rather than enhancing them. 

• Enhancement of interpersonal bonds through the 

support of personal AI virtual assistants in facilitating 

user connections with others (e.g. planning, 

scheduling, reminding, handling logistical challenges 

etc.). 

• Personal AI virtual assistants can enable people to have 

more time and energy to devote to activities they enjoy, 

with the help from their personal AI virtual assistants, 

positively affecting their mental and physical well-

being. 
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• Personal AI virtual assistants can strengthen 

interpersonal bonds by enabling more in-person 

interactions for their users. 

• Personal AI virtual assistance enhances user comfort 

and ease by providing tailored assistance. 

• The delegation of social interactions to personal AI 

virtual assistants may result in a decline in social skills 

among users, leading to antisocial and awkward 

behaviors. 

• Personal AI virtual assistants can assist shy or 

introverted users in facilitating social connections by 

helping them initiate interactions. 

• Relying on personal AI virtual assistants for social 

interactions may result in users feeling lonely and 

isolated. 

 

2) Value Group 2: Additional Values 

The second group of values, identified through thematic 

analysis of the focus group insights, highlighted the newly 

discovered context specific values. These values were derived 

using the definition of value outlined in Section 2.2, focusing 

on what matters to participants in their interpersonal 

connections, such as close friendships. Given that 

interpersonal connectivity involves emotional expressions, 

sentiments, and bonds, participants’ specific needs, 

expectations, feelings, fears, and aspirations emerged. The 

insights analyzed in Section 6.1 revealed new values pertinent 

to the context of this research, highlighting additional 

significant aspects related to the development of AI virtual 

assistants that foster interpersonal social connectivity. These 

values extend beyond the general responsible AI principles or 

values identified earlier. These values are detailed below. 

 

1. Personal Effort 

Personal effort was identified as a significant value due to its 

crucial role in sustaining interpersonal connections and 

strengthening bonds within close-knit groups. This value is 

detailed according to the analyzed data as follows:  

• Concerns regarding whether users are entirely 

dependent on their personal AI virtual assistants for 

social connectivity, potentially neglecting personal 

effort in maintaining relationships. 

• Concerns regarding communication only being done 

through personal AI virtual assistants 

• Concerns about the potential loss of sentimental value 

when tasks are performed by AI rather than by a 

human. Participants felt that a simple message sent by 

a human carries more value and feels more genuine 

and personal compared to an intimate message 

conveyed through AI. 

• Even minimal human effort enhances the value of the 

experience involving AI assistance and ensures the 

authenticity of the gesture. 
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• Enhancement of communication with AI virtual 

assistants can be achieved by encouraging humans to 

add a personal touch to what AI generates 

• Importance of being involved in the process, investing 

personal time to express emotions when taking 

assistance from AI virtual assistant 

• Using an AI virtual assistant to generate content, while 

retaining final approval and personalization by a 

human, is preferable to having the AI generate and 

send content autonomously. 

• The importance of making an effort for people you care 

about is significant; a simple, personal message from a 

human carries more meaning than something 

generated by AI. 

• Even when using AI virtual assistants, individuals 

should also invest personal effort in maintaining 

connections with those they care about. 

• Relying solely on an AI virtual assistant for 

communication with loved ones may lead to feelings of 

being less appreciated, as it lacks the personal effort 

and time invested. 

 

2. Human-Human Connectivity 

Human-human connectivity was identified as a crucial value 

because of its fundamental role in fostering meaningful 

relationships. It underscores the importance of direct 

engagement between individuals. This value is detailed as 

follows: 

• Concerns about communication occurring exclusively 

through AI virtual assistants, without direct human 

interaction. 

• AI virtual assistant providing conversation starters 

would be useful as that facilitates and initiates direct 

human interactions. 

• Preference for using the AI virtual assistant to send 

suggestions, reminders or notifications to connect with 

people, rather than having it handle the 

communication itself, encouraging more personal 

engagement and direct interaction with those they care 

about. 

• Importance of direct human communications 

fostering genuine connections rather than fully 

automated communications through personal AI 

virtual assistants. 

• Concerns about being the only human in a 

conversation with multiple virtual assistants, with 

a preference to avoid such situations altogether 

and, if necessary, to have conversations solely 

facilitated by AI virtual assistants. 
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• AI virtual assistants to enhance human connection 

by facilitating direct interactions and providing 

support to help people engage more effectively in 

those interactions. 

 

3. Genuity and Authenticity 

Genuity and authenticity refer to the importance of 

connections that involve the sincere expression of emotions 

and honest, real engagement. This value is detailed as follows: 

• Reluctance in trusting AI virtual assistants to 

accurately represent emotions and decision-making 

processes. 

• Concerns about the connectivity facilitated by AI 

virtual assistants being perceived as fake or pseudo 

stemming from their inability to replicate the genuine 

connections that humans can create. 

• Concerns about AI virtual assistants could create trust 

issues between people due to the lack of authenticity in 

their emotional expressions. 

• Reluctance to use AI virtual assistants for heartfelt or 

emotional conversations with others.  

• Recognition of a clear boundary between genuine and 

artificial interactions, particularly in sensitive and 

emotional contexts. For example, using an AI virtual 

assistant to send condolences could be seen as 

disrespectful and inappropriate. 

• Concerns regarding the communication becoming 

dehumanized, less genuine, and less valued when 

facilitated by AI virtual assistants, due to reduced 

human involvement. 

• Concerns regarding AI virtual assistants creating 

awkward and stressful situations, as people might feel 

emotionally disconnected when they realize the 

interaction is being mediated by another virtual 

assistant rather than a human, realizing a lack of 

genuine human involvement. 

 

4. Personalization 

This value refers to the uniqueness of each social interaction 

and the importance of engaging in ways that align with 

individual preferences. The value is detailed as follows: 

• Preference for using AI virtual assistants for non-

emotional and mundane tasks, such as setting alarms, 

drafting and responding to emails, managing 

professional and formal connections, sending brief 

messages, and handling reminders. This allows 

individuals to allocate more time to meaningful 

interactions with others. 

• Excitement about AI virtual assistant's ability to learn 

from individual responses and actions, and to provide 

tailored assistance accordingly. 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• Usefulness of AI virtual assistants in their ability to 

learn from individual personalities and maintain 

consistency, enabling people to connect with others 

according to personal preferences. 

• The superior memory capabilities of AI virtual 

assistants are highly useful for fostering connections. 

These assistants can function as digital memory books, 

sharing memories, sending reminders, maintaining 

records, and highlighting important occasions, thereby 

facilitating better connections between people. 

• AI virtual assistants can enhance ease of use by 

adapting to unique styles of expression, allowing users 

to tailor their communication according to their 

preferences and needs. 

• Appreciation for AI virtual assistants' ability to 

generate personalized content tailored to user 

preferences. 

• Ease of use is enhanced when AI virtual assistants 

adopt unique styles of expression and tailor 

communication to align with users' preferences. 

• AI virtual assistants can enhance user connections by 

making suggestions, offering options, providing 

recommendations, and sharing ideas, while allowing 

users to make final decisions rather than automating 

the entire process. 

• The need for AI virtual assistants to remind users to 

check in with their friends, rather than automatically 

sending messages on their behalf. 

• AI virtual assistants can alleviate stress by assisting 

with tasks such as scheduling calls at convenient times 

for everyone, thereby enabling users to connect more 

effectively with their friends. By facilitating these 

arrangements, virtual assistants help ensure genuine 

interactions between people. 

• Appreciation for AI virtual assistants being able to step 

in for users during their absence. However, users prefer 

these assistants to take a passive role rather than being 

actively involved. 

• Preference for AI virtual assistants to assist with 

planning and organizing, allowing people to have more 

time to genuinely connect with each other and engage 

in activities they enjoy. 

 

5. Emotional Connectivity 

This value emphasizes the significance of emotional bonds, 

empathy, shared feelings, and mutual understanding in social 

interactions. The value is detailed as follows: 

• There is reluctance to trust AI virtual assistants to 

accurately represent emotions. 

• Concerns regarding AI virtual assistants may lack 

sufficient understanding of users' personal 

characteristics, leading to fears that they could fail to 

act in alignment with users' true preferences and 

intentions. 
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• Concerns about AI virtual assistants making choices 

and decisions that users might not make themselves. 

• Lack of trust in AI virtual assistants' ability to respond 

appropriately to emotional conversations, actions, or 

decisions. 

• Lack of trust in AI virtual assistants' ability to 

accurately capture and convey emotions in the 

moment. 

• Hesitance towards AI virtual assistants managing 

emotional, personal, and heartfelt engagements. 

• Hesitance exists toward engaging in discussions or 

arguments with AI virtual assistants due to their lack of 

emotional abilities and soft skills. 

• Preference for allowing AI virtual assistants to 

communicate with each other in situations where one 

person is interacting with multiple AI virtual assistants. 

• Concerns about AI virtual assistants' inability to be 

persuaded or convinced, unlike real conversations with 

humans. 

• Concerns about AI virtual assistants disrupting the 

natural and organic flow of conversation due to their 

lack of sensitivity and negotiation skills, resulting in 

less effective and meaningful interactions. 
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IMPLICATIONS FOR DESIGN7.
This chapter presents the culmination of this research in the form of 

"Implications for Design," synthesizing the insights gathered from previous 

chapters. Through rigorous literature review, exploration of various design 

approaches and methodologies, scenario design, focus group discussions, and 

thorough data analysis, this research has developed a set of "Implications for 

Design." These guidelines are intended to assist designers in creating responsible 

AI virtual assistants that enhance interpersonal social connectivity. 




7.1 Introducing Implications for Design
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7.1 Introducing 

Implications for 
Design 
 

This chapter serves as the culmination of the extensive 

research process detailed across the preceding chapters, 

spanning over a hundred pages from Chapter 1 through 

Chapter 6. The primary objective of this research—to generate 

design implications that guide designers in responsibly 

designing future AI technologies that foster interpersonal 

social connectivity—is realized here. To effectively conclude 

the research activities and present these design implications, 

the study adopts the principles of values hierarchy (Van De 

Poel, 2013) and introduces nine individual pyramids of values 

as key implications for design. 

 

These pyramids of values consist of the following: 

1. Value: The context-specific values identified and 

elicited in this research, emphasizing what is important 

to people, along with the overarching ethical and moral 

considerations. 

2. Value Definition: The context-specific definition of 

the value that outlines what it represents and its 

particular significance within the scope of this research. 

3. Value principle: The broad set of rules or guidelines 

derived from the value, that provide a direction 

4. Design Norms: The prescriptions or restrictions of 

action that refer to the specific goals to be achieved or 

the limits to be observed in pursuit of those goals. 

 

Finally, the nine pyramids of values developed through this 

research are presented below. These pyramids are designed to 

guide the responsible design of future AI virtual assistants 

aimed at enhancing interpersonal social connectivity. 
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RESEARCH CONCLUSION8.
This chapter concludes the research by reflecting on the proceedings and 

activities conducted throughout the study. It revisits the research questions and 

goals, demonstrating how they were addressed through the activities detailed in 

the preceding chapters. The chapter then discusses the overall findings, 

implications, limitations, and suggests avenues for future research related to the 

project.





8.1 Research Proceedings, Research Questions & Goals


8.2 Discussion


8.3 Implications


8.4 Limitations


8.5 Future Research
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8.1 Research 

Proceedings, Research 
Questions & Goals 
 

This research examined the growing use of AI technologies in 

the realm of social connectivity through the lens of responsible 

AI. The project aimed to explore the future development of AI 

technologies in social contexts and investigate how these 

technologies can be designed responsibly, with a focus on user 

values. The primary objective was to generate design 

implications that would guide designers in the responsible 

creation of AI technologies that foster social connectivity. The 

central research assignment guiding the motives of the 

research was: 

Generate design implications by identifying and 

eliciting the values of young adults through design 

speculations, to guide designers in the responsible 

development of future AI technologies that foster 

social connectivity. 

To achieve this, the research undertook a thorough review of 

theoretical data to (1) define social connectivity and its 

significance for this study; (2) investigate current and 

emerging trends in the application of AI within social contexts; 

and (3) examine responsibility and the responsible AI 

guidelines pertinent to this research. Building on the insights 

gained from these steps, this research identified and elicited 

stakeholder values pertinent to the application of AI in the 

social domain through design experiments. To effectively 

design, plan, and execute these experiments effectively, the 

research employed a combination of Speculative Critical 

Design and Value Sensitive Design approaches. Ultimately, by 

identifying, eliciting, and defining relevant values, the 

research generated design implications in the form of 9 

pyramids of value that can guide designers in responsibly 

developing AI technologies for social connectivity. 

The initial phase of establishing a theoretical foundation 

proved to be quite extensive, given the complexities of the sub-

topics and their interconnections. The first area of exploration 

was social connectivity, with the goal of defining its meaning 

within the context of this research and identifying a specific 

user group. Social connectivity encompasses a wide range of 

interactions, each with distinct needs. This research focused 

on the social connectivity of young adults, particularly their 

use of social media and digital platforms to maintain 

connections with close friends and family. This type of 

connectivity, termed "interpersonal social connectivity," was 

identified as the primary focus of the study. 

To anticipate the trajectory of future AI technologies, this 

research embarked on an exploration of current AI 

developments. This section yielded valuable insights into how 

AI is being developed to enhance social connectivity on 

existing platforms, introducing a wide array of new features 

and functionalities designed to improve how people connect. 

By thoroughly examining these emerging AI functionalities 

within the social domain, the research highlighted the 

advancement of AI virtual assistants tailored for social 
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platforms, identifying key trends in the features they are being 

engineered to offer within current social media applications. 

Based on these findings and their relevance to the research 

context, the focus was refined from future AI technologies 

fostering social connectivity to specifically concentrating on 

AI virtual assistants designed to enhance interpersonal 

connectivity. The insights gained through this staged answered 

the first research question: 

(a) What are the trends in AI technologies fostering 

social connectivity? 

To address this question, the research concluded the AI trend 

analysis by identifying eight key functionalities and features 

being integrated into AI virtual assistants for enhancing social 

connectivity. The study first highlighted the significant trend 

of increasing development and integration of AI virtual 

assistants within social platforms. Under this overarching 

trend, the research detailed specific functionalities and 

features currently being designed and implemented in these AI 

systems. The identified trends were: 

1. Multipurpose, offering various functionalities 

2. Multimodal, processing various forms of data 

3. Humanlike, having characters, personalities, opinions, 

long term memory 

4. Self-learning, autonomously improving performance 

without human intervention 

5. Guiding, influencing and supporting decision-making 

process and making decisions 

6. Generating content  

7. Training on personal data 

8. Simulating social interaction between people 

The research then focused on understanding the importance of 

responsibility within its specific context. By analyzing the roles 

of various stakeholders—including designers, companies, and 

policymakers—in the responsible design of AI, the study 

reviewed existing AI principles and guidelines to determine the 

most suitable framework. The research chose the Assessment 

List for Trustworthy Artificial Intelligence (ALTAI) as the 

guiding framework, which provides criteria for evaluating 

trustworthy AI, due to its more comprehensive and practically 

applicable nature, compared to other guidelines giving out a 

general set of principles, ALTAI provides with a list of specific 

question to assess the responsibility of AI. Out of the seven 

core values outlined by ALTAI, four were identified as directly 

relevant to the research context. These values were selected 

based on their alignment with the identified trends and their 

potential impact on interpersonal social connectivity, 

ultimately serving as the contextual values for this study. 

These identified values were: 

1. Human Agency and Oversight 

2. Privacy and Data Governance 

3. Transparency 

4. Societal and Environmental Wellbeing 
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The findings from the in-depth theoretical analysis culminated 

in the development of a framework, titled “Framework for 

Designing Responsible AI virtual assistants for social 

connectivity”. This framework established the connections 

between the three independently explored topic areas, 

tailoring them specifically to the context of this research. It 

also presented the four previously identified contextual values 

in relation to the relevant questions from ALTAI, the trends 

observed in AI virtual assistants and their possible social 

effects on human-human connectivity. Additionally, it 

provided guidance for the design phase by highlighting the key 

elements for this research and their interrelation.  

The progress of the research up to this point refined the 

research assignment, making it more specific and focused. The 

highlighted sections indicate the key areas of refinement. 

Generate design implications by identifying and 

eliciting the values of young adults through design 

speculations, to guide designers in the responsible 

development of future AI virtual assistants that 

foster interpersonal social connectivity. 

Moving forward, with a focus on developing future AI virtual 

assistants through a responsible AI lens, this research sought 

to understand, surface, and elicit the values of young adults 

regarding AI-fostered social connectivity. The aim was to 

discern what is important to young adults when connecting 

with those with whom they share emotional bonds, such as 

friends. To elicit these values, the project adopted Speculative 

Critical Design (SCD) and Value Sensitive Design (VSD) as 

key approaches. SCD provided tools and methods to spark 

imagination about the future, foster creative and critical 

thinking, and provoke discussion, while VSD offered valuable 

tools and methods for addressing human values and societal 

impacts in relation to technological developments. Elements 

from both approaches, relevant to the project’s objectives, 

were combined to create a tailored approach. This 

combination guided the development of speculative design 

scenarios that presented a fictional AI virtual assistant set in 

the near future, grounded in the analysis of current AI trends, 

and designed to enhance communication and foster 

connectivity. The SCD and VSD approaches not only helped in 

crafting these scenarios but also in delivering and discussing 

them with participants through focus groups, generating 

valuable data for the research. 

The data generated was then analyzed and synthesized to 

understand participants' values. Emerging value themes were 

clustered using principles of thematic analysis. Guided by 

VSD, nine values were elicited—four of which were previously 

identified, while the remaining five emerged as new, context-

specific values during the discussions. The re-emergence of the 

previously identified values not only validated their relevance 

to this research but also allowed for their elaboration, leading 

to a deeper contextual understanding. The newly elicited 

values further clarified what matters to people and highlighted 

their moral and ethical concerns within the specific context 

presented. Collectively, this set of nine contextual values 

guided the project towards its ultimate goal: generating design 

implications. This phase of the research process answered the 

second research question: 

(b) What values do young people uphold regarding 

interpersonal connectivity fostered by AI 

technologies? 
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The research discovered a set of nine values that young adults 

uphold regarding interpersonal connectivity fostered by AI 

technologies, in particular, personal AI virtual assistants. The 

values are listed below: 

1. Human Agency and Oversight 

2. Privacy and Data Governance 

3. Transparency 

4. Societal and Environmental Wellbeing 

5. Personal Effort 

6. Human-Human Connectivity 

7. Genuity and Authenticity 

8. Personalization 

9. Emotional Connectivity 

The set of contextual values played a crucial role in generating 

"Implications for Design." Each value was first given a 

context-specific definition to clarify its significance. Following 

Van De Poel’s (2013) Hierarchy of Values, each value was then 

expanded into value principles and design norms. The value 

principles serve as broad rules or guidelines that provide 

direction, while the design norms are specific prescriptions or 

restrictions that define the goals to be achieved or the 

boundaries to be respected in pursuit of those goals. This 

approach translated the nine values into nine value pyramids, 

each serving as a distinct implication for design. This 

generation of design implications finally answered the third 

research question stated below: 

(c) How can design implications be generated to 

guide a responsible design of future AI technologies 

fostering social connectivity? 

Thus, through the generation of design implications derived 

from extensive research activities, this study successfully 

addressed the final research question. These design 

implications are intended to guide designers in the responsible 

creation of future AI virtual assistants that foster interpersonal 

social connectivity.  

 

8.2 Discussion 
This research, with its focus on the development of AI 
technologies, their influence on social connectivity, and the 
broader societal implications, aligns with some of the core 
principles of Value Sensitive Design (VSD) as articulated by 
Friedman & Hendry (2019). These principles emphasize that 
the relationship between technology and human values is 
inherently interactional, involving the co-evolution of 
technology and socio-structural aspects, and advocate for a 
commitment to progress rather than perfection. 
 
During the discussions prompted by the speculative scenarios 
and the process of value elicitation, it became evident that 
participants initially reacted with fear and hesitation toward 
certain features of the fictional technology presented. However, 
upon further reflection, they began to identify conditions 
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under which they might be comfortable using these features. 
For example, the idea of an AI-generated birthday wish sent by 
a personal virtual assistant to a close friend was initially met 
with criticism. Participants expressed concerns about the lack 
of authenticity in such interactions. Yet, after considering the 
potential utility of the feature, some participants suggested 
that it could be acceptable if the virtual assistant made 
suggestions or recommendations and required the user's 
approval before sending the message, rather than doing so 
automatically. As one participant remarked:  
 
“I would be okay with the automation as long as I 
am making the end decision.” 
 
This shift in perspective highlights the nuanced relationship 
between technology and user values and underscores the 
importance of incorporating reflective processes into the 
design of AI technologies to ensure they align with users' 
evolving needs and ethical considerations. 
 
The use of Speculative Critical Design (SCD) as an approach 
proved invaluable at multiple stages of this research. Initially, 
it facilitated the development of effective scenarios and 
subsequently ensured their successful delivery and discussion 
during the focus group sessions. Once participants engaged 
with these scenarios, they were immediately provoked to 
discuss the topics at hand. The scenarios stimulated numerous 
thoughts and reflections, prompting participants to share their 
insights and concerns with the group. Overall, participants 
reported finding the experience enjoyable, noting that they felt 
deeply immersed in the scenarios. One participant highlighted 
this immersion by stating: 
 
“When you announced that now we will conclude the 
session, I saw the time and I was so surprised to think 
where all the time went, I was so immersed in the 
session that time just flew by.” 

The scenarios' realism and originality contributed to their 
authenticity and made them instantly relatable. Guided by 
SCD principles, the scenarios were grounded in current AI 
trends, avoiding a futuristic detachment by portraying 
believable and imminent developments. The scenarios 
depicted plausible future situations, which heightened their 
impact. In fact, one participant mistook the fictional video 
presented as part of the scenario for an actual promotional 
video from a real company. Another participant expressed: 
 
“The scenarios feel very realistic, which is also scary, 
you know? I think that it might actually just happen. 
And I think that's why... like I really got involved in 
the scenarios because I can see all of this actually 
happening.” 
 
In addition to the scenarios' realism, the deep engagement and 
thought provocation they sparked were particularly notable. 
Participants not only discussed and questioned the scenarios 
during the session but also extended their reflections beyond 
the session, contemplating current norms and practices related 
to existing AI technologies, social media platforms, and digital 
behaviors. One participant, reflecting on the impact of the 
session, remarked: 
 
“I could not stop thinking about the scenarios and 
the discussion that followed; I kept thinking about it 
for a while after the session ended. I was reflecting 
on the current norms and what may happen in the 
future.” 
 
This response underscored the effectiveness of SCD in 
fostering reflection and critical thinking. The scenarios 
prompted participants to not only consider the speculative 
futures presented to them but also to critically examine the 
present-day practices surrounding AI technologies and social 
norms. Participants reflected on various issues, such as the 
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vast amount of data that social media platforms already collect 
and the overwhelming number of notifications seeking user 
approval for actions they may not fully understand. This 
reflective process further validated the use of SCD as a 
powerful tool in eliciting meaningful engagement and critical 
discourse. 
 
The focus group findings underscored the Value Sensitive 
Design (VSD) principle that values do not exist in isolation and 
are often interrelated. For instance, tensions between 
personalization and privacy emerged as a prominent theme. 
Participants were concerned about AI virtual assistants 
accessing extensive personal data to offer tailored assistance, 
yet they also recognized that such personalization could 
significantly enhance their social connections. 
 
Additionally, the use of structured worksheets titled "Initial 
Thoughts," "This Makes Me Feel," "I Like," "I Dislike," "I 
Fear/Worry," "I Dream," and "Overall Impact" was effective in 
guiding the focus group discussions. These worksheets helped 
facilitate a natural flow of conversation and encouraged 
participants to express their thoughts freely, without explicitly 
focusing on values. This approach ensured that discussions 
remained relevant to the research objectives while capturing 
the nuanced reactions and reflections of the participants. 
Moreover, summarizing the theoretical research insights into a 
context-specific framework effectively bridged the gap between 
research and design phases. This framework guided the 
development of design scenarios by incorporating its insights, 
ensuring that the scenarios were grounded in theoretical 
findings. The scenarios were designed to elaborate on and 
deepen the understanding of these insights within the research 
context, thereby aligning practical design efforts with 
theoretical principles. 

 

8.3 Implications 

This research offers significant insights for the design of AI 
technologies in the social domain by highlighting key values 
and addressing ethical and moral concerns. It enhances 
understanding of the values essential for AI-fostered social 
connectivity and their implications for responsible AI 
technology design. The nine value pyramids developed in this 
research translate these contextual values into design norms, 
providing a framework for converting broad value principles 
and norms into specific design requirements. These pyramids 
facilitate the practical application of values in designing AI 
technologies. They are particularly valuable for developing 
responsible AI systems that support interpersonal social 
connectivity, where emotional bonds, authentic expression, 
and trust are crucial. 
 
In addition to the four AI values identified from ALTAI, this 
research introduces five new values specifically relevant to AI-
facilitated social interactions. These nine values, thoroughly 
detailed and contextualized, provide essential guidance for 
designers and policymakers involved in the development of AI 
technologies aimed at enhancing social connectivity. 
 
This research highlights the critical importance of 
understanding context-specific values in the design and 
implementation of AI technologies. The findings demonstrate 
that general AI principles, as derived from ALTAI, gain greater 
relevance and applicability when contextualized through 
detailed research activities. This approach reveals the nuanced 
significance of these values in specific scenarios, underscoring 
the need for designers and policymakers to delve deeply into 
the values relevant to their particular context. By doing so, 
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they can apply these values more effectively, ensuring a more 
responsible and contextually appropriate design of AI systems. 
 
Finally, this research highlights the significance of developing 
a framework to synthesize and represent the core insights 
gathered from literature reviews. Such a framework serves as a 
crucial tool for transitioning from theoretical research to the 
design phase, effectively linking the two stages. By organizing 
and connecting the core insights, the framework provides a 
clear direction for the research, ensuring that the subsequent 
design activities are informed by the foundational knowledge 
and insights obtained. This structured approach facilitates a 
coherent and focused progression from theory to practical 
application. 
 
Finally, this research demonstrates the effectiveness of 
combining Value Sensitive Design (VSD) and Speculative 
Critical Design (SCD) approaches. The integration of these 
methodologies facilitated the successful elicitation of insights 
and the generation of meaningful results. SCD played a crucial 
role in provoking engaging and thought-provoking discussions 
through the design and implementation of scenarios, while 
VSD provided a structured framework for value elicitation and 
the formulation of design implications. This combined 
approach ensured a comprehensive exploration of user values 
and their application in responsible AI design. 

 
 

8.4  Limitations 
This research acknowledges that while it focused on four 

ALTAI values deemed most relevant to the context, the 

remaining three values—Technical Robustness and Safety; 

Diversity, Non-discrimination and Fairness; and 

Accountability—may also offer valuable insights into context-

specific understanding of AI technologies. 

Additionally, the research recognizes that AI technologies play 

a role in fostering various forms of social connections beyond 

just interpersonal, emotional bonds, including professional 

and broader community interactions. Although the study 

concentrated on interpersonal social connectivity involving 

close, emotional relationships, exploring AI’s impact on 

professional and community connections could yield different 

values and perspectives. 

Furthermore, this research notes that the scenarios presented 

to participants were specific to certain uses of fictional 

technology. The insights gathered were directly related to 

these scenarios, and alternative representations of the 

technology's context could potentially reveal different insights. 

Thus, the findings are constrained by the particular scenarios 

used in the focus groups and the specific roles of the AI 

technology depicted in them. 

From the data gathered, this research primarily focused on 

eliciting values and generating implications for design. 

However, it also recognizes the value of additional insights 

obtained during the analysis, particularly those involving 

participants’ envisioned scenarios for AI technologies in social 

connectivity. These dream scenarios, where participants 

imagined innovative uses for AI, offer valuable perspectives 

that could inform the development of relevant design concepts. 

Finally, while the design implications of this research are 

framed as design norms, these norms serve as a foundation for 

further development. Based on these norms, implications can 



120 
 

be extended, and the norms can be translated into specific 

design requirements tailored to the context. 

 

8.5 Future Research 

Future research could benefit from exploring additional values 

from the outset to uncover their relevance and implications 

specific to the research context. While this study concentrated 

on four identified values and elicited new ones, incorporating 

other AI values could deepen the understanding of their 

significance within the same context. 

Additionally, research could expand to examine AI 

technologies in different social domains, such as community 

building or professional relationships. Investigating these 

areas may reveal varied values and perspectives related to AI-

fostered social connectivity. 

Exploring alternative scenarios or contexts could also provide 

new insights. By designing different scenarios or utilizing 

varied contexts, researchers can gain a more comprehensive 

understanding of user values related to AI-fostered 

interpersonal social connectivity. 

Further analysis of data gathered through focus group 

worksheets could lead to valuable design concepts. 

Investigating participants' dream technologies or their 

recommendations for improving AI technologies could offer 

innovative ideas and practical solutions for enhancing social 

connectivity. 

Lastly, the design norms developed in this research could be 

expanded into specific design requirements, offering concrete 

guidance for the responsible design of AI technologies aimed 

at fostering social connectivity. 
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