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ABSTRACT
This project proposes a different way of looking at AI alignment,
namely by introducing AI Alignment Dialogues. We argue that
alignment dialogues have a number of advantages in comparison
to data-driven approaches, especially for behaviour support agents,
which aim to support users in achieving their desired future be-
haviours rather than their current behaviours. The advantages of
alignment dialogues include allowing the users to directly convey
higher-level concepts to the agent and making the agent more
transparent and trusted.
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As behaviour support systems are increasingly deployed in the real
world over a long period of time [6], it is inevitable that there will
be situations where the provided support does not fully match the
user’s ideal choices or needs. We refer to this as ‘misalignment’.
In this PhD project, we focus on addressing these misalignment
situations with the ultimate goal to achieve alignment.

The central question of the project is related to the notion of
AI alignment. Russell [5] proposes to achieve AI alignment by
building AI systems that learn and promote human values so that
they do not pose a threat to us. One such approach usually use in-
verse reinforcement learning (see, e.g., [3, 4]). Inverse reinforcement
learning, among other data-driven approaches, largely depends on
behavioural data and have their limitations. First, the existing data
only reflects past or current user behaviour. It does not account
for desired future behaviour that the user is not yet doing. More-
over, data-driven approaches can lack transparency because of the
complex relation between input data and a model’s output [2]. This
makes it difficult for users to understand how the system works
and also to adapt the system to their preferences.
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To overcome these problems, we propose to approach AI align-
ment in the context of support agents with a direct conversation
between user and agent. This is referred to as an ‘AI Alignment
Dialogue’: a dialogue where the user and the support agent talk
about the situation and how to solve it together to achieve and
maintain AI alignment. Having an AI alignment dialogue allows
the users to directly convey higher-level concepts to the agent,
such as their values, goals, or wishes. These high-level concepts can
be difficult to learn from the data [1]. In addition, when the user
converses with the agent, the agent could give insight into how it
works or why it gives the advice using the same high-level concepts.
These high-level concepts may be easier to understand for the user
than the lower-level features on which behavioural data-driven ap-
proaches work. These aspects together could make the agent more
transparent and trusted. Moreover, the agent may not always have
full knowledge of the user’s situation and wishes. Via a dialogue
we can have the user in the loop to create the required understand-
ing. By doing this, we ensure the AI is responsible: humans and
machines work together in a way that is beneficial for the user and
allows them to shape their lives in accordance to what they find
important.

To the best of our knowledge, this is the first proposal for ap-
proaching the AI alignment problem via a dialogue. We take a
different but important point of view about alignment and venture
into how alignment dialogues might go beyond the learning of
assumed ‘preferences’ to reach goals, values, aspirations, and the
like. We hope this project provides another perspective within the
community and offers new possibilities for a major theme in AI
ethics: alignment.
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