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ABSTRACT

To meet energy demand towards a low-carbon future, the global market demand is grow-
ing for metals such as cobalt and nickel which are major elements in batteries. Poly-
metallic nodules, which are formed on abyssal plains at depths ranging from 4 to 6 kilo-
metres and are distributed in high abundance on the top of the seabed, contains several
times more cobalt and nickel than the entire global terrestrial reserves. This has raised
the interest to exploit these resources from the deep ocean. The seafloor mining tool
(SMT) can move along the soft sea bottom and can collect polymetallic nodules at the
surface of sea bottom. While doing so, it will also entrain sediments and water, the ex-
cess of water and sediment entrained is discharged at the back of the SMT, forming a
sediment plume. The sediment plume dispersion has strong adverse impacts on deep-
sea environment: (1) the blanketing effect might clog the feed channels to the seabed
organisms and benthic habitat located on the topsoil; (2) toxic chemicals are contained
in the sediment plumes, which could have permanent damage on habitat. Thus, it is es-
sential to study the behaviour of this sediment plume in order to limit plume dispersion
and thus to reduce its environmental impact.
Experimental research is a powerful technique to study the plume behaviour and its en-
vironmental impacts. However, a major problem is that experiments sometimes take
a long time due to complex experimental set-up. Compared to experiments, numerical
analysis can save time and costs when solving complex problems. Furthermore, numeri-
cal modelling can provide deeper understanding and flexibility for boundary conditions
and sediment types, which is applicable on both model and prototype scale. Previous
numerical studies have noted the significant role of flocculation in limiting the disper-
sion of plumes generated in deep-sea mining operations, but flocculation process has
not been modelled explicitly. This study aims to establish a numerical model to study
the flocculation process and its effect on sediment transport.
Previous flocculation-fluid dynamics modelling has applied a Euler-Euler method with
additional population balance equations (Golzarijalal et al., 2017). The disadvantage
of the approach is that many equations needs to be solved, which greatly increases the
computational costs. To avoid excessive computational costs, the sediment transport
is described by a multiphase drift-flux model in this study. The flocculation process is
modelled by a discretized form of population balance equations which describe the tem-
poral and spatial variation of the number density of particles for each sediment fraction
due to aggregation and breakup. The author has found that, by multiplying the particle
volume, the population balance can be efficiently incorporated in the phase continuity
equations in the drift-flux model. The flocculation population dynamics of particle ag-
gregation and breakup can thus be characterized by the phase transition terms on the
right-hand side of the phase continuity equations. Hence, no additional equation needs
to be introduced and solved.
To identify whether the numerical model is mathematically correct, verification is car-
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ried out to check conservation relationships (e.g., mass conservation) and iterative con-
vergence of numerical results. Then, an initial numerical investigation has shown the
results can qualitatively show the three settling stages (i.e., flocculent settling, hindered
settling and compression settling) found in the experimental studies. Afterwards, the
collision efficiency, which is treated as an empirical constant in this study, is calibrated
using the experimental data from the settling column tests conducted by Enthoven (2021)
for illite of different concentrations (i.e., 20, 40, 100 g/L) in freshwater without salt. The
results of calibration show a good fit to the experimental data. The difference between
the numerical and the experimental settling curves for 100 g/L illite is only 2.42%. An-
other advantage of the numerical simulation is that it can provide the particle size dis-
tribution over time, which is not measured in the experiments.
The major novelty of this study is the coupling of the drift-flux model and the popula-
tion balance equation. Flocculation is described with the added phase transition source
terms in the drift-flux model and no additional equation is introduced, which inherits
the characteristics of population balance and the merits of drift-flux model in reduc-
ing computational costs. In the future work, it is advised to calibrate other flocculation
parameters related to breakup process and to validate the numerical model. The floc-
culation modeling technique as proposed in this study can be incorporated as a module
into an extended drift-flux model to predict the dispersion of deep-sea mining plumes.
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Pk Turbulent kinetic energy production term Jkg−1 s−1

R Submerged specific weight of the soil −
Rep Particle Reynolds number −
S Breakup frequency function s−1

vr Relative velocity between sediment particles and liquid ms−1
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Vhs Hindered settling function −
vhs Hindered settling velocity ms−1
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INTRODUCTION

1.1. GENERAL BACKGROUND
The HMS Challenger Expedition (1872-1876) founded the modern oceanography. The
significant discoveries included:

• Discovery of mountains in the sea, including the well-known Mid-Atlantic Ridge
in the middle of the Atlantic Ocean.

• Discovery of curious marine life at sea bottoms.

• Physical measurement and charting of ocean currents, salinity and temperature.

• Collection of ocean bottom deposits, including polymetallic nodules.

Nonetheless, the commercial value of those deposits was first unravelled by Mero (1965)
who also predicted that deep-sea would become an important source of metals in the
future. Since World War II, persistent demand for those mineral resources has increased
steadily. Global consumption of raw materials are high and are expected to increase con-
tinuously due to demographic and economic growth, which has imposed an unprece-
dented strain on the Earth’s natural resources and ecosystems. In response to this severe
trend, a sustainable development strategy including the transition to a low-carbon and
green-technology future is required (The World Bank Group, 2017). According to the
World Bank report (2017), to meet energy demand towards a low-carbon future and to
accelerate the energy transition, a growing market could be expected for a wide range
of mineral and metals (e.g., aluminum, cobalt, copper, manganese, nickel, silver and
steel). As shown in Figure 1.1, polymetallic nodule deposits in deep ocean contains
several times more cobalt and nickel than the entire global terrestrial reserves, decent
amount of copper and a lot of manganese, which has raised the interest for industries
to exploit these mineral resources from the deep ocean seabed (Hein et al., 2013). These
polymetallic nodules are formed on abyssal plains at depths ranging from 4 to 6 kilo-
metres, where they are distributed in high abundance (10-25 kg/m2) on the top of the
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seabed. Due to continued research, many new technologies in mining and in extracting
metal from ores have been developed.

Figure 1.1: Contained metal tonnages in deep ocean and on land (×106 tonnes). (Hein et al., 2013)

1.2. DEEP-SEA MINING PROCESS
In the future, the mining system illustrated in Figure 1.2 could be used for deep-sea min-
ing operations. The mining system mainly consists of 3 components: Seafloor Mining
Tool (SMT), Vertical Transport System (VTS) and Mining Support Vessel (MSV).

SEAFLOOR MINING TOOL

SMT is a type of remote-controlled underwater vehicle mounted with a hydraulic or me-
chanical or hybrid nodule collector system. The self-propelled SMT can move along
the soft sea bottom and can collect polymetallic nodules at the surface of sea bottom
(Chung, 2003). The prototype of SMT designed by Royal IHC is shown in Figure 1.2. It
can travel on the seafloor with a speed ranging from 0.2 to 0.5 m/s and can collect poly-
metallic nodules hydraulically (Blue Nodules, 2016). Nodules are separated from the col-
lected sand-sediment-nodule mixture and are then transported via the VTS to the MSV
at the water surface. The excess of sediment and water is discharged at the back of the
SMT. This outflow results in a sediment plume (see Figure 1.3).
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Figure 1.2: Deep-sea mining machine (Image from Blue Nodules, 2016)

Figure 1.3: Sediment plumes formed at the back of SMT (Blue Nodules, 2020)

VERTICAL TRANSPORT SYSTEM

The VTS is used to transport the collected nodules from the SMT to the MSV. A typical
VTS mainly consists of a rigid riser with a length up to several kilometres and a flexible
riser with a length of a few hundred metres (Chung, 2003; Volkmann, 2018). The nodules
can be lifted by either airlift or pump. According to Volkmann(2018), the designed VTS
in the Blue Mining project is able to lift 400 tons of solids per hour from the SMT to the
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MSV over a vertical distance of 5 kilometres.

MINING SUPPORT VESSEL

The MSV is an infrastructure at sea surface designed to support mining operations at the
sea bottom. Its main function is to provide facilities for power supply, storage, accom-
modation, workshops and mining consumables (Volkmann, 2018). After the mixture of
nodules and sediment is transported to the MSV, on board processing will separate nod-
ules from remaining sediment and water. The remaining mixture of sediments, waste
and other effluents can be either released into mid water column or near the seabed,
which needs to be defined in the mining exploitation regulations.

1.3. DEEP-SEA MINING PLUMES

1.3.1. CLASSIFICATION
The flow created by mining operations can be recognized as negative buoyant plumes
or jets (Protogene, 2018). The term "plume" refers to the flow produced by continuous
sources of only buoyancy. The term "jet" is used to describe the flow forced by initial
momentum and by neutral buoyancy. Based on the sources of momentum, the flow can
be classified into several types, given in Table 1.1.

Continuous Source Intermittent Source
Momentum only Jet Puff

Buoyancy only Plume Thermal plume
Both momentum and buoyancy Buoyant jet or forced plume Buoyant puff

Table 1.1: Classification of flow created by mining operations by the source of momentum. The origin of the
table is from Lee and Chu (2003) and has then been adapted by Byishimo (2018).

The deep-sea mining plumes can also be classified by their origins, which is given in Ta-
ble 1.2.

Type Origin
Level of damage to

environment
Plumes caused by

maneuvring the SMT
The movement and collection

operation of the SMT
The least harmful
among the three

Sediment plumes

The mixture discharged
through the diffuser at the

back of the SMT, which is the
excess of water and sediment

entrained in the collection
process

Harmful

Tailing discharge plumes
Sediment released through the
discharge pipe from the MSV

Harmful

Table 1.2: Classification of deep-sea mining plumes
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The sediment plumes discharged by the SMT and the tailing plumes released by the MSV,
which are the source of turbidity plumes, have strong adverse impacts on deep-sea en-
vironment (Spearman et al., 2020). The spatial scale of the dispersion of these turbidity
plumes ranges from a few hundred meters to several kilometres from the mining zone
(Jankowski and Zielke, 2001).

Deposition

ErosionImpingement region 

  source condition 

 

 SMT 

SMT moving direction 

 

Jet or plume

regime  

 
Plume regime  

 
Turbidity current

 

  Water entrainment   

 

  Discharge from SMT

 

Figure 1.4: The development of sediment plumes discharged by the SMT (Elerian, n.d.)

Based on the horizontal length scale, the development of sediment plumes discharged
by the SMT can be classified into 4 stages shown in Figure 1.4.

• Discharging zone: In this region, the water-sediment mixture is discharged from
the SMT. The discharge rate and initial momentum are controlled by the SMT.

• Jet regime: As the sediment plume moves away from the discharged point, it widens
due to entrainment of ambient water. The buoyancy will become dominant.

• Plume regime: The sediment plume interacts with the seafloor in the impinge-
ment region, which causes deposition and erosion.

• Turbidity current regime: After the impingement, a turbidity current is generated
and spreads further along the seafloor. Turbidity currents are the suspension flows
driven by excess density caused by the dense suspended particles (Srivatsan et al.,
2004). Gravity acting on the density difference between the mixture and the ambi-
ent fluid drives turbidity currents to move forward. The motion of a turbidity cur-
rent generates turbulence which is the primary mechanism to keep the sediment
in suspension. Turbidity currents are non-conservative in nature. They can freely
exchange particles with a sediment bed through erosion and deposition, and can
also exchange water with ambient fluid by entrainment and detrainment (Stone,
1999). To maintain the existence of a turbidity current, the sediment in suspension
needs to be sustained. Otherwise, the turbidity current will die out.



1

6 1. INTRODUCTION

Figure 1.5: Potential impacts from deep-sea mining operations (Miller et al., 2018)
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1.3.2. ENVIRONMENTAL IMPACT

With the perspective of exploitation of deep-sea mineral resources, the knowledge about
marine environment and the understanding of potential environmental impact of deep-
sea mining operations have also been deepened. Miller et al. (2018) has summarized the
widespread environmental impacts expected to occur from mining operations on ma-
rine ecosystem and biodiversity, see Figure 1.5.
As the severity of environmental pollution of deep-sea mining operations become ap-
parent, the importance of protection of marine systems has been recognized gradually
(Roberts et al., 2017; Washburn et al., 2019). Dover (2011) proposed the International
Seabed Authority (ISA) to tighten the rules and the regulations on deep-sea mining to
mitigate environmental impacts. As an important process, Environmental Impact As-
sessment (EIA) was implemented to manage industrial projects in the aspect of envi-
ronmental and social risks (Durden et al., 2018). Other than EIA, collaborative scientific
projects were also carried out to assess the environmental impacts caused by deep-sea
mining operations. From 2013 to 2016, the MIDAS ( Managing Impacts of Deep-seA
reSource exploitation) project was conducted to identify the environmental impacts of
extracting deep-sea mineral and energy resources, and to develop practical solutions for
commercial mining activities (MIDAS, 2016). The study has classified the environmen-
tal impacts of deep-sea mining activities in two categories: direct and indirect impacts.
Direct impacts are the direct consequences of the removal of resources, which mainly in-
cludes: (1) direct mortality of benthic organisms; (2) habitat destruction; (3) habitat frag-
mentation; (4) habitat modification. Indirect impacts on marine environment mainly
comprise: (5) generation of near-seabed sediment plumes; (6) release of toxic chemi-
cals contained in the discharged sediment plumes. The loss of seabed habitats could be
permanent for nodule regions and the recovery rates after disturbance can reach sev-
eral decades (MIDAS, 2016). Other potential impacts comprise the disturbanceS caused
by light and noise, and the increase of the seawater temperature due to the heat from
mining operations and from the return of dewatering waste (Miller et al., 2018).

1.3.3. PLUME BEHAVIOUR

The plume behaviour is affected by a number of factors that vary with a broad range of
temporal and spatial scales. In-situ measurements, laboratory experiments and mod-
elling studies were conducted to study the formation of sediment plumes and the be-
haviour of particle sedimentation in the near-field. Spearman et al. (2020) have observed
that turbidity plumes generated in the field experiments disperse more rapidly than pre-
dicted in the simulations. This difference is attributed to the occurrence of flocculation.
Spearman et al. (2020) have also found that the spatial dispersion of sediment plumes
can be significantly reduced by flocculation. The results of the measurements and nu-
merical modelling have shown that the combined action of flocculation, background
turbidity and internal tides can restrict benthic plumes.
To enhance the understanding of the behaviour of the sediment plume generated by
deep-sea mining operation, Gillard et al. (2018) performed laboratory tests and numeri-
cal simulations using real sediments from Clarion Clipperton Zone (CCZ) with different
concentrations (30, 105, 175 and 500 mg/L) and different turbulent shear rates (2.4, 5.7
and 10.4 s−1). The purpose is to reduce the environmental impact by optimizing dis-
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charge conditions in terms of sediment concentration and shear rate. The results have
shown that the flocculation process is most rapid using 500 mg/L abyssal sediment un-
der a shear rate of 2.4 s−1. The simulation results have also evidenced that, under this
condition, sediment deposits relatively fast. As a result, blanking effect caused by plume
dispersion has been limited to a smaller area.

1.4. RESEARCH DESCRIPTION

1.4.1. PROBLEM DEFINITION
As discussed in Section 1.3.2, the environmental effects caused by these sediment plumes
mainly include:

• A new covering bed will be formed after the deposition of sediment plumes, which
causes the alteration of seabed. This blanketing effect closes the feed channels to
the seabed organisms and benthic habitat located on the topsoil (i.e., the first few
centimetres of the seafloor).

• Toxic chemicals are contained in the sediment plumes. Their damage on habitat
could be permanent and the recovery rate is slow (MIDAS, 2016).

According to Boschen et al. (2013), reducing the size of sediment plumes is an effective
measures to limit the environmental impacts caused by plumes. To restrict the spread
of plumes, the design of SMT including its collector, separator and diffuser needs to be
improved to discharge sediment at a higher concentration, which can be achieved by
optimizing the mixture flow and reducing the clean water intake (Helmons, 2019).
Experimental research is a powerful technique to study the plume behaviour and its en-
vironmental impacts. However, a major problem is that experiments sometimes take
a long time due to complex experimental set-up. Compared to experiments, numer-
ical analysis can save time when solving complex problems. Furthermore, numerical
modelling can provide deeper understanding and flexibility for boundary conditions
and sediment types, which is applicable on both model and prototype scale. Previous
numerical studies have noted the significant role of flocculation in limiting plume dis-
persion, but flocculation process has not been modelled explicitly and its effects were
not assessed quantitatively. Spearman et al. (2020) have found that the settling velocities
based on the particle size distribution are much lower than the values measured from
their study which shows the actual behaviour (i.e., flocculation) of particles suspended
in the water column. Therefore, it is essential to develop a numerical model to quantita-
tively study the flocculation process of cohesive sediment and its effect on settlement.

1.4.2. RESEARCH OBJECTIVES
The first objective of this study is to build a numerical model to describe both sedi-
ment transport and flocculation process. The second objective is to verify the numer-
ical model. The verification can be done by checking conservation relationships (e.g.,
mass conservation) and iterative convergence. The third objective is to calibrate the nu-
merical model. This task is carried out through comparing the numerical results with
the experimental work of Enthoven (2021) to find the optimal parameter which gives the
best fit to the experimental data.
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1.4.3. RESEARCH QUESTIONS
The following questions will be addressed in this research:

1. How can flocculation process be modelled ?

2. Which factors influence the flocculation process ?

3. How to solve the coupled flocculation-fluid dynamics model ?

4. How does flocculation process influence the settling behavior ?

1.5. APPROACH
Computational fluid dynamics (CFD) is used to numerically investigate the effects of
flocculation on sediment transport in this study. Sediment suspension is a multiphase
mixture consisting of water and soil particles. The drift-flux model is used for the de-
scription of the multiphase flow (Goeree, 2018). Compared to Euler-Euler method, only
one momentum equation for the mixture needs to be solved in the drift-flux model,
which can greatly reduce computational cost as the number of phases rises. The phase
continuity equations and the mixture momentum equation are discretized using Finite
Volume Method (FVM). Collocated grids are used and the field variables are stored at the
centre of each cell.
The code is developed by the author in OpenFOAM (Open Source Field Operation and
Manipulation) v2006. OpenFOAM is an open source software for developing numerical
solvers and pre-/post-processing tools for CFD. The programming language is C++. The
drift-flux model named driftFluxFoam is available in OpenFOAM, but it only considers
two phases. To model a multiphase system with more than two phases, a multiphase
drift-flux solver developed by Delft University of Technology is used in this study, which
has not been public yet. To model the flocculation process, the author has implemented
a discretized form of population balance equations to describe how sediment popula-
tions change over time. Then, the population balance can be efficiently incorporated in
the phase continuity equations in the drift-flux model. The proposed flocculation mod-
eling technique incorporated as a module into an extended drift-flux model is then used
to study the effect of flocculation on settling process in the verification and calibration
procedure.

1.6. OUTLINE
The thesis is composed of seven themed chapters, including this introductory chapter.
This chapter mainly includes: the background of this study, some key terms, the prob-
lems, the research objectives and questions, the general approach and the thesis struc-
ture. In Chapter 2, the theory of sedimentation and the knowledge of flocculation pro-
cess of cohesive sediment are explained. First, the composition and the properties of
cohesive sediment are elaborated. Subsequently, the physics of flocculation and the pa-
rameters of flocculation models are introduced. Then, four types of settling process are
classified. Besides, the Richardson-Zaki relationship used to calculate settling velocity
is elaborated in this chapter. In Chapter 3, the modelling strategies used in this thesis
are explained. The sediment transport is described by a multiphase drift-flux model. A
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discretized form of population balance equation (PBE) is used to model the population
dynamics. Then, the population balance is efficiently incorporated in the phase con-
tinuity equations in the drift-flux model. The turbulence of the multiphase system is
modelled by a Buoyant k-ε model. In Chapter 4, the FVM discretization procedure for
phase continuity equations and mixture momentum equation is given. Furthermore,
the numerical schemes and the solution algorithm are elaborated. In Chapter 5, the nu-
merical verification is done by examining conservation relationships and by checking
iterative convergence of simulation results. In Chapter 6, the numerical model is cali-
brated against the experiments conducted by Enthoven (2021). Finally, the conclusions
of this thesis and the recommendations for future research are given in Chapter 7.



2
THEORY

2.1. COHESIVE SEDIMENTS

2.1.1. COMPOSITION
Sediments can be classified as cohesive and non-cohesive according to their size. Cohe-
sive sediments are defined as fine sediments with a size less than 63µm (Lumborg and
Vested, 2008). These fine-grained sediments contain clay, silt and fine-grained sand,
mixed with organic compounds (Shrestha and Blumberg, 2005). Clay particles are typi-
cally smaller than 2µm, comprised mainly of illite, kaolinite and montmorillonite (Berla-
mont et al., 1993). The size of fine clay particles can be less than 0.1µm, which are col-
loids in nature and will remain in suspensions due to Brownian motion (Grabowski et
al., 2011). The electromagnetic properties cause clay particles to stick to each other by
organic bounds, forming larger mud flocs. The high proportion of clays are largely re-
sponsible for the nature of cohesive sediments. Silt particles are from 2µm to 63µm,
while the size of sand grains ranges from 63µm up to 2 mm. Silt and sand are dominantly
composed of quartz, which have no effect on cohesion (Maggi, 2005). Silt are commonly
found in sediment suspensions and bed, while sand-sized particles are typically located
at high-energy regions such as fluvial environments (Grabowski et al., 2011). Organic
components in sediment consist of biological organisms, fecal pellets, detritus, nutri-
ents and polymers (Grabowski et al., 2011; Maggi, 2005). Their existence can enhance
the physico-chemical bonds amongst sediment particles and thus alter the stability of
aggregates (Mehta, 1991; van Ledden et al., 2004).

2.1.2. COHESIVENESS
The cohesion of cohesive sediments results from electro-chemical inter-particle forces.
Clay-sized particles are negatively charged at surface surrounded by a dense and high-
concentration cloud of cations in Stern layer (see Figure 2.1). As shown in Figure 2.1,
Guoy layer is adjacent to Stern layer. The union of Stern layer and Guoy layer is called
double layer. In the double layer, the decrease in ζ electrical charge potential at the in-
terface between water and sediment particles is proportional to the concentration of
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ions. The type of minerals and the balance between attractive electrical forces and dif-
fusion within the medium will influence the thickness of this electrical double layer (van
Leussen, 1994). The interaction of the double layers of two approaching particles is the
governing mechanism for particle aggregation. The inter-particle distance determines
whether the resultant electrical force is repulsive or attractive: repulsive forces will sepa-
rate particles, while attractive forces tends to bring two particles closer. If two approach-
ing particles are sufficiently close and the repulsive force can be overcome, inter-particle
collision is possible, which may further induce particle aggregation (Maggi, 2005).

(a) (b)

(c)

Figure 2.1: (a) An illustration of the structure of charges surrounding clay particles.( Maggi, 2005). (b) ζ
potential as a function of the distance to the surface of clay particles (Maggi, 2005). (c) Potential energy as a
function of the distance between two approaching particles’ surfaces. VR and VA are the potential energy for
repulsion and attraction respectively. ∆V is the energy barrier (Valioulis, 1983).



2.2. SETTLING BEHAVIOUR

2

13

2.2. SETTLING BEHAVIOUR

2.2.1. CLASSIFICATION

The settling behaviour of particles is dependent on their nature (e.g, size, cohesive prop-
erties) and concentration, which can be classified into four types:

• Discrete settling

• Flocculent settling

• Hindered settling

• Compression settling

A schematic representation of four types of settling behaviour in a settling column is
given in Figure 2.2.

Figure 2.2: Four types of settling behaviour for sludge (Franco et al., 2007)

2.2.2. DISCRETE SETTLING

Discrete settling refers to the settling process in which individual particles fall freely
without interactions with other particles and without the tendency to flocculate. In the
case, a spherical particle settling in a liquid is under the influence of the gravitational
force Fg , buoyancy Fb and the frictional drag force Fd . Once released, the particle will
accelerate until it reaches the terminal settling velocity when the three forces are in equi-
librium:

Fg −Fb = Fd (2.1)

The frictional drag force can be calculated by:

Fd = 1

2
Cdρ f v2

t A (2.2)

where Cd is the drag coefficient, A is the sectional or projected area of a particle normal
to the settling direction and it equals to π

4 d 2
p in case of a perfect round particle, and dp is
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the diameter of a spherical solid particle. The resultant force Fr of the gravitational force
and buoyancy can be calculated by:

Fr = Fg −Fb = (ρp −ρ f )g
πd 3

p

6
(2.3)

where ρp is the density of the solid particle and ρ f is the density of liquid. Combining
Eq.(2.1), Eq.(2.2) and Eq.(2.3), the force equilibrium can be rewritten as:

1

2
Cdρ f v2

t A = (ρp −ρ f )gV (2.4)

Then, the terminal velocity of a spherical particle can be derived as:

vt =
√

4(ρp −ρ f )dp g

3Cdρ f
(2.5)

The drag coefficient Cd can be written as:

Cd = 4(ρp −ρ f )g dp

3ρ f v2
t

(2.6)

For non-spherical particles, a shape factor defined in Eq.(2.7) is introduced (Wadell,
1932).

Ψ= Ar educed

A
(2.7)

where Ar educed is the reduced surface area of an equivalent spherical particle and A is
the actual surface area of a particle. Ψ equals to 1 for a spherical particle.
Thus, a general formula for the terminal settling velocity considering particle shape can
be derived as:

vt =
√

4(ρp −ρ f )Ψdp g

3Cdρ f
(2.8)

Ferguson and Church (2004) derived the terminal settling velocity from dimensional
analysis. The involved parameters include soild particle diameter dp , fluid viscosity ν f ,
fluid density ρ f and solid particle density ρp .
The particle Reynolds number Rep is defined as:

Rep = ρ f |vr |dp

ν f
(2.9)

where vr is the relative velocity between the particle and the liquid and it is given by:

vr = vp − v f (2.10)

where vp is the velocity of particle and v f is the velocity of the liquid.
For small particles with a low particle Reynolds number (Rep < 1), particle settling is
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mainly resisted by the viscous drag force caused by laminar flow. The equation converges
on Stoke’s law and it can be expressed as:

vt =
Rg d 2

p

C1ν f
(2.11)

where R is the submerged specific weight of the particle which can be calculated by
Eq.(2.12). R takes the value of 1.65 for quartz in fresh water. C1 is a constant with a
theoretical value of 18. For natural grains, a higher value of C1 can be expected which
can reach 24 (Ferguson and Church, 2004).

R = ρp −ρ f

ρp
(2.12)

For large particles with Rep ranging from 103 to 105, the settling is mainly resisted by
the turbulent drag force of the wake behind each grain. The terminal settling velocity is
given by:

vt =
√

4Rg dp

3C2
(2.13)

C2 is the drag coefficient Cd , which can be calculated by Eq.(2.6). C2 ≈ 0.4 for smooth
spheres and C2 ≈ 1 ∼ 1.2 for natural grains (Ferguson and Church, 2004; Goeree, 2018).
Combining Eq.(2.11) and Eq.(2.13), an explicit equation for the terminal velocity as a
function of particle diameter dp was developed (Ferguson and Church, 2004):

vt =
Rg d 2

p

C1ν f + (0.75C2Rg d 3
p )

1
2

(2.14)

For small Rep , the terminal velocity obtained by Eq.(2.14) approximates that obtained
by Eq.(2.11) for Stokes flow. Similarly, for large Rep , the result obtained by Eq.(2.14) is
asymptotic to that calculated by Eq.(2.13). The settling velocity as a function of particle
diameter with three different combinations of C1 and C2 values is illustrated in Figure
2.3. The discrete settling behaviour is dominant when sediment particles are of low con-
centration and have little tendency to flocculate. In the case, interference among par-
ticles are weak and the overall settling behaviour shows the characteristics of discrete
settling zone in Figure 2.2.

2.2.3. FLOCCULENT SETTLING

The term ’flocculent settling’ refers to settling in which suspended particles tend to floc-
culate, forming larger flocs with higher settling velocities (Haan et al., 1994). The theory
of flocculation is given in Section 2.3. In the flocculent settling stage, aggregation occurs
and floc size grows while settling, which leads to an increasing settling velocity. Com-
pared to discrete settling, a non-constant settling velocity is observed in the flocculent
settling zone. As settling proceeds, particles accumulate at the bottom and they are more
likely to interact, which form flocs more efficiently (Sperling, 2007).
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Figure 2.3: Relationship between the terminal settling velocity and particle diameter determined by Eq.(2.14).
Settling velocity is calculated using three combinations of C1 and C2. Hindered effect is not considered here.

2.2.4. HINDERED SETTLING

The settling velocity of a group of particles are reduced due to the impedance of neigh-
bouring particles which leads to an increase in drag force. This phenomena is named
as hindered settling. The hindered settling velocity can be calculated using an empirical
equation which is a function of the total volume concentration of solids (Richardson and
Zaki, 1954):

vhs,k = vt ,kVhs (αs ) (2.15)

where:

vhs,k : the hindered settling velocity of particles belonging to phase k.

vt ,k : the terminal settling velocity of particles belonging to phase k, which can be
calculated by Eq.(2.14).

Vhs (αs ): the hindered settling function. The value can be calculated by Eq.(2.18).

αs : the total volume concentration of sediment.

When the hindered settling velocity is relative to liquid, the hindered settling function
becomes (Mirza and Richardson, 1979):

Vhs (αs ) = (1−αs )n−1 (2.16)
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where n is the hindered settling exponent or Richardson and Zaki index. Rowe (1987)
proposed an empirical equation to approximate n:

n =
4.7+0.41Re0.75

p

1+0.175Re0.75
p

(2.17)

where Rep can be calculated by Eq.(2.9).
Basson et al. (2009) has suggested that the value of hindered settling function should be
zero whenαs exceeds the loose sediment packing limitαs,max . For clay materials,αs,max

approximates 0.45 (Goeree, 2018). Therefore, an modified hindered settling function can
be rewritten as:

Vhs =
{

(1−αs )n−1 αs < αs,max

0 αs ≥ αs,max
(2.18)

The hindered effect is not obvious when sediment concentration is low. As settlement
proceeds and sediment particles accumulate at the middle and the lower parts of the
settling column and thus the concentration of sediment αs increases gradually, the hin-
dered effect becomes dominant in the delayed settling zone. As a result, the settling ve-
locity is reduced due to rising sediment concentration according to Eq.(2.15) and Eq.(2.16).
The hindered effect described by Eq.(2.18) is more significant in delayed settling zone
(hindered settling stage) and compression settling zone (compression settling stage) shown
in Figure 2.2, where sediment concentration is relatively large.

2.2.5. COMPRESSION SETTLING
Compression settling occurs at the bottom of basin, where a layer of solids with a definite
structure is formed (Haan et al., 1994). At the bottom of the settling column, highly con-
centrated particles are in contact and they can only settle further by compression under
the weight of overlying solids. In this stage, the settling velocity decreases gradually, see
the declining slope of the settling curve in Figure 2.2. This is due to that water is slowly
squeezed out and void space is occupied as solids are compressed.
Modelling compression settling requires to use an extra soil mechanical model account-
ing for soil consolidation. The CFD framework and the soil mechanical model also need
to be coupled. In addition, the time-scale of compression settling stage is much larger
than other types of settling and the duration of this stage is theoretically infinite (Ahern,
2017). Thus, it is not practical to completely simulate the compression settling stage as it
takes too long to simulate. Consequently, compression settling is rarely modelled explic-
itly in CFD (Ahern, 2017). In this research, soil compaction will not be modelled since
this study focuses on the effects of flocculation on settling behaviour.

2.3. FLOCCULATION

2.3.1. DEFINITION
Compared to non-cohesive sediments composed of sand and gravel, fine-grained par-
ticles can bond together to form flocs of larger diameter due to cohesion and this pro-
cess is defined as aggregation, while breakup is the process in which individual particles
separate from each other. It is important to understand the flocculation process of co-
hesive sediments in sediment plumes generated by deep-sea mining operations, since it
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influences the PSD (Particle Size Distribution) which represents the relative fraction of
particles according to their size. A dynamic PSD will be present during flocculation pro-
cess due to particle aggregation and breakup, which will cause the variation of settling
velocities. Consequently, plume dispersion behaviour is influenced by flocculation.
In the study of Dyer (1989), flocs are classified into microflocs and macroflocs by their
sizes. The size of microflocs ranges from 10 to 20 µm while marcroflocs are of the order
of milimeters. Microflocs are generally of higher density than macroflocs. Thereby, the
strength of the microflocs is larger than that of macroflocs since particles are densely
packed in the microflocs. When the size of macroflocs approaches the turbulent Kol-
mogorov microscale, they will break up (Dyer, 1989).

2.3.2. AGGREGATION

In the theory of collision induced aggregation, collisions are essential for particles to
adhere together, forming larger flocs. Collisions could occur among multiple particles,
but the probability of collisions involving only two particles is dominant. Therefore, it
is reasonable to only consider collisions that occur between two approaching particles
(Smoluchowski, 1916; Thomas et al., 1999).

COLLISION FREQUENCY

The frequency of collisions can be characterized by a frequency function βi j for two
colliding particles of size class i and j. Collision process is mainly governed by three
mechanisms: Brownian motion, turbulent shear and differential settling.

Brwonian Motion
Brownian motion refers to random movement of particles in suspension motivated by
thermal energy. It is dominant for particles smaller than 1µm and its effect on floccu-
lation process becomes negligible when particles are larger than 2µm (Eisma, 1986; van
Leussen, 1994). For Brownian motion, the collision frequency function βi j is related to
the absolute temperature T , the dynamic viscosity of the fluid µ and the diameters of
two colliding particles di and d j ., which can be expressed as (Lick et al., 1993):

βi , j =
2K T (di +d j )2

3µdi d j
(2.19)

where K is the Boltzmann constant, which equals to 1.38064852×10−23 JK−1.

Turbulent Shear
The relative motion between particles induced by fluid shear can also cause collisions.
Adequate turbulence can increase the collision frequency thus enhancing particle ag-
gregation, while too large turbulent shear stress induces breakup of flocs. The frequency
function for turbulent shear induced collision can be expressed as (Camp, 1943):

βi , j = G

6
(di +d j )3 (2.20)



2.3. FLOCCULATION

2

19

where G is the turbulent shear rate in the fluid, which can be approximated by (Camp,
1943; Saffman and Turner, 1956):

G = (
ε

ν
)

1
2 (2.21)

where ε is the turbulent kinetic energy dissipation rate and ν is the kinetic viscosity of
liquid.

Differential Settling
Differential settling is the process that large and fast particles capture small and slow par-
ticles forming larger flocs in a suspension. In this case, the collision frequency function
is related to the difference between the settling velocities wsi and ws j of two particles
belonging to size class i and j. It can be expressed by (Lick et al., 1993):

βi , j = π

4
(di +d j )2|wsi −ws j | (2.22)

Total collision frequency function
The total collision frequency function βTot al

i , j can be calculated by summing up the col-

lision frequency functions under the three mechanisms:

βTot al
i , j = 2K T (di +d j )2

3µdi d j
+ G

6
(di +d j )3 + π

4
(di +d j )2|wsi −ws j | (2.23)

A schematic representation of βi , j under the three mechanisms and the total collision
frequency βTot al

i , j is shown in Figure 2.4. Figure 2.4 (a), (b) and (c) represents the col-

lision frequencies as a function of the sizes of two colliding particles under the mech-
anism of Brownian motion, turbulent shear and differential settling respectively. The
total collision frequency function is shown in Figure 2.4 (d). A comparison of the values
of collision frequency functions under the three mechanisms is shown in Figure 2.4 (e).
It can be observed that differential settling governs collision frequency as the sizes of two
colliding particles become increasingly different.
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(a) βi , j for Brownian motion (b) βi , j for turbulent shear [G = 50s−1]

(c) βi , j for differential settling (d) Total collision frequency function βTot al
i j
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(e) A cross section of total collision frequency function at di = 5µm

Figure 2.4: Collision frequency functions under different mechanisms. Used parameters are: (a) T =293K (20◦)
(b) G = 50s−1 (c) Settling velocity w is determined by Eq.(2.14). C1 = 18, C2 = 0.44, R=1.65, g = 9.81m/s2,
µ= 10−3Pa · s, ν= 10−6m2/s. For simplicity, hindered settling effect is not considered here. (d) Total collision
frequency function given by Eq.(2.23). (e) A cross section of total aggregation frequency function at di = 5µm.
The collision frequency is zero for differential settling interrupts at di = d j = 5µm because

βi j = π
4 (di +d j )2|wsi −ws j | = 0. Similar figures can be found in the research conducted by Maggi (2005).
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COLLISION EFFICIENCY

Not all particle collisions lead to aggregation. The probability of aggregation of two parti-
cles belonging to size class i and j after collision can be described by a collision efficiency
function Ai , j . For collision induced by Brownian motion, Valioulis (1983) has pointed
out that:

• Hydrodynamic and van der Waals forces (i.e., attraction and repulsion between
particles) influence the collision probability. As van der Waals forces become of
shorter range, hydrodynamics forces are dominant for the collision process of two
approaching particles.

• Collision efficiency increases with increasing Hamaker constant, which is defined
in Eq.(2.24) and represents the strength of the van der Waals force (Hamaker, 1937).
However, the enhancement decreases when two colliding particles are of increas-
ingly different size.

• Hydrodynamic forces reduce collision efficiency and this effect becomes more
pronounced for particles which are similar in size.

Hamaker Constant =π2C N1N2 (2.24)

where C is the so-called London coefficient in the particle–particle interaction. N1 and
N2 are the number densities of the size classes of two interacting particles.
For shear induced inter-particle collision, Adler (1981) analyzed the collision efficiency
for two unequal particles in a simple shear flow, considering the influence of hydrody-
namic interactions rigorously. Adler found that aggregation between particles of similar
size is favoured over aggregation between particles of different size in most cases. The
detailed expression for collision efficiency can be found in his study.
For differential settling induced aggregation, Shafrir and Neiburger (1963) theoretically
computed collision efficiencies as a function of the radii for water droplets in air. To
verify these theoretical values, Levin et al. (1973) experimentally determined the colli-
sion efficiencies for droplets with radius less than 120 µm falling through cloud droplets.
Due to experimental set-ups, the difference between the experimental and the theoret-
ical results is large. To bridge the difference, an modified analytical expression which is
consistent with experimental results can be found in the study of Valioulis (1983):

Ai , j = A0 + A1 + A2 + A3 + A4

r1 = min(ri ,r j ),r2 = max(ri ,r j )

A0 = 0.95− (0.7−0.005r2)4(7.92−0.12r2 +0.001r 2
2 )

A1 =−(
r1

r2
−0.5)2

A2 =−1.5exp[−(0.0015r 2
2 +8)

r1

r2
]

A3 =−(1−0.007r2)exp[−0.651r2(1− r1

r2
)]

A4 =
{

0 r2 < 20µm

exp[−30(1− r1
r2

)] r2 ≥ 20µm

(2.25)
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The collision efficiency obtained by Eq.(2.25) is plotted in Figure 2.5. When r1 is fixed, a
reduction in collision efficiency is observed with an increase in the relative particle size
r1
r2

. When the relative particle size r1
r2

is fixed, collision efficiency is larger for a higher
value of r1. This reveals that aggregation between larger particles of different sizes is
favoured. It should be noted that Eq.(2.25) was developed for droplets and has not been
examined for soil particles so far.
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Figure 2.5: Collision efficiencies computed from Eq.(2.25) (Valioulis, 1983)

Nonetheless, collision efficiencies under the three mechanisms are often not distinguished
and they are written as an empirical constant, which is estimated by data fitting tech-
nique (Golzarijalal et al., 2017; Maggi, 2005; Shen et al., 2018). A summary of the collision
efficiencies proposed by various researchers is listed in the Table 2.1.
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Author Expressions Comment

Pruppacher and
Klett (1996);
Maggi(2005)

Ai , j = d 2
i

2(di+d j )2

Collision efficiency
increases with the increasing

ratio di
d j

(Maggi, 2005)

Spicer et al.(1996);
Maggi(2005);Verney

et al.(2011); Shen
et al.(2018);

Ai , j =constant
Collision efficiency is

constant and is independent
of particles size

Vajihinejad and
Soares (2018)

Ai , j = (Amax − Ami n)e−kd t + Ami n

Collision efficiency due to
chain relaxation of

polymers.

Table 2.1: Collision efficiencies used in literature

2.3.3. BREAKUP

Breakup occurs when the imposed external force on flocs exceed the floc strength. Tur-
bulent shear (Spicer et al., 1996) and particle collisions (Serra and Casamitjana, 1998)
can both induce breakup of flocs. Breakup process can be described by a breakup fre-
quency function Si , j and by a breakup distribution function Γi , j . The breakup frequency
function Si , j describes the amount of break-up of flocs per unit time and the breakup
distribution function Γi , j represents daughter floc size distribution due to breakup of
parent flocs.

BREAKUP FREQUENCY FUNCTION

Breakup induced by turbulent shear
For turbulent shear induced floc breakup, the general form of breakup frequency func-
tion Si can be expressed as:

Si = Eb ·Gb ·di (2.26)

where Eb and b are empirical values and are determined by data fitting. As shown in Eq.
(2.26), the breakup frequency monotonically increases with shear rate G and particle di-
ameter di .
In the study of Shen et al. (2018), a similar form of breakup function proposed by Win-
terwerp (1998) was used.

Si = EbG(
di −dP

dP
)3−n f · (

µG

F y/d 2
i

)
1
2 (2.27)

where dP is the size of primary or smallest particles. Fy is the floc strength and a value of
10−10 Pa has been used in many studies (Maggi, 2005; Shen et al., 2018). n f is the fractal
dimension which describes fractality of flocs. A detailed elaboration of n f can be found
in the study of Maggi (2005). The typical value of n f ranges from 2.3 to 3 (Maggi, 2005;
Shen et al., 2018).
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Breakup induced by particle collisions
Breakup of flocs can also be induced by particle collisions. Under this mechanism, the
breakup frequency function is non-linear (Maggi, 2005; Serra and Casamitjana, 1998):

Si , j =
jmax∑
j=1

κcβi , j N j (2.28)

where N j is the number density of particles belonging to size class j and κc is the prob-
ability of breakup induced by collision (Serra and Casamitjana, 1998). Maggi (2005) has
pointed out that the knowledge about κc is limited and its value is negligible at low vol-
ume concentration. In addition, collisions at low shear rate can hardly cause breakup
due to insufficient energy (Serra and Casamitjana, 1998). Consequently, this term is usu-
ally neglected.

Total breakup frequency function
The total breakup frequency function STot al

i , j can be written as a linear superposition of

the two breakup function:

STot al
i , j = Eb ·Gb ·di +

jmax∑
j=1

κβi , j N j (2.29)

The second term is usually neglected when breakup of flocs caused by particle collisions
is not considered or is negligible.

BREAKUP DISTRIBUTION FUNCTION

It is difficult to experimentally determine the size distribution of daughter flocs pro-
duced by breakup of a parent floc. Only theoretical breakup distribution functions are
available and data fitting technique has been used to find the optimal breakup distribu-
tion function that could best fit experimental data (Maggi, 2005; Shen et al., 2018). Some
theoretical breakup distribution functions proposed in the previous literature are listed
in Table 2.2. The binary breakup distribution means that a parent floc breaks up into two
identical ones with a particle volume equal to half of the parent floc.

2.4. FLOCCULATION MODEL
Aggregation and breakup of flocs result in the change of number density, size and settling
velocity of particles. Population balance equations (PBEs) have been used to describe
flocculation process in many scientific research (Maggi, 2005; Quezada, Ramos, et al.,
2020; Runkana et al., 2006; Shen et al., 2018; Vanni, 2000; Verney et al., 2011). PBEs
can describe the time and spatial variation of the number density of particles due to
aggregation and breakup process. Three popular methods are widely used to solve PBEs:
discretization method(Kumar and Ramkrishna, 1996), Monte Carlo method (Hashemian
and Armaou, 2016) and the method of moments(Marchisio and Fox, 2005).
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Author Expressions Comment

Spicer
et al.(1996)

Γi , j = 2, if
v j

vi
= 2

Γi , j = 0, otherwise

Binary breakup
distribution;vi is the
volume of a particel

belonging to size class i

Spicer
et al.(1996)

Γi , j = 1, if
v j

vi
= 2

Γi , j = 2 , if
v j

vi
= 4

Γi , j = 0, otherwise

Ternary breakup
distribution

Spicer
et al.(1996) Γi , j = v j

vi

∫ bi
bi=1

1p
2πσ f

exp(− (v−v f a )2

2σ2
f

)d v
Gaussian breakup

distribution

Table 2.2: Some theoretical breakup distribution functions proposed in previous literature

2.4.1. POPULATION BALANCE EQUATION
A general form of PBE can be written as (Maggi, 2005):

∂Nk

∂t
+∇· (Nk uk ) =Gag g r,k −Lag g r,k +Gbr k,k −Lbr k,k +Gother,k −Lother,k (2.30)

where

• Nk : The number density of particles belonging to size class k. It is defined as the
number of particles per unit volume.

• Gag g r,k : Gain of the number density of particles belonging to size class k from
aggregation of smaller particles.

• Lag g r,k : Loss of the number density of particles belonging to size class k due to
aggregation with other particles.

• Gbr k,k : Gain of the number density of particles belonging to size class k due to
breakup of larger particles.

• Lbr k,k : Loss of the number density of particles belonging to size class k due to
breakup of particles belonging to size class k.

• Gother,k ,Lother,k : Gain/Loss of number density of particles belonging to size class k
due to other activities (e.g., chemical and biological reactions ). The two terms are
not always present in Eq. (2.30). If production or destruction of particles caused
by chemical or biological activities are not considered, the terms are neglected.

Other similar forms of PBEs can be found in previous research works (Golzarijalal et al.,
2017; Maggi, 2005; Shen et al., 2018; Verney et al., 2011).





3
MODELLING STRATEGIES

3.1. SEDIMENT TRANSPORT
Sediment suspensions is a multiphase system which consists of one carrier fluid (i.e.,
sea water) and multiple dispersed phases (i.e., sediment). Each phase is a continnum
characterized by a specific density, viscosity and particle size. Therefore, particles of the
same size belong to one dispersed phase or size class and they occupy certain volume in
space which can be described by a volume concentration.
The dynamics of this multiphase system are usually solved by three different methods:
CFD-DEM (Computational Fluid Dynamics/Discrete Element Method), Euler-Euler method,
and drift-flux modelling.

CFD-DEM
The most computationally intensive one is called CFD-DEM (Computational Fluid Dy-
namics/Discrete Element Method) (Tsuji et al., 1993). The motion of each sediment par-
ticle is described by Newton’s law in DEM. The carrier flow is modelled as a continuum
and its motion is solved by CFD. A major disadvantage of this method is that DEM is
computationally intensive. The maximum number of sediment particles and simula-
tion time are restricted by computational power. Therefore, this approach is not used in
this study.

Euler-Euler method
In Euler-Euler method, each phase is modelled as a continnum, the motion of which is
described by a phase continuity equation and a momentum equation (Gidaspow, 1994).
The phase continuity equation and momentum equation need to be numerically solved
for each phase separately. The phase transition terms and inter-phase forces also need
to be considered for each phase. The approach is adequate for a two or three-phase
system. As the number of phases increase, the approach is infeasible since the number
of equations becomes prohibitively large and inter-phase forces become very complex,
leading to a substantial increase in computational cost and complexity. In this study, the

27
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simulated sediment suspensions will consist of multiple phases. Therefore, Euler-Euler
method is not used in this study.

Drift-flux modelling
A multiphase drift-flux model, which can be viewed as a simplified version of Euler-Euler
method, is used in this study. The phase continuity equations need to be solved for each
phase, while the momentum equation only needs to be solved for the mixture (Goeree,
2018). Computational power is therefore saved. The details of drift-flux model are given
in Section 3.1.1.

3.1.1. DRIFT-FLUX MODELLING

DEFINITIONS

Following quantities are defined which will be used in the following equations of drift-
flux model. Similar definitions can be found in the thesis of Goeree (2018).
The volume concentration of sediment or liquid phase k is defined as the ratio of its
volume vk and the total volume of all phases vtot al . According to this definition, the
volume concentration of phase k can be expressed as:

αk = vk

vtot al
(3.1)

The total volume vtot al is the summation of the volume of each phase:

vtot al =
Ntot∑
k=1

vk (3.2)

where Ntot is the total number of phases, including dispersed phases and carrier fluid.
The summation of volume concentration of each phase should be equal to one, which
means:

Ntot∑
k=1

αk = 1 (3.3)

The density of the mixture can be calculated by:

ρm =
Ntot∑
k=1

αkρk (3.4)

where ρk is the particle density of phase k and k = 1 denotes the liquid phase.
If the velocity of phase k is denoted as uk , the mixture velocity um can be calculated by
the mass weighted averaging:

um =
Ntot∑
k=1

ck uk (3.5)

where ck denotes the mass fraction, which is given by:

ck = ρkαk

ρm
(3.6)
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The relative velocity of phase k is defined as the difference between the velocity of phase
k uk and the velocity of the carrier fluid u f :

ukr = uk −u f (3.7)

For the liquid phase, uk equals to u f , which means the relative velocity ukr equals to 0.
The diffusion velocity ukm is defined as the difference between the velocity of phase k
uk and the mixture velocity um :

ukm = uk −um (3.8)

The combination Eq.(3.5), Eq.(3.6) and Eq.(3.8) gives:

Ntot∑
k=1

αkρk uk = ρm um = (
Ntot∑
k=1

αkρk )um

Ntot∑
k=1

αkρk (uk −um ) =
Ntot∑
k=1

αkρk ukm = 0

(3.9)

Combining Eq.(3.5), Eq.(3.7) and Eq.(3.8), the diffusion velocity can be rewritten as:

ukm = uk −um

= uk −
Ntot∑
k=1

ck uk

= (ukr +u f )−
Ntot∑
k=1

ck (ukr +u f )

= ukr −
Ntot∑
k=1

ck ukr

(3.10)

PHASE CONTINUITY EQUATION

The phase continuity equation for phase k can be written as:

∂αkρk

∂t
+∇· (αkρk uk ) =Λ′

k (3.11)

Since ρk is a constant for each individual phase, Eq.(3.11) can be rewritten as:

∂αk

∂t
+∇· (αk uk ) =Λk (3.12)

where the source termΛk = Λ′
k

ρk
represents the transition from other phases into phase k

in terms of volume concentration per unit time.

MOMENTUM EQUATION

The momentum equation for phase k is given by:

∂αkρk uk

∂t
+∇· (αkρk uk uk ) =−∇αk pk +∇· (αk Tk +αk Tk

T )+αkρk g +αk mk (3.13)
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pk is the pressure of phase k. The stress tensor Tk represents the viscous stress while
the stress tensor T T

k represents the turbulent stress. g is the gravitational acceleration
vector. The source term mk represents the interacting force between phase k and other
phases.
The mixture momentum equation can be obtained by summing momentum equations
for all phases.

∂
∑Ntot

k=1 αkρk uk

∂t
+∇·

Ntot∑
k=1

(αkρk uk uk )

=−∇
Ntot∑
k=1

αk pk +∇·
Ntot∑
k=1

(αk Tk +αk Tk
T )+

Ntot∑
k=1

αkρk g +
Ntot∑
k=1

αk mk

(3.14)

Substitute of Eq.(3.4) and Eq.(3.5) into Eq.(3.14) gives the mixture momentum equation:

∂ρm um

∂t
+∇·(ρm um um ) =−∇pm+∇·(Tm+Tm

T −
Ntot∑
k=1

αkρk ukm ukm )+ρm g +mm (3.15)

where the source term mm = ∑N
k=1αk mk equals to zero as all internal forces cancel out

with each other. Thus, Eq.(3.15) can be rewritten as:

∂um

∂t
+∇· (um um ) =− 1

ρm
∇pm + 1

ρm
∇· (Tm +Tm

T )−∇· (
Ntot∑
k=1

ck ukm ukm )+g (3.16)

3.2. FLOCCULATION MODELLING

3.2.1. THE DISCRETIZED FORM OF POPULATION BALANCE EQUATION
In this study, a discretized form of PBEs is used (Hounslow et al., 1988; Spicer and Pratsi-
nis, 1996). Different from the original PBEs present in the literature, an advection term
∇·(αk uk ) is included in this study to account for the bulk motion of sediment. In this dis-
cretized method, the continuous particle size distribution is divided into discrete num-
ber of size classes. Each size class is characterized by a specific diameter. Particles of the
same size belong to one size class. The division of different size classes is based on:

vi+1

vi
= 2 (3.17)

If particles are spherical, Eq.(3.17) can be rewritten as:

di+1

di
= 2

1
3 (3.18)

Based on this rule, the discretized form of PBE can be written as:

d Nk

d t
+∇· (Nk uk ) =

k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j Nk−1N j + 1

2
Ak−1,k−1βk−1,k−1N 2

k−1

−
k−1∑
j=1

2 j−k Ak, jβk, j Nk N j −
kmax∑
j=k

Ak, jβk, j Nk N j −Sk Nk +
kmax∑

j=k+1
Γk, j S j N j

(3.19)
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HA, β, S and Γ have already been defined in Section 2.3.

• Ak, j : the efficiency of collision between two particles belonging to size class k and
j.

• βk, j : the frequency of collision between two particles belonging to size class k and
j.

• Sk : the breakup frequency of particles belonging to size class k.

• Γk, j : the breakup distribution function, which represents the percentage of par-
ticles belonging to size class k produced by the breakup of particles of size class
j.

The meaning of each term in Eq.(3.19) is listed below.

• d Nk
d t : the change of the number density Nk of particles belonging to size class k

over time.

• ∇· (Nk uk ): the spatial advection of Nk .

•
∑k−2

j=1 2 j−k+1 Ak−1, jβk−1, j Nk−1N j : the formation of particles belonging to size class
k by aggregation of smaller particles of unequal size.

• 1
2 Ak−1,k−1βk−1,k−1N 2

k−1: the formation of particles belonging to size class k by ag-
gregation of equal-sized particles belonging to size class k-1.

• −∑k−1
j=1 2 j−k Ak, jβk, j Nk N j : the loss of particles belonging size class k due to their

aggregation with smaller particles.

• −∑kmax
j=k Ak, jβk, j Nk N j : the loss of particles belonging size class k due to their ag-

gregation with equal-sized or larger particles. kmax is the total number of dis-
persed phases.

• −Sk Nk : the loss of particles belonging to size class k due to breakup of particles
belonging to size class k.

•
∑kmax

j=k+1Γk, j S j N j : the formation of particles belonging to size class k due to breakup

of larger particles.

Besides, three additional assumptions are made to guarantee the mass conservation:

• Primary or smallest particles cannot break up any more.

• Largest particles cannot aggregate any more.

• Soil particles will not be transformed into water particles.
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3.3. CFD-PBE COUPLING

To model the effect of flocculation, no additional equation is needed to couple fluid dy-
namics and population dynamics. The number density can be related the volume con-
centration by particle volume which is constant over time.

Nk = αk

vk
(3.20)

Using Eq.(3.20), Eq.(3.19) can be reformulated in terms of volume concentration:

∂αk

∂t
+∇· (αk uk )

= (
k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j Nk−1N j + 1

2
Ak−1,k−1βk−1,k−1N 2

k−1 −
k−1∑
j=1

2 j−k Ak, jβk, j Nk N j

−
kmax∑
j=k

Ak, jβk, j Nk N j −Sk Nk +
kmax∑

j=k+1
Γk, j S j N j )vk

(3.21)

Eq.(3.12) and Eq.(3.21) are intrinsically the same equation. The phase transition term
Λk in Eq.(3.12) equals to the RHS of Eq.(3.21) which represents the transition into the
dispersed phase k from other dispersed phases due to aggregation and breakup. Thus,
we can obtain that:

Λk = (
k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j Nk−1N j + 1

2
Ak−1,k−1βk−1,k−1N 2

k−1 −
k−1∑
j=1

2 j−k Ak, jβk, j Nk N j

−
kmax∑
j=k

Ak, jβk, j Nk N j −Sk Nk +
kmax∑

j=k+1
Γk, j S j N j )vk

(3.22)

3.4. TURBULENCE MODELLING

Turbulence is the motion of fluid where the velocity and pressure field develop chaoti-
cally. DNS (Direct Numerical Simulation) can solve the Navier-Stokes equations numer-
ically without any turbulence model. However, very small time step and grid size are
required to capture the turbulence, which leads to very large computational cost. To
save computational power, an adequate turbulence model is needed to describe time
and space dependent turbulent behaviour of multiphase flows. Two turbulence mod-
els are widely used in numerical simulations: Reynolds averaged Naiver-Stokes (RANS)
and Large Eddy Simulations (LES). Compared to LES, RANS requires less computational
cost. Besides, RANS has been successfully implemented to simulate flocculation process
in turbulent flows (Klassen, 2017; Lee Byung Joon, 2014). In this study, a buoyant k − ε
RANS turbulence model is used.
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3.4.1. RANS EQUATIONS

In RANS model, an instantaneous quantity f (x, t ) is decomposed into one time-averaged
part f̄ (x , t ) and one fluctuating part f

′
(x , t ).

f (x , t ) = f̄ (x , t )+ f ′(x , t ) (3.23)

The time-averaged part can be expressed as:

f̄ (x , t ) = lim
N−→∞

N∑
n=1

fn(x , t ) (3.24)

where x is the position vector and t is the time. The time-averaged values of fluctuating
quantities are zero.

f ′(x , t ) = 0 (3.25)

By applying Eq.(3.23) into Eq.(3.11), the following ReynoldS-averaged phase continuity
equation for phase k can be obtained:

∂αk

∂t
+∇· (αk uk ) =−∇· (α′

k u′
k )+Λk (3.26)

where −∇· (α′
k u′

k ) represents turbulent diffusion. It can be approximated by:

−∇· (α′
k u′

k ) ≈−νt∇2αk (3.27)

νt is the turbulent viscosity which can be calculated by Eq.(3.36). According to Eq.(3.23)

and Eq.(3.25), Λk +Λ′
k = Λk , where the time-averaged value of the instantaneous term

is zero. Thus, the time-averaged phase transition termΛk caused by flocculation can be
expressed as:

Λk =Λk,1 +Λk,2 +Λk,3 +Λk,4 +Λk,5 +Λk,6 (3.28)
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where

Λk,1 =
k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j (Nk−1 +N ′
k−1)(N j +N ′

j )vk

=
k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j Nk−1 N j vk +
���

���
���

���
��

k−2∑
j=1

2 j−k+1 Ak−1, jβk−1, j N ′
k−1N ′

j vk

Λk,2 =
1

2
Ak−1,k−1βk−1,k−1(Nk−1 +N ′

k−1)(Nk−1 +N ′
k−1)vk

= 1

2
Ak−1,k−1βk−1,k−1Nk−1 Nk−1vk +

(((
((((

(((
((((1

2
Ak−1,k−1βk−1,k−1N ′

k−1N ′
k−1vk

Λk,3 =−
k−1∑
j=1

2 j−k Ak, jβk, j (Nk +N ′
k )(N j +N ′

j )vk

=−
k−1∑
j=1

2 j−k Ak, jβk, j Nk N j vk −
���

���
���

��k−1∑
j=1

2 j−k Ak, jβk, j N ′
k N ′

j vk

Λk,4 =−
kmax∑
j=k

Ak, jβk, j (Nk +N ′
k )(N j +N ′

j )vk

=−
kmax∑
j=k

Ak, jβk, jβk, j Nk N j vk −
���

���
���kmax∑

j=k
Ak, jβk, j N ′

k N ′
j vk

Λk,5 =−Sk (Nk +N ′
k )vk =−Sk Nk vk

Λk,6 =
kmax∑

j=k+1
Γk, j S j (N j +N ′

j )vk

=
kmax∑

j=k+1
Γk, j S j N j vk

(3.29)

N ′N ′ represents the local number density fluctuations. This term can be assumed to be
small and can thus be neglected. Besides, the author has not found a way to approximate
this term.
Similarly, the time-averaged mixture momentum equation is given by:

∂um

∂t
+∇· (um um ) =−∇pm

ρm
+ 1

ρm
∇· (Tm +Tm

T )−∇· (
Ntot∑
k=1

ck ukm ukm )+g (3.30)

The time-averaged viscous stress term is expressed as:

Tm =µ∇um (3.31)

The turbulent stress T T
m is:

T T
m =−ρm u′u′ (3.32)

The term ukm ukm is approximated by Eq.(3.33). The fluctuation is also neglected.

ukm ukm ≈ ukm ukm (3.33)
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3.4.2. BUOYANT K-ε MODEL
In this multiphase problem, the presence of dispersed phases will influence the turbu-
lence. It has been found that unequal distribution of the dispersed phases in the set-
tling tank can cause density stratification which will produce turbulent kinetic energy
k (Brennan, 2001). To model this effect, a buoyancy modification term is added to the
standard k-εmodel developed by Rodi (2017). This modified turbulence model is known
as buoyant k-ε model, in which an additional buoyancy generation term Gk is added to
model the influence of density stratification on turbulent kinetic energy k.
The turbulent kinetic energy is defined as:

k = 1

2
|u′|2 = 1

2
(u′2 + v ′2 +w ′2) (3.34)

The Reynolds stress in Eq.(3.32) is calculated by:

−u′
i u′

j = νt (
∂ui

∂x j
+ ∂u j

∂xi
)− 2

3
kδi j (3.35)

where νt is the eddy viscosity which is given by Eq.(3.36) and δi j is the Kronecker δ.

νt =Cν
k2

ε
(3.36)

where Cν is a constant which equals to 0.09. This value is obtained by data fitting tech-
nique for numerous turbulent flows (Versteeg and Malalasekera, 1995).
Buoyant k-ε is a two-equation model, which uses transport equations of turbulent ki-
netic energy k and of turbulent dissipation rate ε to achieve the closure. The turbulent
kinetic energy transport equation is given by:

∂k

∂t
+∇· (ku) =∇· (ν+ νt

σk
∇k)+Pk +Gk −ρε (3.37)

where Pk is the turbulent kinetic energy production term, which is given by:

Pk = νt (
∂ui

∂x j
+ ∂u j

∂xi
)
∂ui

∂x j
(3.38)

Gk is the buoyancy production or consumption term:

Gk = gi

ρr

νt

σt

∂ρ

∂xi
(3.39)

The turbulent dissipation rate transport equation is given by:

∂ε

∂t
+∇· (εu) =∇· (ν+ νt

σk
∇ε)+C1ε(Pk +Gk −C3εGk )−C2ε

ε2

k
(3.40)

The coefficients used in Eq.(3.38) and Eq.(3.40) is given in Table 3.1.
The turbulent boundary layer exists near the wall. Very fine mesh size is required to
resolve this near-wall region. Therefore, substantial computational power is required.
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C1ε C2ε C3ε σk σε σt

1.44 1.92 0.8 1.0 1.3 1.0

Table 3.1: Coefficients used in Eq.(3.38) and Eq.(3.40) (Versteeg and Malalasekera, 1995).

Figure 3.1: Typical velocity profile within turbulent boundary layer (Wilcox, 2006). The meaning of U+, y+, κ
and B is given in Eq.(3.41).

An alternative approach is to use wall functions, where the Law of the Wall formulation
is applied to capture the physics between the wall and the adjacent cell centre. The Law
of the Wall introduced by Kármán (1931) states the proportional relationship between
the dimensionless velocity U+ at certain point near the wall and the dimensionless wall
distance y+ which is defined in Eq.(3.41) given by Gersten (2009). Using wall functions
leads to a significant reduction of computational costs. The wall-adjacent cell centre
needs to be located at 30 < y+ < 300, which is in the log layer where Law of Wall holds
(see Figure 3.1).

U+ = 1

κ
y++B+

U+ = U

Uτ

Uτ =
√
τw

ρ

y+ = yUτ

ν

(3.41)

where:
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U+: the dimensionless velocity

κ: the Von Kármán constant

C+: a constant

U : the velocity parallel to the wall

Uτ: the friction velocity

τw : the wall shear stress

y : the absolute distance from the wall





4
NUMERICAL IMPLEMENTATION

4.1. FINITE VOLUME METHOD

4.1.1. DISCRETIZATION
Finite volume method (FVM) is used for discretization of partial differential equations
(PDEs). The computational domain is divided into control volumes (CV) which are
called cells. In the multi-phase drift-flux solver, variables are saved at each cell centre
as collocated grids are used. In each cell, PDEs are integrated over the volume.

DISCRETIZATION OF PHASE CONTINUITY EQUATION

In a fixed 2D cellΩi j , the volume integral of the phase continuity equation is:

∂
∫
Ωi j

αk dΩ

∂t
+

∫
Ωi j

∇· (αk uk )dΩ=
∫
Ωi j

Λk dΩ (4.1)

The advection and diffusion terms can be converted to surface fluxes using the diver-
gence theorem. The surface integral can be approximated by mid-point rule (see Ap-
pendix C of Goeree, 2018). Thus, the second term on the LHS of Eq.(4.1) becomes:∫

Ωi j

∇· (αk uk )dΩ=
∮
∂Ωi j

αk uk · n̂dS ≈∑
(αk uk ) f · n̂ f A f (4.2)

where the subscript f denotes the quantities at cell faces. If notations shown in Figure
4.1 are used, Eq.(4.2) can be further written as:∑

(αk uk ) f · n̂ f A f

= (αk uk A)e − (αk uk A)w + (αk uk A)n − (αk uk A)s

=αk,e uk,e (yn − ys )−αk,w uk,w (yn − ys )+αk,nuk,n(xe −xw )−αk,s uk,s (xe −xw )

(4.3)

These fluxes at the faces of non-boundary cells can be interpolated using variables de-
fined at cell centres, while the fluxes at boundaries of the computation domain are pre-
scribed by corresponding boundary conditions.
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Figure 4.1: A 2D Cartesian grid using compass notations. P, E, W, N and S represent the central, eastern,
western, northern and southern cell centre respectively. The lower case e, w, n and s represent interpolated
values. (Image from Goeree, 2018)

DISCRETIZATION OF THE MIXTURE MOMENTUM EQUATION

The volume integral of the mixture momentum equation is:

∂
∫
Ωi j um dΩ

∂t
+

∫
Ωi j

∇· (um um )dΩ=−
∫
Ωi j

∇pm

ρm
dΩ+

∫
Ωi j

1

ρm
∇· (Tm +Tm

T )dΩ

−
∫
Ωi j

∇· (
Ntot∑
k=1

ck ukm ukm )dΩ+
∫
Ωi j

g dΩ

(4.4)

The volume integral of advection terms can be handled in the same fashion shown in
Eq.(4.2) and Eq.(4.3) and is not repeated here.

4.1.2. INTERPOLATION
To interpolate quantities defined at cell faces, three numerical interpolation schemes are
usually used: upwind shceme, central scheme and Total Variational Diminishing (TVD)
schemes.

UPWIND SCHEME

First-order upwind scheme is the simplest form of upwind schemes. The notations shown
in Figure 4.1 are used to explain this scheme. If a physical quantity φ is transported from
the west towards right u > 0, the western cell face is called upwind side and the eastern
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is called downwind side. If u < 0 which means thatφ is transported in an opposite direc-
tion, the western cell face is called downwind side and the eastern is called upwind side.
Taking φe as an example, the first-order upwind approximation can be written as:

φe =
{
φP if ue > 0

φE if ue < 0
(4.5)

The expression is similar in 3D cases. This first-order upwind scheme is simple and does
not induce numerical oscillations. However, it is only first-order accurate and its stability
is guaranteed only if the Courant–Friedrichs–Lewy (CFL) condition is satisfied (Hirsch,
2007). Besides, when flow direction does not align with grid lines, severe false diffusion
appears, which will cause large errors. To solve this problem, grid refinement is required.

CENTRAL SCHEME

Considering φe at the eastern face of a uniform grid, its value can also be approximated
by a central scheme:

φe = φE +φP

2
(4.6)

For non-uniform grids, φe is approximated by:

φe = xe −xP

xE −xP
φE + xE −xe

xE −xP
φP (4.7)

The central scheme is second-order accurate. Its accuracy can be guaranteed when
Peclet number Pe is smaller than 2 (Liu and Tadmor, 1998). Otherwise, numerical os-
cillations and divergence will occur (Hundsdorfer and Verwer, 2013).

TVD SCHEMES

Unphysical negative sediment concentrations may appear due to numerical oscillations.
These negative values should be avoided when using the multi-phase drift-flux solver
to simulate sediment transport since they will lead to the divergence of the numerical
solutions. To prevent negative concentrations, so-called flux limiters are used in the TVD
schemes. In this thesis, a classical second-order symmetric van Leer limiter, is applied to
the advection term of concentration to avoid negative concentrations (Van Leer, 1974).
By using this limiter, the sediment concentration can be limited within the range from 0
to 1 (LeVeque et al., 2002).
The van Leer limiter function can be written as:

Φvl (θ) = θ+|θ|
1+|θ| (4.8)

whereΦvl is the van Leer flux limiter function and θ is the smoothness indicator for two
successive cells, which is given by:

θ = ui −ui−1

ui+1 −ui
(4.9)

The van Leer flux limiter as a function of the smoothness indicator θ is illustrated in
Figure 4.2.
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van Leer Flux Limiter

Figure 4.2: van Leer flux limiter (Van Leer, 1974)

4.2. NUMERICAL ALGORITHM
The flow chart of the numerical algorithm used in this study is shown in Figure 4.3. The
PIMPLE algorithm is used to solve pressure-velocity coupling. PIMPLE is a combination
of PISO (Pressure Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit Method
for Pressure-Linked Equations).
The steps of the algorithm are described below:

1. Set the initial concentration field for each phase, the pressure field, and the veloc-
ity field of the mixture.

2. Compute the diffusion velocity Ukm . First, the terminal settling velocity is calcu-
lated using Eq.(2.14). Subsequently, the hindered settling velocity, which is also the
relative velocity Ukr , is determined by combining Eq.(2.15), Eq.(2.18) and Eq.(2.17).
Finally, the diffusion velocity Ukm can be determined by Eq.(3.10).

3. Determine the phase transition termΛk caused by flocculation.

4. Solve the phase continuity equations for each phase.

5. Compute the density and the viscosity of the mixture.

6. Use PIMPLE loop to check the convergence. Repeat this outer loop (step 6-8) un-
til the velocity field is converged or the maximum number of outer correctors is
exceeded.

7. Use the momentum predictor to predict the velocity field of the mixture in U equa-
tion.
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8. Correct the pressure field and the velocity field by inner correctors. Repeat this
step until the maximum number of inner correctors is exceeded.

9. Solve the turbulence model.

10. Update the mixture density.

11. Go to next time step and repeat step 2 to 9 until the end of simulation is reached.
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Figure 4.3: Flow chart of the algorithm. A detailed explanation of the PIMPLE algorithm is given by Holzmann
(2019).



5
NUMERICAL VERIFICATION

In this chapter, numerical verification is performed to identify whether the implementa-
tion of the conceptual flocculating settling model is mathematically correct. In following
sections, numerical solutions will be compared to the results from mathematical analy-
sis for different cases in order to examine mass conservation and species conservation.
Besides, iterative convergence of numerical results will also be checked.

5.1. DEFINITION
Verification is defined as the process to evaluate how accurately a model implementation
represents developers’ conceptual model (AIAA Standards, 1998). It examines whether
numerical solutions are mathematically correct.
The verification activities in this study include:

• Check conservation relationships for numerical solutions. For example, the mass
of sediment should be conserved.

• Iterative convergence study is conducted to check whether residuals reach a spec-
ified tolerance. To obtain a tightly converged numerical solution, the residuals
should decrease as the simulation progresses.

5.2. SIMULATION SETUP

5.2.1. MESH

The dimension of the 2D settling column used in the simulation is shown in Figure 5.1.
The diameter and the height of the settling column are 0.11 m and 0.365 m respectively.
This large dimension is used to minimize wall effects (Sanz, 2018). Uniform 2D recti-
linear grids, which are 5.2 mm in height and 5.5 mm in width, are used in the following
simulations.
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0.11 m

0.365 m

Figure 5.1: Dimension and mesh setup of the 2D simulation domain

5.2.2. INITIAL AND BOUNDARY CONDITIONS
Initial conditions vary for different verification purposes and they will be provided in
following sections.
An illustration of the boundary conditions is shown in Figure 5.2. The simulation domain
is closed and no fluid enters or leaves through boundaries. For velocity field, no slip
boundary condition is used at walls. For concentration field and pressure field, their
gradient are zero at walls.

5.3. EXAMINATION OF CONSERVATION

5.3.1. MASS CONSERVATION
The phase continuity equation of phase k can be written as:

∂αk

∂t
+∇·αk uk =

k−2∑
j=1

2 j−k+1 Aβk−1, j Nk−1N j + 1

2
Aβk−1,k−1N 2

k−1 −
k−1∑
j=1

2 j−k Aβk, j Nk N j

−
kmax∑
j=k

Aβk, j N j Nk −Sk Nk +
kmax∑

j=k+1
Γk, j S j N j )vk

=Λk

(5.1)

In Eq.(5.1), the source termΛk represents the transition from other phases into phase k.
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U: No slip

(∇P)x = 0

(∇ )x = 0

U: No slip, (∇P)z = 0, (∇ )z = 0

z

x

U: No slip, (∇P)z = 0, (∇ )z = 0

U: No slip

(∇P)x = 0

(∇ )x = 0

Figure 5.2: Boundary conditions used for verification process. No slip wall boundary condition for velocity
field and zero gradient condition for concentration and pressure field.

Since aggregation and break-up only cause inter-phase transitions among the dispersed
phases, the summation ofΛk is zero.

kmax∑
k=1

Λk = 0 (5.2)

Eq.(5.2) can be mathematically proven. If three phases are considered and binary breakup
distribution function is used, the phase transition term for each phase can be written as:

Λ1 =−Aβ1,1N1N1v1 − Aβ1,2N1N2v1 +2S2N2v1

Λ2 = 1

2
Aβ1,1N 2

1 v2 − 1

2
Aβ2,1N2N1v2−Aβ2,2N2N1v2 −S2N2v2 +2S3N3v2

Λ3 = 1

2
Aβ1,2N2N1v3 + 1

2
Aβ2,2N 2

2 v3−S3N3v3

(5.3)

The relationship of particle volume of different size classes satisfy vk+1
vk

= 2. The collision
frequency function is symmetric, which means βk, j = β j ,k . Consequently, the terms of
the matching colour in Eq.(5.3) will cancel each other out when taking summation of the
three equations. This gives the conservation relationship of total volume concentration
of solid phases.

∂
∑kmax

k=1 αk

∂t
+∇· (

kmax∑
k=1

αk uk ) =
kmax∑
k=1

Λk = 0

∂αs

∂t
+∇· (

kmax∑
k=1

αk uk ) = 0

(5.4)



5

48 5. NUMERICAL VERIFICATION

By integrating Eq. (5.4) over the simulation domain, it can be found that the total volume
concentration of solid phases is time invariant.

∂
Ð

V αs dV

∂t
+

Ñ
V
∇· (

kmax∑
k=1

αk uk )dV = ∂
Ð

V αs dV

∂t
+
���

���
���Ó

S

kmax∑
k=1

αk uk · n̂dS = 0Ñ
V
αs dV = constant

(5.5)

To examine the conservation relationship given by Eq.(5.5), a numerical simulation is
performed using three size classes given in Table 5.1 and flocculation parameters given
in Table 5.2. For a general purpose, all the three mechanisms governing collision fre-
quency are implemented, although Brownian motion can be neglected for these large
particles. In addition, in this verification stage, numerical parameters have not been
calibrated yet. Considering the purpose of the verification process is only to check that
numerical results are mathematically correct, numerical parameters proposed in previ-
ous literature can be used. Hence, the breakup frequency function used in the study of
Golzarijalal et al. (2017) is employed here, although it may produce physically inaccurate
results.

Size Class
Conditions Initial Volume

Concentration αi

Diameter di

[µm]
Particle Settling
Velocity [mm/s]

1 0.3%, homogeneous 75 4.94
2 0.3%, homogeneous 94.5 7.59
3 0.3%, homogeneous 119.1 11.54

Table 5.1: Size classes and initial conditions used to check the mass conservation. The settling velocity is
calculated by Eq.(2.14). The concentration-dependent hindered settling effect will be considered in the
simulation.

The result is shown in Figure 5.3 which plots the average volume concentration of each
phase and the average volume concentration of all three solid phases over time. The av-
erage volume concentration of three solid phases is a constant equal to 0.09 over time,
which has proven Eq.(5.5). The total mass fraction of solid phases is calculated as:

ms = ρs

Ñ
V
αs dV (5.6)

Since the sediment density ρs is a constant, the total mass of solid phases ms is also
conserved if the volume concentration is conserved. The slopes of the curves ( ∂α∂t ) in
Figure 5.3 are dependent on corresponding source terms. The volume-averaged source
terms 1

V

∫ ∫ ∫
Λ1dV , 1

V

∫ ∫ ∫
Λ2dV and 1

V

∫ ∫ ∫
Λ3dV and their summation 1

V

∫ ∫ ∫
(Λ1 +

Λ2 +Λ3)dV are shown in Figure 5.4.
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Density of water
[kg /m3]

1000

Density of sediment
particles [kg /m3]

2650

Temperature [K] 293

Collision efficiency
Ai , j

1

Collision frequency
functionΛi , j

βi , j =
2K T (di+d j )2

3µdi d j
+ G

6 (di +d j )3 + π
4 (di +d j )2|wsi −ws j |

Breakup frequency
function Si

Si = 0.00527G1.51369v
1
3
i (Golzarijalal et al., 2017)

Breakup
distribution
function Γi , j

Binary, Γi , j =
{

2 j=i+1

0 otherwise

Table 5.2: Parameters of the flocculation model used to check mass conservation

It is observed that:

• 1
V

∫ ∫ ∫
(Λ1 +Λ2 +Λ3)dV is 0 throughout the simulation time, which has verified

Eq.(5.2).

• 1
V

∫ ∫ ∫
Λ1dV and 1

V

∫ ∫ ∫
Λ2dV are always negative over time. Thus, a decreasing

trend in the average volume concentration of size class 1 and 2 is observed (see
Figure 5.3). Similarly, a monotonically increasing trend is shown in 1

V

∫ ∫ ∫
α3dV

since 1
V

∫ ∫ ∫
Λ3dV is positive during the simulation.

• The change in volume concentrations of three size classes decreases with time
due to the decrease in the values of the three flocculation source terms. After ap-
proximately 50 seconds, the three flocculation source terms approach zero, which
means that the steady state of flocculation is to be reached. In steady state, the
volume concentrations stay as constant.
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Figure 5.3: Time evolution of volume-averaged volume concentration of each size class
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Figure 5.4: Time evolution of the volume-averaged source terms related to flocculation
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5.3.2. CASE: NO AGGREGATION OCCURS
The collision efficiency A is a significant parameter which influences aggregation pro-
cess of particles. If the collision efficiency is set to be zero, the terms accounting for ag-
gregation will be zero and only breakup occurs, see Eq.(5.7). Consequently, no particle
aggregation occurs in the simulation.

∂α1

∂t
+∇· (α1u1) = Γ1,2S2N2v1

∂α2

∂t
+∇· (α1u2) =−S2N2v2

∂α3

∂t
+∇· (α3u3) = 0

(5.7)

According to Table 5.3, integrating Eq.(5.7) throughout the whole simulation domain
gives:

∂
Ð

V α1dV

∂t
=

Ñ
V
Γ1,2S2N2v1dV > 0

∂
Ð

V α2dV

∂t
=−

Ñ
V
Γ1,2S2N2v2dV < 0Ñ

V
α3dV = 0

(5.8)

The simulation is performed with the conditions given in Table 5.3 and Table 5.4.

Size Class
Condition Initial Volume

Concentration αi

Diameter di

[µm]
Particle Settling
Velocity [mm/s]

1 0, homogeneous 75 4.94
2 1%, homogeneous 94.5 7.59
3 0, homogeneous 119.1 11.54

Table 5.3: Size classes and initial conditions for the case that no aggregation occurs. The settling velocity is
calculated by Eq.(2.14). The concentration-dependent hindered settling effect will be considered in the
simulation.

As illustrated in Figure 5.5 (c), the volume concentration of size class 3 remains zero
since no aggregation occurs. The increase of the volume concentration of size class 1 is
due to breakup of flocs belonging to size class 2 (see Figure 5.5 (a)), which also causes a
reduction in the volume concentration of size class 2 (see Figure 5.5 (b)). Similarly, the
slope of the curves in Figure 5.6 can also be explained through the flocculation source
terms. Detailed explanations have already been given in Section 5.3.1 and are therefore
not repeated here.
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(a) Time evolution of the volume-averaged volume
concentration of size class 1
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(b) Time evolution of the volume-averaged volume
concentration of size class 2
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(c) Time evolution of the volume-averaged volume concentration of size
class 3

Figure 5.5: Time evolution of the volume-averaged volume concentrations of three size classes in the case that
no particle aggregation occurs
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Density of water
[kg /m3]

1000

Density of sediment
particles [kg /m3]

2650

Temperature [K] 293

Collision efficiency
Ai , j

0

Collision frequency
functionΛi , j

βi , j =
2K T (di+d j )2

3µdi d j
+ G

6 (di +d j )3 + π
4 (di +d j )2|wsi −ws j |

Breakup frequency
function Si

Si = 0.00527G1.51369v
1
3
i (Golzarijalal et al., 2017)

Breakup
distribution
function Γi , j

Binary, Γi , j =
{

2 j=i+1

0 otherwise

Table 5.4: Parameters of the flocculation model for the case that no aggregation occurs
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Figure 5.6: Time evolution of the volume-averaged source terms related to flocculation
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5.3.3. CASE: NO BREAKUP OF FLOCS OCCURS

It is not physical that no breakup of flocs occurs since turbulent shear rate always ex-
ists. But this assumption can be used to check whether the conservation relationship is
mathematically correct.

Size Class
Condition Initial Volume

Concentration αi

Diameter di

[µm]
Particle Settling
Velocity [mm/s]

1 0%, homogeneous 75 4.94
2 1%, homogeneous 94.5 7.59
3 0%, homogeneous 119.1 11.54

Table 5.5: Size classes and initial conditions for the case that no breakup of flocs occurs. The settling velocity
is calculated by Eq.(2.14). The concentration-dependent hindered settling effect will be considered in the
simulation.

Density of water
[kg /m3]

1000

Density of sediment
particles [kg /m3]

2650

Temperature [K] 293

Collision efficiency
Ai , j

1

Collision frequency
functionΛi , j

βi , j =
2K T (di+d j )2

3µdi d j
+ G

6 (di +d j )3 + π
4 (di +d j )2|wsi −ws j |

Breakup frequency
function Si

0

Breakup
distribution
function Γi , j

Binary, Γi , j =
{

2 j=i+1

0 otherwise

Table 5.6: Parameters of the flocculation model for the case that no breakup of flocs occurs
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Due to the absence of breakup of flocs, the phase continuity equations can be written as:

∂α1

∂t
+∇· (α1u1) =−Aβ1,1N1N1v1 − Aβ1,2N1N2v1

∂α2

∂t
+∇· (α1u2) = 1

2
Aβ1,1N 2

1 v2 − 1

2
Aβ2,1N2N1v2 − Aβ2,2N2N1v2

∂α3

∂t
+∇· (α3u3) = 1

2
Aβ1,2N2N1v3 + 1

2
Aβ2,2N 2

2 v3

(5.9)

Based on the conditions given in Table 5.5, integrating Eq.(5.9) over the whole simulation
domain gives: Ñ

V
α1dV = 0

∂
Ð

V α2dV

∂t
=−

Ñ
V

Aβ2,2N2N2v2dV < 0

∂
Ð

V α3dV

∂t
=

Ñ
V

1

2
Aβ2,2N 2

2 v3dV > 0

(5.10)

According to Eq.(5.10), it should be observed that the volume concentration of size class
1 equals to zero over time. This has been shown in Figure 5.5 (a). In addition, the volume
concentration of size class 2 should decrease monotonically while the volume concen-
tration of size class 3 should increase monotonically. Figure 5.5 (c) presents the increase
in the volume concentration of size class 3 due to aggregation between particles belong-
ing to size class 2, which also causes the reduction of the volume concentration of size
class 2, see Figure 5.5 (b). The conservation is thus verified.
Different from the monotonically declining magnitudes of the slopes observed in Figure
5.3 and Figure 5.5, the magnitudes of the slopes of the volume concentrations of size
class 2 and 3 increase slightly in this case from t = 30s to t = 50s, see Figure 5.7. How-
ever, the author has not found the origin for this increase from the visual observation.
Besides, the increase is not attributed to the use of variable time steps since the same
phenomena is observed when using a fixed time step. From mathematical point of view
(see Eq.(5.10)), the increase can be explained by the increase in the magnitudes of the
source terms from t = 30s to t = 50s shown in Figure 5.8 (b).
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Volume concentration versus time

(a) Time evolution of volume-averaged volume concentration
of size class 1

0 50 100 150 200 250

Time [s]

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

V
o

lu
m

e
 C

o
n

c
e

n
tr

a
ti
o

n

Volume concentration versus time

(b) Time evolution of volume-averaged volume concentration
of size class 2
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(c) Time evolution of volume-averaged volume concentration of size class 3

Figure 5.7: Time evolution of the average volume concentration in the case that no breakup of flocs occurs
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(a) Time evolution of the volume-averaged source terms related to
flocculation
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(b) The variation of the volume-averaged flocculation source terms from
t = 10s to t = 80s

Figure 5.8: Time evolution of the volume-averaged source terms related to flocculation for the case that no
breakup of flocs occurs
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5.4. ITERATIVE CONVERGENCE
In CFD, residuals are defined as local imbalances of solutions in the iterative numerical
process. The iterative convergence of numerical solutions can be quantified by resid-
uals. When the residual is smaller than a specified tolerance, converged solutions will
be obtained. The residual convergence is assessed for the mass conservation case as
discussed before. The result is shown in Figure 5.9 which plots the final residuals of dif-
ferent quantities over time. The final residual can be calculated by subtracting the left
hand side of an equation by the right hand side after last iteration.

Quantity The maximum value of final residuals Tolerance
α1 1.8797×10−11 10−10

α2 1.1674×10−11 10−10

α3 2.1903×10−11 10−10

Ux 9.7023×10−12 10−7

Uz 1.1939×10−11 10−7

pr g h 7.6451×10−9 10−8

ε 9.6048×10−8 10−7

k 9.9420×10−8 10−7

Table 5.7: Maximum final residual values and corresponding tolerance
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Figure 5.9: Iterative convergence of the volume concentration of three size classes α1, α2 and α3, velocity Ux
and Uz , dynamic pressure pr g h , turbulent dissipation rate ε, turbulent kinetic energy k.

Figure 5.9 and Table 5.7 show that all final residual values are less than the corresponding
tolerances set by the author. Thus, iterative convergence is achieved. If a lower tolerance
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value is used, the residual values will decrease accordingly, but it will take longer com-
putation time as more iterations are required to reach the tolerance.





6
NUMERICAL CALIBRATION

Calibration is defined as the process of adjusting model parameters in order to improve
the agreement between numerical results and corresponding experimental data (AIAA
Standards, 1998). Calibration is essential when the knowledge of a complex physical
process is limited. As a large number of numerical parameters may be involved in the
flocculation model, sensitivity analysis is necessary to determine the most influential
parameters (Hajdukiewicz and Magdalena, 2013). The calibration of parameters is done
by minimizing the errors between numerical results and experimental data. In this study,
simulations are carried out for settling column tests. Experimental data from the settling
column experiments conducted by Enthoven (2021) will be used for calibration process.
The difference between calibration and validation is that validation takes place after the
calibration of the parameters. Validation aims to check whether numerical results well
predict the physical process using the calibrated parameters. Calibration and validation
are iterative process to improve the performance of a model.

6.1. DESCRIPTION OF SETTLING COLUMN TESTS
The materials, experimental set-up, experimental procedure and the results of the set-
tling column experiments conducted by Enthoven (2021) are briefly described here. More
details are given in Enthoven’s thesis.

6.1.1. SEDIMENT PROPERTIES
Data from the experiment using illite will be used in this study since it is hard to obtain
a homogeneous distribution of bentonite which behaves inconsistently in the experi-
ments (Enthoven, 2021). The density and size of illite is given in Table 6.1. The size
distribution of illite particles shown in Figure 6.1 is measured with by the Mastersizer
2000.

61
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Density [kg /m3] d10 [µm] d50 [µm] d90 [µm]
Illite 2750 1.39 5.32 18.61

Table 6.1: Properties of illite (Enthoven, 2021)
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Figure 6.1: Particle size distribution of illite (Enthoven, 2021)

6.1.2. EXPERIMENTAL SETUP

SETTLING COLUMN

The settling column is a graduated cylinder with 0.08 metres in diameter and 0.35 meters
in height. The top of the settling column is open to atmosphere.

EXPERIMENTAL PROCEDURE

The experimental procedure is described below (Enthoven, 2021):

1. Add fresh water to a predetermined amount of illite in the settling column to ob-
tain one litre mixture.

2. Mix the water and the illite using a VOS-12020 overhead stirrer which rotates at 500
rpm for 20 minutes in order to obtain a homogeneously distributed mixture. The
value of the applied shear rate is not calculated since no calibrated relationship
between shear rate and rotational speed is found and the experiment does not
aim to investigate how shear rate influences flocculation process. This high-speed
mixing is only used to distribute the mixture homogeneously. In addition, finest
sediment particles will be obtained with this sufficient mixing.

3. Remove the mixer.
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4. Measure temperature and salinity of the mixture.

5. Start GoPro camera with sampling time-laps of 30 seconds.

6. Put the settling column in front of GoPro camera for recording.

MEASUREMENT

The height of the mudline, which is the interface between the mixture and the pure wa-
ter part,is measured per 30 seconds using image analysis. Different colors are detected
at different locations in the images taken by Gopro since varied amount of light passes
through different sediment concentrations. As each color corresponds to a unique pixel
value in a greyscale image, the relationship between sediment concentrations and pixel
values can be described by a calibration curve (Enthoven, 2021). Thus, pixel information
can be converted to the sediment concentration field according to the calibration curve.
Then, a threshold pixel value is selected manually for image binarization, after which
the mudline height can be determined. As shown in Figure A.1 in Appendix A, the inter-
face between the black and the white region in the binary image represents the mudline
which can be measured directly.

6.1.3. EXPERIMENT RESULTS
The settling column tests are conducted using illite of different concentrations to inves-
tigate the effects of sediment concentration on flocculation and settling behaviour. The
time variation of the mudline height in the settling column experiments using fresh wa-
ter without salt is plotted in Figure A.2 in Appendix A. Irregularities appear in certain
experimental curves (i.e. 30 g/L, 50 g/L ), which may due to imperfections in measure-
ment and image processing. Experiments for illite with an initial concentration of 20 g/L,
40 g/L and 100 g/L will be used in this study for comparison. A summary of the three ex-
periments is shown in Table 6.2. In the three experiments, fresh water is used and no salt
(C aC l2) is added. The duration of the experiments is approximately 500 minutes.

#
Initial mass

concentration of
illite [g/L]

Initial volume
concentration of

illite [-]

Temperature
[°C ]

Water density
[kg /m3]

1 20 0.00727 20.1 1000
2 40 0.0145 20.3 1000
3 100 0.0364 18 1000

Table 6.2: Details of experiments (Enthoven, 2021)

The result is shown in Figure 6.2. For sediment with a initial concentration of 20g/L, the
mudline height has kept unchanged for first 1,000 seconds. Then, the mudline height de-
creases with a slight increasing slope. After approximately 7,000 seconds, the hindered
effect governs the settlement of illite particles where the slope of the settling curve grad-
ually declines. Subsequent consolidation phase starts at 10,000 seconds, after which the
height decreases with a fairly slow rate.
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The effects of mass concentration on settlement has also been investigated in Enthoven’s
tests. As the initial mass concentration of illite increases, the settlement of mudline be-
comes slower. This is due to that the hindered effect is intensified with an increasing
sediment concentration (Enthoven, 2021). Besides, the start time of hindered settling
stage is delayed. In the settling test of illite of 100 g/L, the hindered settlement starts at
almost the end of the test and the compression settling stage is not present.
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Figure 6.2: Mudline height as a function of sediment concentration (Enthoven, 2021). The mudline is defined
as the height above which the sediment concentration is below a specific value set by Enthoven. The mudline
height is obtained by image analysis.

6.2. NUMERICAL SIMULATION

6.2.1. SET-UP
As the duration of simulation is 30,000 seconds, 2D model is used to reduce the heavy
computational cost. The simulation domain is a plane passing through the vertical axis
of the cylindrical column. The width and the height of the computational domain are
0.08 m and 0.35 m respectively. Uniform grids of 4 mm in width and 5 mm in height
are used in the following simulations. Figure 6.3 shows the simulation domain and the
mesh.
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Figure 6.3: A schematic representation of simulation domain

6.2.2. BOUNDARY CONDITIONS
A summary of boundary set-up is shown in Table 6.3.

Parameter Side Bottom Top
U Noslip Noslip Slip
α zeroGradient zeroGradient zeroGradient
k kqRWallFunction kqRWallFunction zeroGradient
ε epsilonWallFunction epsilonWallFunction zeroGradient
νt nutkWallFunction nutkWallFunction zeroGradient

Table 6.3: Boundary conditions

VELOCITY FIELD

No-Slip wall condition
No-slip wall condition describes that the relative velocity between the viscous fluid is
zero. It is a Dirichlet boundary condition. The two sides and the bottom of the simula-
tion domain are fixed walls. Thus, the velocity at these walls are assumed to be zero.

uw al l = 0 (6.1)

Slip wall condition
The top of the settling column is open to atmosphere, which is a free surface. At this free
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surface, the fluid is free to move along the air-liquid interface but it is not able to pene-
trate the boundary to leave the domain. This can be described by the slip wall condition.

CONCENTRATION FIELD

Inlet Condition
inletOutlet is used to describe inflow conditions. When inflow is toward the inside of the
simulation domain, the inflow is prescribed by a Dirichlet boundary condition. If the
flow is in the reverse direction toward the outside of the simulation domain, inletOutlet
is the same as a Neumann boundary condition named zeroGradient.

Outlet Condition
outletInlet works in an opposite way as inletOutlet. When the outflow is toward the out-
side of the simulation domain, the outflow is prescribed by a Dirichlet boundary condi-
tion. If the outflow is toward the inside of the domain, it works in a same way as zeroGra-
dient.

Zero gradient condition
At both sides and bottom of the settling column, zeroGradient is used as the concentra-
tion boundary condition. It means that the gradient of the concentration equals to zero
in the normal direction to the wall. The concentration at boundaries is extrapolated from
the value at the nearest cell centre.
Physically, the top of the open settling column is both the inlet and the outlet of the
simulation domain. However, setting the top patch as the inlet boundary or the outlet
boundary will induce numerical errors in the multi-phase drift-flux solver. To get rid of
this, zeroGradient condition is applied to the top patch which is open to atmosphere.
In the following simulations, illite particles and water are homogeneously distributed in
the settling column at the initial time. Once simulations start, particles begin to settle
under the density difference. Since the flow is incompressible, it makes no difference to
set a settling column which is either closed or open to atmosphere at the top.

PRESSURE FIELD

The boundary condition of the dynamic pressure field pr g h is described by fixedFlux-
Pressure. fixedFluxPressure condition is usually used for the situations where pressure
gradient is zero. Compared to the zeroGradient condition, fixedFluxPressure can adjust
the pressure gradient according to body forces (e.g., gravitational force), which gives a
better convergence of the results. A reference pressure value is specified in a reference
cell in the simulation domain. According to the author’s observation, this set-up can
speed up simulations.

k , ε, νt

Wall functions described in Section 3.4.2 is applied for k, ε, νt at both sides and bottom
of the domain. For the same reason, zeroGradient condition is applied at the top.
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6.2.3. INITIAL INVESTIGATION
As shown in Eq.(3.21), a number of parameters influence the flocculation process in the
numerical simulation. Before quantitatively evaluating the performance of the numeri-
cal model, simulations are executed to give an initial investigation of the effects of floc-
culation on particle settling behaviour in the settling column.

NUMERICAL SET-UP

Size Classes
Nine size classes are used in the simulations. The division of size classes is based on
vi+1

vi
= 2. Considering particle size distribution of illite shown in Figure 6.1, the primary

diameter is chosen to be 3µm. The diameter and particle settling velocity of each size
class is given in Table 6.4.
The numerical simulation starts from the state after the mixing step in the experiments.
It is therefore assumed that only smallest particles of 3µm exist at the initial time in
the simulations since larger particles will break into the smallest ones with a sufficient
mixing for 20 minutes. Based on this assumption, the size distributions of illite particles
before mixing and after mixing are shown in Figure 6.4. The continuous black line is the
PSD measured before the mixing step in the experiments. The numerical simulations
start after the mixing step, and the discrete diamond marker shows the PSDs of the nine
size classes, which is the initial PSD assumed in the numerical simulations.

i Diameter di [µm] Particle settling velocity [mm/s]
1 3 0.0086
2 3.78 0.0136
3 4.76 0.0216
4 6.00 0.0343
5 7.56 0.0544
6 9.52 0.0862
7 12 0.137
8 15.12 0.2163
9 19.05 0.3423

Table 6.4: Particle diameter and settling velocity calculated by Eq.(2.14)

Simulation Matrix
Table 6.5 summarises the parameters used for the initial investigation.
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Figure 6.4: Illite particle size distribution before and after initial mixing

Initial mass
concentration [g /L]

20 40 100

Density of sediment
particles[kg /m3]

2750

Initial volume
concentration

0.00727 0.0145 0.0364

Homogeneously distributed

Collision efficiency
Ai , j

0.15

Collision frequency
function βi , j

βi , j = 2K T (di+d j )2

3µdi d j
+ G

6 (di +d j )3 + π
4 (di +d j )2|wsi −ws j |

Breakup frequency
function Si

Si = EbG( di−dP
dP

)3−n f · ( µG
F y/d 2

i
)0.5

Eb = 2 ·10−4, Fy = 10−10 Pa, n f = 2.3, dP = d1

Breakup
distribution
function Γi , j

Binary, Γi , j =
{

2 j=i+1

0 otherwise

Table 6.5: Settings of the initial numerical investigations
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RESULTS

Mudline
Figure 6.5 shows the layer-averaged sediment concentration over height at t = 100s, 500s,
1000s, 2000s, 3000s, 5000s, 7000s and 10000s. Two interfaces are present in the figure and
the upper one is the mudline. The layer-averaged sediment concentration is calculated
by:

α(Hi ) =
∑

H [cel l I ]=Hi
α[cel l I ]V [cel l I ]∑

H [cel l I ]=Hi
V [cel l I ]

(6.2)

where α(Hi ) is the average concentration of sediment at height H = Hi . α[cel l I ] is the
sediment concentration in cell I and V [cel l I ] is the volume of cell I. In first 500 seconds,
the settlement of the mudline is the fastest for the sediment with an initial concentra-
tion of 100g/L. As time evolves, the hindered effect becomes dominant. After approxi-
mately 2000 seconds, the height of the mudline for sediment with a higher concentra-
tion is greater at the same instance of time, which is an evidence for hindered settling
behaviour. After 3000 seconds, the change of mudline has become less obvious, which
makes it hard to determine the mudline visually. Another phenomena observed in the
simulations is the gradual accumulation of soil at the column bottom, see Figure 6.5.

Centre of mass of sediment particles
The height of the centre of mass (COM) of sediment is calculated by:

HM =
∑kmax

k=1 αkρk z

αsρs
(6.3)

where αk is the volume concentration of the dispersed phase k and ρk is the density of
particles belonging to phase k. αs is the total volume concentration of sediment and ρs

is the density of sediment. In the simulations, ρk and ρs are the same, which equal to
2750 kg /m3.
Figure 6.6 (c) shows that the settlement of sediment can be divided in three stages: floc-
culent settling, hindered settling and compression settling. The three stages were also
found in the study of Haan et al. (1994) and Enthoven (2021), see Figure 6.6 (a) and (b).
The height of the COM as a function of sediment concentration is plotted in Figure 6.7. It
shows that sediment of a higher concentration settles faster in flocculent settling stage.
As time evolves, the hindered effect becomes more dominant since sediment concentra-
tion increases due to accumulation of sediment at the bottom. Therefore, the sediment
with an initial concentration of 40g/L settles faster than the sediment of 100 g/L after
approximately 1375 seconds (the intersection point of orange and red curve shown in
Figure 6.7).
Compared to mudline height, the height of the COM of sediment can be calculated more
easily in post-processing process using Eq.(6.3). In the following analysis, the height of
the COM of sediment will be used to quantify the settling behaviour of illite.



6

70 6. NUMERICAL CALIBRATION

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Volume Concentration [-]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

H
e
ig

h
t 
[m

]

Volume concentration over height at different instances of time (20g/L) 

t = 100s

t = 500s

t = 1000s

t = 2000s

t = 3000s

t = 5000s

t = 7000s

t = 10000s

(a)

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Volume Concentration [-]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

H
e
ig

h
t 
[m

]

Volume concentration over height at different instances of time (40g/L) 

t = 100s

t = 500s

t = 1000s

t = 2000s

t = 3000s

t = 5000s

t = 7000s

t = 10000s

(b)

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Volume Concentration [-]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

H
e

ig
h

t 
[m

]

Volume concentration over height at different instances of time (100g/L) 

t = 100s

t = 500s

t = 1000s

t = 2000s

t = 3000s

t = 5000s

t = 7000s

t = 10000s

(c)

Figure 6.5: Layer-averaged volume fraction of sediment with an initial concentration of (a) 20g/L, (b) 40g/L
and (c) 100g/L
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Figure 6.6: (a) The schematized settling curve in the study of Enthoven (2021). The consolidation phase is
divided in two parts C − I and C − I I . t = tc is the start of consolidation phase and t = t∞ is the end
(Enthoven, 2021). (b) The settling tests conducted by Haan et al. (1994). (c) The numerical simulation result
for the settlement of sediment with an initial mass concentration 40 g/L in this thesis. The y-axis shows the
height of the COM of sediment.
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Figure 6.7: Time evolution of the height of the COM of sediment

Particle size distribution
The PSDs at t = 0s, 100s, 500s, 1000s, 2000s, 5000s and 10000s are shown in Figure 6.8.
The results have shown that the phase transition into the 9-th size class which has the
largest diameter is faster for sediment with a higher initial concentration. Within the
flocculent settling stage starting from 0 to approximately 1000s, small particles aggregate
into larger ones which have greater settling velocities, which has enhanced the sediment
settling behaviour. This has explained why a slightly increasing slope has been observed
within flocculent settling stage in Figure 6.6 (c). After 1000 seconds, above 90% of parti-
cles have aggregated into the largest ones and the PSD keeps nearly invariant, see Figure
6.8 (f), (g) and (h). Due to an increasing sediment concentration at the column bottom,
the hindered settling behaviour becomes gradually apparent. As bottom sediment accu-
mulates further more, soil undergoes compaction.
The formation of larger flocs is mainly caused by differential settling since the shear rate
G = 0 s−1 as no source of mixing is present after removing the mixer. This has also been
noted in the settling column tests conducted by Maggi (2005).
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Figure 6.8: The particle size distribution of sediment at t = (a) 0s, (b) 100s, (c) 300s, (d) 500s, (e) 1000s, (f)
2000s, (g) 5000s and (h) 10000s.
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6.2.4. COMBINED EFFECT OF SEDIMENT CONCENTRATION AND COLLISION

EFFICIENCY
In the simulations of the settling column tests, the parameters related to breakup pro-
cess has no influence on flocculation and settlement. This is due to G = 0s−1 since no
source of mixing is present in the column. As a result, breakup of flocs does not occur or
is negligible. Therefore, the parameters related to aggregation process control the floc-
culation process. In this section, the author aims to investigate the effects of collision
efficiency on flocculation and settlement of sediment of different concentrations.

NUMERICAL PARAMETERS

Size Classes
The same nine size classes present in Table 6.4 are used in the simulation.

Simulaiton Matrix
The simulation matrix is shown in Table 6.6. The simulations are performed for sediment
with an initial mass concentration of 20 g/L, 40 g/L and 100 g/L in order to find the
collision efficiencies which gives the best-fit to the experimental settling curves.

Initial mass
concentration [g /L]

20 40 100

Density of sediment
[kg /m3]

2750

Initial volume
concentration

0.00727 0.0145 0.0364

Homogeneously distributed

Collision efficiency
Ai , j

0.015, 0.02, 0.035,
0.05, 0.075

0.001, 0.0015,
0.002, 0.003, 0.005

0.0001, 0.00035,
0.0005, 0.00075

Collision frequency
functionΛi , j

βi , j = 2K T (di+d j )2

3µdi d j
+ G

6 (di +d j )3 + π
4 (di +d j )2|wsi −ws j |

Breakup frequency
function Si

Si = EbG( di−dP
dP

)3−n f · ( µG
F y/d 2

i
)0.5

Eb = 2 ·10−4, Fy = 10−10 Pa, n f = 2.3, dP = d1

Breakup
distribution
function Γi , j

Binary, Γi , j =
{

2 j=i+1

0 otherwise

Table 6.6: Parameters used for numerical simulations to investigate the combinational effects of initial
sediment concentration and collision efficiency A on flocculation and settling behaviour
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RESULTS

Non-dimensional height
The mudline height is measured in Enthoven’s settling tests while the height of the COM
of sediment is provided in the numerical results. The non-dimensional height H/Hmax

is therefore used to compare the experimental data and numerical results. For experi-
mental data, H is the mudline height. Hmax is the maximum mudline height (0.35 m)
which is also the initial height of the mudline. For numerical simulations, H is the height
of the COM of sediment. Hmax is the maximum height of the COM of sediment and it
equals to 0.175 m, since the COM is initially located in the middle of the column. Figure
6.9 represents the non-dimensional height calculated from the experimental data and
from the numerical simulations with different sediment concentrations and collision ef-
ficiencies A.
Absolute and relative 2-norm error are used to quantify the errors in the non-dimensional
height. The absolute 2-norm error is defined as:

‖E‖2,abs =
√√√√ tend∑

t=tst ar t

[(
H

Hmax
)num − (

H

Hmax
)exp ]2 (6.4)

The relative 2-norm error is defined as:

‖E‖2,r el =

√√√√√∑tend
t=tst ar t

[( H
Hmax

)num − ( H
Hmax

)exp ]2∑tend
t=tst ar t

[( H
Hmax

)exp ]2
(6.5)

where ( H
Hmax

)num and ( H
Hmax

)exp are the non-dimensional height calculated from the nu-
merical results and from the experimental data respectively. The results are given in Ta-
ble 6.7.

Initial mass concentration [g/L] Collision efficiency A [-] ‖E‖2,abs [-] ‖E‖2,r el [-]

20

0.015 3.0330 15.42%
0.02 2.4798 12.61%

0.035 7.1603 36.4%
0.05 9.7617 49.63%

0.075 11.9211 60.61%

40

0.001 6.4205 36.26%
0.0015 4.9914 28.19%
0.002 3.1385 17.73%
0.003 3.0521 17.24%
0.005 6.1502 35.74%

100

0.0001 1.3052 5.57%
0.00035 1.2359 5.27%
0.0005 0.5677 2.42%

0.00075 3.2704 13.95%

Table 6.7: Errors in the simulated non-dimensional height
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Figure 6.9: Comparison of the non-dimensional height H/Hmax calculated from the experimental data and
the numerical simulations for sediment of (a) 20 g/L, (b) 40 g/L, and (c) 100g/L

.

As summarized in Table 6.7, the error is the lowest (2.42%) for the simulation with a sed-
iment concentration of 100 g/L and a constant collision efficiency A = 0.0005. For the
simulations with a lower sediment concentration, the error increases to 12.61% for sed-
iment of 20 g/L with A = 0.02 and to 17.24% for sediment of 40 g/L with A = 0.003. This
is due to that the compression settling stage of sediment of 20 g/L and 40 g/L cannot be
captured during the numerical simulations since soil compaction is not modelled.
It can be also found that the collision efficiency should decrease with increasing sedi-
ment concentration in order to fit the experimental data.
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Particle size distribution
An advantage of the numerical simulation is that it can provide PSDs at each instance
of time, which is not measured in the experiments. Figure 6.10 shows the PSDs in the
numerical simulations which give the best fit to the experimental settling curves for illite
of 20 g/L, 40 g/L and 100 g/L. It can be observed that:

• The flocculation process is fastest for illite of 20 g/L and with a collision efficiency
A equal to 0.02. 90% of illite particles have aggregated into the largest ones at
15,000 seconds, after which aggregation process becomes much more slowly. By
contrast, for illite of 100 g/L, due to a very low collision efficiency (i.e., A =0.0005),
only half of primary particles of 3µm have aggregated into larger ones at the end
of the simulation.

• The percentage of primary illite particles and that of the largest size are the two
highest in most of the time. In the settling column, particle aggregation is domi-
nant while breakup is negligible due to a very low shear rate in the environment
where no source of mixing is present. Consequently, particles have the tendency to
aggregate into the largest ones. This has explained why the fraction of the particles
belonging to the 9-th size class becomes the highest as flocculation proceeds.
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Figure 6.10: The PSD of sediment at t = (a) 0s, (b) 1000s, (c) 2500s, (d) 5000s, (e) 10000s, (f) 15000s, (g) 20000s
and (h) 30000s.
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6.3. DISCUSSION

6.3.1. SETTLING COLUMN EXPERIMENTS

Figure 6.11 (a) and (b) have shown a gap between the experimental and the numeri-
cal results in first 1,000 seconds for illite of 20 g/L. Besides, in the experimental settling
curve, a sharp drop around 1,000 seconds can be observed, while in the numerical sim-
ulations, the decrease in non-dimensional height is smooth. But for the experiments
using sediment of higher concentrations (i.e., 40 g/L and 100 g/L), the decrease in the
mudline height is smoother, see Figure A.2. After converting the mudline height to the
non-dimensional height, the experimental settling curve for illite of 100 g/L is linear in
initial 1500 seconds, which almost coincides the simulation result (see Figure 6.11 (c)).
The difference between the experimental and the numerical settling curves for illite of 20
g/L is caused by inaccurate measurement, since the light visibility is blurred for a low-
concentration illite, which makes it hard to distinguish water-mixture interface. Con-
sequently, the results are less accurate for low-concentration mixtures (Enthoven, 2021).
Besides, the threshold pixel value used to determine the mudline is set manually accord-
ing to the visual observations. A change in the threshold value will lead to a different
experimental result. This may also account for the difference between the experimental
data and the numerical results.

6.3.2. NUMERICAL SIMULATIONS

SIZE CLASS

The maximum number of size classes that can be used in the solver without causing
divergence of numerical solutions is nine. When the number of size classes is greater
than nine, negative values of sediment concentration have been obtained in the solu-
tion process, which is clearly not physical. To avoid negative concentration, numerical
schemes and time step need to be adjusted. According to Golzarijalal et al. (2017), using
40 particle size classes requires a variable time step ranging from 10−7 to 0.5 seconds,
which needs a prohibitively large computation power. Since using a small number of
particle size classes cannot accurately capture PSD while using a large number of size
classes takes an extremely long simulation time and may lead to divergence, it is thus
reasonable to use 9 size classes to simulate the settling column tests with a duration of
500 minutes.

INITIAL CONDITION

Initial velocity field
In the settling column experiments, the mixture was still rotating for some time due to
inertia after removing the mixer. By comparison, in the numerical simulations, the initial
velocity field is assumed to be zero and illite particles begin to flocculate and settle once
the simulations start. This could be a potential source of error. However, no obvious dif-
ference is observed between the experimental and the numerical settling curves during
the initial period, see Figure 6.11 (c). For illite of 20 g/L, the difference is mainly caused
by measurement errors due to blurred light visibility for a low concentration sediment
and by image processing errors.
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Figure 6.11: A comparison between non-dimensional height calculated from experiments and from
numerical results for illite of (a) 20 g/L in semilogarithmic scale, (b) 20 g/L, (c) 100 g/L.

Initial particle size distribution
The primary particle size and the initial PSD also influence the simulated PSD and the
settling curves (Maggi, 2005). However, their influence has not been investigated in this
research since no experimental PSD is provided for comparison. In addition, the colli-
sion efficiency is treated as a fitting parameter in this thesis. If a different primary particle
size or a different initial PSD is assumed, simulations need to be re-run to find the colli-
sion efficiencies which give good fit to the experimental data. To avoid repetitive work,
calibration work is based on the assumption that only primary particles of 3µm exist at
initial time. However, the PSD after the mixing step is not assessed in the settling column
experiments. It is therefore not able to verify whether this assumption is physically valid.
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FLOCCULATION PARAMETERS

Collision efficiency
It has been found that the collision efficiencies should decrease with increasing illite
concentration to fit the experimental data. Researchers have provided different expla-
nations for this:

• According to Quezada, Jeldres, et al. (2020), more flocculant is required to keep ac-
ceptable flocculation of a higher proportion of clay. Thus, a higher concentration
of clay will reduce collision efficiency if flocculant is absent or not enough.

• Collision efficiency decreases with the increase of particle diameter (Balakin et al.,
2012). As flocculation proceeds, larger particles will be formed, which causes a
reduction in the collision efficiency. The formation of these larger particles will
speed up with increasing initial sediment concentration. Consequently, collision
efficiency decreases with the increase of initial sediment concentration.

However, it is argued that collision efficiency is independent from sediment concentra-
tion (Maggi, 2005; Shen et al., 2018). But in their cases, sediment concentration is much
lower (i.e., several grams per liter) than that (i.e., several tens of grams per liter) in this
study.

SOIL COMPACTION

As shown in Figure 6.9 (a), a large difference between the simulated and the experimental
settling curves is shown in the compression settling stage. Besides, the tail of the exper-
imental settling curves is not captured by the numerical simulations, see Figure 6.9 (b)
and (c). This is due to that soil compaction or consolidation is not modelled since this
study focus on the flocculent settling stage and introducing the soil compaction model
is out of scope.

6.3.3. ERROR INDUCED BY NONDIMENSIONALIZATION
In the experiments, non-dimensional height is calculated from mud-line height, while
in the numerical simulations, it is calculated from the COM of sediment since it is hard
to determine the mudline. This may also make differences between the experimental
and numerical results.
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7.1. CONCLUSIONS

7.1.1. NUMERICAL MODEL
A similar population balance model has been used in Ansys- CFX-15 software package to
investigate the influence of shear rate on flocculation and sedimentation of microalgae
(Golzarijalal et al., 2017). However, the system of equations and the solution procedure
differ much from those used in this thesis. To model the hydrodynamics, Golzarijalal et
al. (2017) have used Euler-Euler method. As described before in Section 3.1, the method
requires more computing power in calculating inter-phase forces and in solving momen-
tum equations for each phase. Furthermore, aggregation and breakage of particles will
influence interfacial forces, which adds the complexity in calculating the momentum
terms. In addition, in their study, the population balance equation is solved separately
from the equations of motion, which means that a new type of equations has been intro-
duced. Consequently, as stated in the paper, solving such a large amount of equations
becomes prohibitively complex and it requires to use a very small time step in the order
of 10−6 s (Golzarijalal et al., 2017). Although an adaptive time stepping strategy has been
implemented in their simulations, it has taken about 48 hours to simulate a case with
a duration of several hundred seconds. Hence, it is infeasible to employ their method
to simulate the settling column experiments conducted by Enthoven (2021) which has a
duration of 30,000 s.
In this thesis, a multiphase drift-flux solver developed by Dredging & Deep-sea Mining
Group of Delft University of Technology is used to describe the motion of the mixture
(see Section 3.1.1). A discretized form of population balance equations in terms of vol-
ume concentration is used to describe flocculation process of cohesive sediment (see
Section 3.2). In this population balance model, particle aggregation process is charac-
terized by a collision frequency function and a collision efficiency function. For clay
particles larger than 2µm, differential settling and turbulent shear govern the collision
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frequency. Differential settling is influenced by particle settling velocities and thus by
particle size, while turbulent shear is related to turbulence level. Breakup of flocs is in-
duced by fluid shear and the breakup process is characterized by a breakup frequency
function related to turbulence level and particle size and by a breakup distribution func-
tion. When turbulence is absent (e.g., the settling column experiments conducted by
Enthoven (2021)), only particle aggregation occurs under the differential settling mech-
anism.
For coupling of the two models, the multiphase drift-flux model is extended with a pop-
ulation balance model through using phase transition terms in phase continuity equa-
tions to account for particle aggregation and breakup (see Section 3.3). In this way, no
additional equation is introduced to the existing equation system, which inherits the
characteristics of PBEs and the merits of drift-flux model in reducing computational
costs.

7.1.2. VERIFICATION

According to the results obtained in the numerical verification process, the following
conclusions can be drawn:

• Mass is conserved during the simulation. This is evidenced by a constant total
volume concentration of sediment observed in the simulation.

• Verification has been carried out for two special cases: no particle aggregation oc-
curs and no break-up occurs. In the case that particles do not aggregate into larger
ones, only break-up of larger flocs can be observed in the simulations. This is ev-
idenced by the increase in the volume concentration of smaller particles and by
the decrease in the volume concentration of larger particles. In the case that par-
ticles do not break up, only particle aggregation occurs. This is evidenced by the
increase in the volume concentration of larger particles and the decrease in the
volume concentration of smaller particles due to particle aggregation.

• All of the residuals are less than the tolerance during the simulation, which means
that the iterative convergence condition has been satisfied.

7.1.3. CALIBRATION

A comparison with the experimental data of the settling column tests conducted by En-
thoven (2021) has revealed that:

• The model can capture the characteristics of flocculent settling stage in the settling
column tests. The numerical result for illite of 100 g/L is the most accurate in all of
the simulations.

• The mismatch between experimental and numerical settling curves is attributed
to that collision efficiency is dependent on sediment concentration. Calibrating
collision efficiency gives satisfactory results.
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7.1.4. FLOCCULATION AND SETTLING PROCESS
Cohesive sediment tends to flocculate during the settling process. Figure 6.10 shows that
the percentage of larger flocs with higher settling velocities increase with time. Thus, set-
tling of cohesive sediment can be enhanced by flocculation.
This study has also numerically investigated the effect of sediment concentration on
flocculation and settling process of illite particles. By calibrating collision efficiency, the
numerical experimental settling curves match the experimental ones well. The results
have shown that the settling becomes slower as illite concentration increases, which is
attributed to a decreasing collision efficiency with increasing concentration obtained in
the calibration process.

7.2. RECOMMENDATIONS
• The collision efficiency has been treated as a fitting parameter in this study. Exper-

imental determination of the collision efficiency is expected in the future work to
verify the relationship between the collision efficiency and the sediment concen-
tration found in the calibration process.

• The maximum number of size classes is limited to nine in the thesis work. To use
a greater number of size classes in order to capture the PSDs more accurately, nu-
merical schemes and time step need to be adjusted in the future work.

• Flocculation process is also influenced by turbulent shear rate (Golzarijalal et al.,
2017; Maggi, 2005; van Leussen, 1994). So far, the author’s solver has not been
used to investigate the effects of shear rate on flocculation. In the future work,
the settling column tests with oscillating grids at different frequencies conducted
by van Leussen (1994) can be used to calibrate the remaining parameters related
to breakup and to validate the model for a wider range of conditions. To simu-
late the case, it may require the implementation of dynamic mesh in the present
model. The sinusoidal motion of the grids in the settling column (see Figure 7.1)
can be described using the motion function named oscillatingLinearMotion in the
dynamic mesh model in OpenFOAM.



7

86 7. CONCLUSIONS AND RECOMMENDATIONS

Figure 7.1: Experimental set up for flocculation and settling process influenced by turbulence (van Leussen,
1994)
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SETTLING COLUMN EXPERIMENTS

Figure A.1: Cropped, subtracted, tresh and mask pictures in settling column experiments (Enthoven, 2021)
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Figure A.2: Time variation of mud-line height for sediment of different initial concentration (Enthoven, 2021)



B
NUMERICAL ALGORITHM

B.1. HEAD FILE

Following code i s added to the head f i l e " multiphaseDriftMixture .H"

class multiphaseDriftMixture
:

public IOdictionary ,
public transportModel

{

private :

/ / Private data

/ / − Name f o r each phase
wordList phaseskName_ ;

/ / Breakup Process
/ / − An empirical parameter f o r break−up process
s c a l a r Eb_ ;

/ / − Floc Strength
s c a l a r Fy_ ;

/ / − Capacity Dimension
s c a l a r nf_ ;

/ / − Breakaup Frequency Function
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P t r L i s t <volScalarField > S_ ;

/ / − Breakage Distribution Function
s c a l a r Gamma_;

/ / − Shear Rate
volScalarFie ld G_ ;

/ / Aggregation Process
/ / − C o l l i s i o n E f f i c i e n c y
s c a l a r Alpha_ ;

/ / − C o l l i s i o n Frequency
P t r L i s t <volScalarField > Beta_ ;

/ / − Temperature
s c a l a r T_ ;

/ / Flocculation = Aggregation + Breakup
/ / − A l i s t to save phase t r a n s i t i o n terms f o r each sediment

phase
P t r L i s t <volScalarField > S r c L i s t ;

/ / − The summation of a l l phase t r a n s i t i o n terms ( Should to
be zero )

volScalarFie ld SumSource_ ;

/ / Sediment P ro p e r t i e s
/ / − Diameters of p a r t i c l e s
s c a l a r F i e l d diameters_ ;

/ / − Volumes of p a r t i c l e s
s c a l a r F i e l d volumes_ ;

/ / − Height of c e l l c e n t e r s
volScalarFie ld CellHeight_ ;

/ / − Volume of c e l l s
volScalarFie ld CellVolume_ ;

/ / Private member functions

/ / − Calculate phase t r a n s i t i o n terms due to f l o c c u l a t i o n
tmp<volScalarField > calSource ( l ab e l i ) ;
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public :

/ / Member Functions

/ / − Create a l i s t to save the p a r t i c l e diameter of sediment
void copyDiameters ( ) ;

/ / − Calculate the p a r t i c l e volume of sediment
void CalcVolumes ( ) ;

/ / − Calculate turbulent shear rate
void CalcG ( ) ;

/ / − Calculate c o l l i s i o n frequency
void ColFreq ( ) ;

/ / − Calculate breakup frequency
void BrkRate ( ) ;

} ;

B.2. SOURCE CODE FILE

Following code i s added to the source code f i l e "
multiphaseDriftMixture .C"

/ / * * * * * * * * * * * * * * * * Constructors * * * * * * * * * *
* * * * / /

Foam : : multiphaseDriftMixture : : multiphaseDriftMixture
(

const volVectorField& U,
const surfaceScalarField& phi

)
:

. . .
phaseskName_( phasesk_ . toc ( ) ) ,
alphas_
(

IOobject
(

" alpha . s o l i d s " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
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IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( " alphas " , dimless , 0 . 0 )

) ,

/ / Read c o l l i s i o n e f f i c i e n c y
Eb_ ( lookupOrDefault<scalar >( "Eb" , 1e−5) ) ,

/ / Read f l o c strength
Fy_ ( lookupOrDefault<scalar >( "Fy" , 1e−10) ) ,

/ / Read capacity dimension
nf_ ( lookupOrDefault<scalar >( " nf " , 2 . 4 ) ) ,

/ / I n i t i a l i z e the breakup frequency
S_ ( phasesk_ . s i z e ( ) ) ,

/ / I n i t i a l i z e the shear rate
G_
(

IOobject
(

"G" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( "G" , dimless , s c a l a r ( 0 . 0 ) )

) ,

/ / I n i t i a l i z e the breakup d i s t r i b u t i o n function
Gamma_( lookupOrDefault<scalar >( "Gamma" , 2 . 0 ) ) ,

/ / Read c o l l i s i o n e f f i c i e n c y
Alpha_ ( lookupOrDefault<scalar >( "Alpha" , 1 . 0 ) ) ,

/ / I n i t i a l i z e the c o l l i s i o n frequency
Beta_ ( phasesk_ . s i z e ( ) * phasesk_ . s i z e ( ) ) ,

/ / I n i t i a l i z e the temperature
T_ ( lookupOrDefault<scalar >( "T" , 293.0) ) ,
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/ / I n i t i a l i z e the phase t r a n s i t i o n source terms
S r c L i s t ( phasesk_ . s i z e ( ) ) ,

/ / I n i t i a l i z e the summation of the phase t r a n s i t i o n source terms
f o r a l l sediment phases

SumSource_
(

IOobject
(

"SumSource" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( "SumSource" , dimless /dimTime , s c a l a r ( 0 . 0 ) )

) ,

/ / I n i t i a l i z e the p a r t i c l e diameter of sediment
diameters_ ( phasesk_ . s i z e ( ) ) ,

/ / I n i t i a l i z e the p a r t i c l e volume of sediment
volumes_ ( phasesk_ . s i z e ( ) ) ,

CellHeight_
(

IOobject
(

" CellHeight " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( " CellHeight " , dimLength , s c a l a r ( 0 . 0 ) )

) ,

CellVolume_
(

IOobject
(

"CellVolume" ,
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mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( "CellVolume" , dimVolume , s c a l a r ( 0 . 0 ) )

)
{

/ / Calculate the height of c e l l c e n t e r s
CellHeight_ = mesh_ .C( ) . component( vector : : Z) ;
f o r A l l ( CellHeight_ . boundaryField ( ) , c e l l I )
{

CellHeight_ [ c e l l I ] = 0 ;
}
CellVolume_ . r e f ( ) = mesh_ . V ( ) ;

/ / Create the l i s t f o r p a r t i c l e diameter of sediment
copyDiameters ( ) ;

/ / Calculate the p a r t i c l e volume
CalcVolumes ( ) ;

/ / I n i t i a l i z e the value of c o l l i s i o n frequency function f o r each
phase

f o r A l l ( Beta_ , i )
{

word nameBeta( "Beta"+ i ) ;
Beta_ . set
(

i ,
new volScalarFie ld
(

IOobject
(

nameBeta ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar (nameBeta , dimless , s c a l a r ( 0 . 0 ) )

)
) ;

}
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/ / I n i t i a l i z e the value of the phase t r a n s i t i o n source term f o r
each phase

f o r A l l ( SrcList , i )
{

word nameSrc ( "SrcPhase . "+phaseskName_ [ i ] ) ;
S r c L i s t . set
(

i ,
new volScalarFie ld
(

IOobject
(

nameSrc ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( nameSrc , dimless /dimTime , s c a l a r

( 0 . 0 ) )
)

) ;
}

/ / I n i t i a l i z e the value of breakup frequency function f o r each
phase

f o r A l l ( S_ , i )
{

word nameS( "S"+ i ) ;
S_ . set
(

i ,
new volScalarFie ld
(

IOobject
(

nameS,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar (nameS, dimless , s c a l a r ( 0 . 0 ) )

)
) ;

}
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. . .
}

/ / * * * * * * * * * * * * * * Member Functions * * * * * * * * * *
* * * * / /

void Foam : : multiphaseDriftMixture : : solveAlphas ( )
{

. . .
l a be l phasei = 0 ;

/ / Calculate turbulent shear rate
CalcG ( ) ;

/ / Compute c o l l i s i o n frequency
ColFreq ( ) ;

/ / Compute breakage rate
BrkRate ( ) ;

/ / I n i t i a l i z e the summation of phase t r a n s i t i o n terms
f o r A l l ( SumSource_ , c e l l I )
{

SumSource_ [ c e l l I ] = 0 ;
}

/ / Compute the phase t r a n s i t i o n terms due to f l o c c u l a t i o n f o r
a l l sediment phases

for ( l ab e l phasei = 0 ; phasei <= phasesk_ . s i z e ( ) −1; phasei ++)
{

/ / Compute the phase t r a n s i t i o n term f o r phase i
S r c L i s t [ phasei ]= calSource ( phasei ) ;
/ / Check whether the summation of a l l phase t r a n s i t i o n terms

i s zero
SumSource_ += S r c L i s t [ phasei ] ;

}

f o r A l l I t e r s ( phasesk_ , i t e r )
{
/ / Assign the phase t r a n s i t i o n term f o r phase i

volScalarFie ld Sa = S r c L i s t [ phasei ] ;

phaseDrift& alpha = i t e r ( ) ;

surfaceScalarField alphaPhi
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(
IOobject
(

" alphaPhi " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "0" , phi_ . dimensions ( ) , 0 . 0 )

) ;

i f (MULESCorr)
{

/ / Solve phase continuity equations
fvScalarMatrix alpha1Eqn
(

fv : : EulerDdtScheme<scalar >(mesh_) . fvmDdt( alpha )
+ fv : : gaussConvectionScheme<scalar >

(
mesh_ ,
phi_ ,
upwind<scalar >(mesh_ , phi_ )

) . fvmDiv ( phi_ , alpha ) −Sa
) ;

alpha1Eqn . solve ( ) ;
alphaPhi = alpha1Eqn . f l u x ( ) ;

}

for ( int aCorr = 0 ; aCorr<nAlphaCorr ; aCorr++)
{

i f (MULESCorr)
{

tmp<surfaceScalarField > talphaPhiCorr
(

alphaPhiCorrs [ phasei ] − alphaPhi
) ;

volScalarFie ld alpha10 ( "alpha10" , alpha ) ;

MULES: : correct
( / / t e s t i t

geometricOneField ( ) ,
alpha ,
alphaPhiCorrs [ phasei ] ,
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talphaPhiCorr . r e f ( ) ,
UniformField<scalar >(alphaMax_ ) ,
zeroField ( )

) ;

/ / Under−relax the c o r r e c t i o n f o r a l l but the 1 s t
c o r r e c t o r

i f ( aCorr == 0)
{

alphaPhi += talphaPhiCorr ( ) ;
}
else
{

refCast <volScalarField >( alpha ) = 0.5* alpha +
0.5* alpha10 ;

alphaPhi += 0.5* talphaPhiCorr ( ) ;
}

}
else
{

surfaceScalarField& alphaPhi = alphaPhiCorrs [ phasei
] ;

MULES: : e x p l i c i t S o l v e
(

geometricOneField ( ) ,
alpha ,
phi_ ,
alphaPhi ,
UniformField<scalar >(alphaMax_ ) ,
zeroField ( )

) ;
}
calculateAlphaPhi ( alphaPhiCorrs [ phasei ] , alpha , phasei ) ;

}

/ / Apply the d i f f u s i o n term s e p a r a t e l l y
{

const Time& runTime = mesh_ . time ( ) ;
volScalarFie ld v a r i b l e = Foam : : fvc : : laplacian (sumAlpha) ;
volScalarFie ld : : Internal varible2 = v a r i b l e . i n t e r n a l F i e l d ( ) ;
dimensionedScalar dimcor
(
"dimcor" ,
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dimensionSet ( 0 , −2 , 0 , 0 , 0 , 0 , 0 ) ,
SMALL / / 1.0 e−6
) ;
dimensionedScalar dimcor1
(
"dimcor1" ,
dimensionSet ( 0 , 0 , −1 , 0 , 0 , 0 , 0 ) ,
1
) ;
/ / calculation of the kLimit
kLimit_ =
( ( alphaMax_ − sumAlpha) / runTime . deltaT ( ) . value ( ) )

*dimcor1 / ( v a r i b l e +dimcor ) ;
/ / calcuation of the klim
s c a l a r F i e l d deltaX = cbrt (mesh_ . V ( ) ) ;
f o r A l l ( deltaX , i )
{
klim_ [ i ] = deltaX [ i ] * deltaX [ i ] / runTime . deltaT ( ) . value ( ) ;
}
/ / calculation of the alphaDiffusion 1
f o r A l l ( alphas_ , c e l l I )
{

i f ( alphas_ [ c e l l I ] > alphaMax_ )
{
alphaDiffusion_1_ [ c e l l I ] = alphaDiffusion_ ;
}

}
/ /
fvScalarMatrix alpha1Eqn
(

fvm : : ddt ( alpha ) − fvc : : ddt ( alpha )
− fvm : : laplacian ( turbulencePtr_ −>nut ( ) +

alphaDiffusion_1_ , alpha )
) ;

alpha1Eqn . solve (mesh_ . solver ( " alpha1Diffusion " ) ) ;

alphaPhi += alpha1Eqn . f l u x ( ) ;
}

rhoPhi_ += alphaPhi * alpha . rho ( ) ;
Info << alpha .name( ) << " volume fraction , min, max = "

<< alpha . weightedAverage (mesh_ . V ( ) ) . value ( )
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<< ’ ’ << min( alpha ) . value ( )
<< ’ ’ << max( alpha ) . value ( )
<< endl ;

/ /
volScalarFie ld unitalpha
(

IOobject
(

" unitalpha " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( " unitalpha " , dimless , s c a l a r ( 1 . 0 ) )

) ;
sumAlpha += alpha ;

phasei ++;
}

volScalarFie ld& alphac= phasec_ . f i r s t ( ) ;

/ / Compute the vlomumetric concentration of the continuous phase
alphac =1.0 −sumAlpha ;
phaseDrift& alpha= phasec_ . f i r s t ( ) ;
surfaceScalarField alphaPhi

(
IOobject
(

" alphaPhi " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "0" , phi_ . dimensions ( ) , 0 . 0 )

) ;
calculateAlphaPhi ( alphaPhi , alpha , phasei ) ;
fixedFluxOnPatches ( alphaPhi , alpha ) ;
rhoPhi_ += alphaPhi * alpha . rho ( ) ;
Info << alpha .name( ) << " volume fraction , min, max = "

<< alpha . weightedAverage (mesh_ . V ( ) ) . value ( )
<< ’ ’ << min( alpha ) . value ( )
<< ’ ’ << max( alpha ) . value ( )
<< endl ;

sumAlpha += alpha ;
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calcAlphas ( ) ;
Info << "Phase−sum volume fraction , min, max = "

<< sumAlpha . weightedAverage (mesh_ . V ( ) ) . value ( )
<< ’ ’ << min(sumAlpha) . value ( )
<< ’ ’ << max(sumAlpha) . value ( )
<< endl ;

}

/ / Create a l i s t to save sediment p a r t i c l e s ’ diameters
void Foam : : multiphaseDriftMixture : : copyDiameters ( )
{

l a be l m = 0 ;
f o r A l l I t e r ( PtrDictionary <phaseDrift > , phasesk_ , i t e r )
{
diameters_ [m] = i t e r ( ) . d ( ) . value ( ) ;

m++;
}

}

/ / Create a l i s t to save sediment p a r t i c l e s ’ volumes
void Foam : : multiphaseDriftMixture : : CalcVolumes ( )
{

volumes_ [ 0 ] =
1 . 0 / 6 . 0 *Foam : : constant : : mathematical : : pi *pow( diameters_ [ 0 ] , 3 . 0 ) ;

for ( l ab el j =1; j <=volumes_ . s i z e ( ) −1; j ++)
{

volumes_ [ j ] = pow( 2 . 0 , j * 1 . 0 ) *volumes_ [ 0 ] ;
}

}

/ / Calculate turbulent shear rate
void Foam : : multiphaseDriftMixture : : CalcG ( )
{

volScalarFie ld epsField = turbulencePtr_ −>epsilon ( ) ( ) ;
volScalarFie ld nuField = phasec_ . f i r s t ( ) . nu ( ) ( ) ;
volScalarFie ld Gunit
(

IOobject
(

"Gunit" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
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mesh_ ,
dimensionedScalar ( "Gunit" , dimless /dimTime/dimTime , s c a l a r

( 1 . 0 ) )
) ;
G_ = pow( epsField / nuField /Gunit , 1 . 0 / 2 . 0 ) ;

}

/ / Calculate the c o l l i s i o n frequencies \ beta_ { i , j }
void Foam : : multiphaseDriftMixture : : ColFreq ( )
{

s c a l a r F i e l d diameter l is t ( phasesk_ . s i z e ( ) ) ;

l a be l m = 0 ;
f o r A l l I t e r ( PtrDictionary <phaseDrift > , phasesk_ , i t e r )
{

diameter l is t [m] = i t e r ( ) . d ( ) . value ( ) ;
m++;

}
/ / Unit of v e l o c i t y [m/ s ]
volScalarFie ld Vunit
(

IOobject
(

" Vunit " ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( " Vunit " , dimLength/dimTime , s c a l a r ( 1 . 0 ) )

) ;

/ / Unit of v i s c o s i t y [ kg / (m* s ) ]
volScalarFie ld muunit
(

IOobject
(

"muunit" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "muunit" , dimMass/dimLength/dimTime ,

s c a l a r ( 1 . 0 ) )
) ;
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/ / Boltzmann constant
s c a l a r Kb = 1.38064852e −23;

f o r A l l ( Beta_ , i )
{

word nameBeta( "Beta"+ i ) ;
Beta_ . set
(

i ,
new volScalarFie ld
(

IOobject
(

nameBeta ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar (nameBeta , dimless , s c a l a r ( 0 . 0 ) )

)
) ;

}

f o r A l l ( diameterl ist , i )
{

f o r A l l ( diameterl ist , j )
{

l a be l I = j + i * phasesk_ . s i z e ( ) ;

/ / C o l l i s i o n frequency under the mechanism of turbulent
shear

volScalarFie ld Beta_shear = ( 1 . 0 / 6 . 0 ) *G_*pow( (
diameter l is t [ i ]+ diameter l is t [ j ] ) , 3 . 0 ) ;

/ / C o l l i s i o n frequency under the mechanism of
d i f f e r e n t i a l s e t t l i n g

volScalarFie ld B e t a _ s e t t l i n g = Foam : : constant : :
mathematical : : pi /4 .0*pow( ( diameter l is t [ i ]+
diameter l is t [ j ] ) , 2 . 0 ) * (mag(mag(UkmPtr_ [ i ] −UkmPtr_ [ j
] ) / Vunit ) ) ;

/ / C o l l i s i o n frequency under the mechanism of Brownian
motion

volScalarFie ld Beta_Brownian =
2 . 0 / 3 . 0 *Kb*T_ / ( phasec_ . f i r s t ( ) .mu( ) ( ) /muunit )
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*pow( ( diameter l is t [ i ]+ diameter l is t [ j ] ) , 2 . 0 ) / (
diameter l is t [ i ] * diameter l is t [ j ] ) ;

/ / Total c o l l i s i o n frequency function
Beta_ [ I ] = Beta_shear+ B e t a _ s e t t l i n g +Beta_Brownian ;

}
}

}

/ / Calculate Breakup frequency
void Foam : : multiphaseDriftMixture : : BrkRate ( )
{

volScalarFie ld muunit
(

IOobject
(

"muunit" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "muunit" , dimMass/dimLength/dimTime ,

s c a l a r ( 1 . 0 ) )
) ;
/ / Breakup frequency function proposed by Winterwerp
f o r A l l ( volumes_ , i )
{
S_ [ i ]= Eb_*G_*pow( ( ( diameters_ [ i ] − diameters_ [ 0 ] ) / diameters_ [ 0 ] )

,3.0 − nf_ ) *pow( ( phasec_ . f i r s t ( ) .mu( ) ( ) /muunit*G_) / ( Fy_/pow(
diameters_ [ i ] , 2 . 0 ) ) , 0 . 5 ) ;

}

}

/ / Calculate phase t r a n s i t i o n terms
Foam : : tmp<Foam : : volScalarField >
Foam : : multiphaseDriftMixture : : calSource ( l ab e l i )
{

/ / Declare source terms
volScalarFie ld Source
(

IOobject
(
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"Source" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "Source" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source1
(

IOobject
(

"Source1" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "Source1" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source2
(

IOobject
(

"Source2" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "Source2" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source3
(

IOobject
(

"Source3" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "Source3" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source4
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(
IOobject
(

"Source4" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_

) ,
mesh_ ,
dimensionedScalar ( "Source4" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source5
(

IOobject
(

"Source5" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( "Source5" , dimless , s c a l a r ( 0 . 0 ) )

) ;

volScalarFie ld Source6
(

IOobject
(

"Source6" ,
mesh_ . time ( ) . timeName ( ) ,
mesh_ ,
IOobject : : NO_READ,
IOobject : : AUTO_WRITE

) ,
mesh_ ,
dimensionedScalar ( "Source6" , dimless , s c a l a r ( 0 . 0 ) )

) ;

/ / − F i r s t Term : Aggregation of p a r t i c l e s of unequal s i z e
i f ( i >=2)
{

for ( l ab e l j = 0 ; j <= i −2 ; j ++)
{

Source1+=pow( 2 . 0 , ( j − i +1) * 1 . 0 ) * Alpha_ * Beta_ [ j +( i −1) *
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phasesk_ . s i z e ( ) ] * phasesk_ [ phaseskName_ [ i −1]]/
volumes_ [ i −1]* phasesk_ [ phaseskName_ [ j ] ] / volumes_ [ j ] *
volumes_ [ i ] ;

}
}

/ / − Second Term : Aggregation of p a r t i c l e s of equal s i z e
i f ( i >=1)
{

Source2+= Alpha_ * Beta_ [ i −1 +( i −1) * phasesk_ . s i z e ( ) ] * phasesk_
[ phaseskName_ [ i −1]]/ volumes_ [ i −1]* phasesk_ [ phaseskName_
[ i − 1 ] ] ;

}

/ / − Third Term : Aggregation with smaller p a r t i c l e s
i f ( i >=1 && i <=phasesk_ . s i z e ( ) −2)
{

for ( l ab e l j = 0 ; j <= i −1 ; j ++)
{

Source3 +=( −1.0) * Alpha_ * Beta_ [ j + i * phasesk_ . s i z e ( ) ] *
phasesk_ [ phaseskName_ [ i ] ] / volumes_ [ i ] * phasesk_ [
phaseskName_ [ j ] ] ;

}
}

/ / − Fourth Term : Aggregation with equal or l a r g e r p a r t i c l e s
for ( l ab el j = i ; j <= phasesk_ . s i z e ( ) −2; j ++)
{

Source4 +=( −1.0) * Alpha_ * Beta_ [ j + i * phasesk_ . s i z e ( ) ] * phasesk_ [
phaseskName_ [ i ] ] / volumes_ [ i ] * phasesk_ [ phaseskName_ [ j ] ] /
volumes_ [ j ] * volumes_ [ i ] ;

}

/ / − F i f t h Term : break−up of p a r t i c l e s belonging to s i z e c l a s s i
i f ( i >=1)
{

Source5 +=( −1.0) * S_ [ i ] * phasesk_ [ phaseskName_ [ i ] ] ;
}

/ / − Sixth Term : due to breakage of p a r t i c l e s belonging to s i z e
c l a s s i +1

i f ( i <=phasesk_ . s i z e ( ) −2)
{

Source6 +=1.0/2.0*Gamma_* S_ [ i +1]* phasesk_ [ phaseskName_ [ i + 1 ] ] ;
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}

/ / Flocculation = Aggregation + Breakup
Source = Source1+Source2+Source3+Source4+Source5+Source6 ;

/ / Unit of the phase t r a n s i t i o n terms due to f l o c c u l a t i o n [ s ^−1]
dimensionedScalar dimCorr ( "dimCorr" , dimless /dimTime , 1 . 0 ) ;

/ / Add the unit
return Source *dimCorr ;

}
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