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Abstract

Welding is an extensively used technology by different industries such as aerospace, automotive
and marine industry. Welding involves the temporal melting of materials in order to join them
together. The quality of the weld is known to depend on the fluid flow and heat transfer in the
material. A way to influence the heat transfer and fluid flow, and thus the quality of the weld, is by
using different power-density distributions. However, the current literature falls short when combin-
ing the different power-density distributions with weld pool behaviour. The aim of this thesis is to
study the effects of laser power-density distribution on heat and fluid flow in molten metal melting
pools. This will be done by running weld pool simulations using a 2D axisymmetric, flat surface
model. These simulations use a top-hat, Gaussian or doughnut laser power-density distribution.
Besides, the cases have been simulated for a 20 ppm and a 150 ppm sulfur concentration. That the
sulfur concentration has an influence on the weld pool shape was already shown in previous studies.
However, it was not known how much the influence of sulfur concentrations varied for different laser
power-density distributions.

The laser power-density distributions are found to have a significant influence on the weld pool
shape. The doughnut power-density distribution created a three times deeper weld pool than the
Gaussian and top-hat power-density distribution. The maximum temperature of the weld pool was
also influenced by the power-density distribution. In the case with a sulfur concentration of 20 ppm
a discrepancy of 1000 K has been found between the Gaussian and doughnut distribution.

The influence of sulfur concentrations varied for different laser power-density distributions. This
influence of the sulfur concentrations has been measured through the difference in aspect ratio for
different sulfur concentration cases. For both the top-hat and Gaussian power-density distribution,
the aspect ratio differed 0.02 when using a 20 ppm versus a 150 ppm sulfur concentrations. The
doughnut power-density distribution reached a higher difference in aspect ratio of 0.1 when using a
20 ppm versus a 150 ppm sulfur concentrations.

The use of different power-density distributions in weld pool simulations results in different
weld pool behaviour. Besides, the combination of different sulfur concentrations with power-density
distributions largely influenced shape, temperature and fluid flow of the weld pool, which results in
a great variation of weld pool shapes and sizes. Because there are different requirements for different
welding cases, these results are useful in order to construct a quality weld.
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1. Introduction

1.1 Background

Laser welding is a welding technology that allows for opportunities which are difficult or even im-
possible to achieve via other welding methods such as Arc welding and gas welding. Laser welding
differs from other welding techniques both in equipment and process operation standpoints [1]. Since
the discovery of laser welding many studies have been done as it is used widely in different industries
such as aerospace, automotive and marine industry. An example of the utility of laser welding is
the application on the Audi A4/Q5 doors, here laser welding is used in order to create a maximum
viewing angle, which is good for both safety and comfort [2]. Besides these advantages there is also
an additional potential for the reduction of the weight of a car. This has been applied to the door
of the Audi A6, by reducing the structural single parts, which was possible due to the use of laser
welding, the new door concept saved 10kg in weight. These examples show that laser welding is
a very useful welding technique, but there is still a lot of room for improvement, especially in the
simulation of laser processes [2].
Since the eighties the welding research obtained an important tool called numerical simulation. This
allowed for the rapid increase of knowledge and understanding regarding weld pools. The studies
done so far have had many different spear points. Some studies focus on a translating heat source
(e.g. [3, 4]), while others focus on the so called spot-welding (e.g. [5]).

Studies regarding weld pool behavior and laser density distributions have been done numerically
(e.g. [6, 7]) and experimentally (e.g. [8, 9]). A few studies even combine the experiments with the
numerical models (e.g. [10]). The main disadvantage of an experimental study on weld pools is the
high temperatures, small dimensions and lack of transparency of the weld pool. The application
of different laser density distributions is relatively new for weld pools. In this paper a look will be
taken at the effect of the various laser density distributions on the weld pool behaviour. The main
focus in this paper is on the numerical simulation of hydrodynamics and heat transfer in a weld pool
for different laser density distributions.

1.2 Scope

The main goal of the present work is understand the effects of different laser power-density distri-
butions on low-Prandtl number melting pools. To achieve this goal, the following research question
is defined.
What are the effects of laser power-density distribution on heat and fluid flow in molten metal melting
pools?
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1.3 Outline

This bachelor thesis is organized as follows. The literature review is done in chapter 2. This chapter
shows the reason why this study is done. The focus of the literature is mostly on heat transfer, fluid
flow and laser density distributions. Chapter 3 discusses two physical models which will be used
for numerical simulation. In chapter 4 the solution procedure is discussed. Chapter 5 reports the
numerical simulations done. Finally the concluding remarks of this report will be made in chapter
6.
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2. Literature review

This chapter reviews the state-of-the-art of weld pools and laser power-density distributions. Here
is discussed what we already know regarding these subjects, what is missing in the literature and
what are the limitations. In the end, it is discussed how this thesis contributes to the advancement
of the field.

2.1 Overview on weld pool flow studies

Studies on the development of weld pools have been carried out for a few decades now, both by
experiments and numerical simulation. This section gives an overview of experimental techniques
and numerical models. All these researches are based upon understanding the physics which involve
the hydrodynamics and heat transfer of the weld pool. The foundation of these physics have been
formed by DebRoy and David [11] and Lancaster [12]. Weld pool hydrodynamics are dominated by
Marangoni convection due to surface tension gradients. These hydrodynamics play a substantial role
in the heat transfer to the surrounding heat affected zone. The heat transfer affects among others:
the final weld shape, post solidification micro-structures, and residual stresses, which correlate to
the weld quality [13]. The dependence of surface tension on temperature and element concentration
results in a significant spatial variation of surface tension, which is manifested in Marangoni stresses
at the free surface. Marangoni stresses are balanced by shear stresses due to the liquid metal
viscosity. The weld pool flow is essentially driven by differences in surface tension. This is called
the Marangoni driven flow and it can have a profound impact on the final weld shapes [14].

2.1.1 Experimental studies

There have been many experimental studies on weld pool flows. Most of these studies faced the
same obstacles, which are: small dimensions, high temperatures and the lack of transparency [4].
Nevertheless, several successful measurements of weld pool free surface velocities have been reported
[8]. This is done by following the movement of oxide particles which are transported by the surface
flow [15–17].

Lately, more advanced techniques have been used that can deal with the lack of transparency.
For example X-ray transmission, has been used in order to measure the internal flow velocities. This
technique has been used by Mizutani et al. [18], Naito et al. [19], Katayama et al. [20] and it solved
the transparency problem regarding liquid metal.
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2.1.2 Numerical modelling

Numerical modelling has been of great importance to the advancement of the field of weld pool
hydrodynamics [21]. An advantage of numerical models is that it does not have any problems with
small dimensions, high temperatures and the lack of transparency. Numerical modellings allows
for an extensive analysis regarding the time-dependent fluid flow and heat transfer, both at free
surface and inside the weld pool. This section reviews the available models with attention to several
aspects, such as free surface deformation, surface active elements, enhancement factors and solidifi-
cation stage.

Many researches have relied on the flat surface assumption. The researches vary in complexity
regarding e.g. dimensionality: 2D [22, 23], 2D axisymmetric [24] and 3D [25–27]. Other researches
allowed for surface deformation, Paul and Debroy [28] showed that free surface simulations were
found to be in fair agreement with the corresponding experimental values. Thompson and Szekely
[29] used a coordinate transformation in order to investigate the transport phenomena in weld pools
with surface deformation, providing an accurate model for describing the conditions at the free sur-
face and calculating the surface tension forces.

In the research of Sahoo et al. [30] a mathematical model was created. This model showed the
influence of a surface active element (e.g. sulfur) and temperature on the surface tension. Which is
still the most used model for simulating surface tension.

Some researches used enhancement factors for thermal conductivity and viscosity in order to
fit numerical data to experimental observations [24, 25]. The reasoning behind using enhancement
factors is to enhance the momentum and heat transfer due to the flow instabilities and/or possibly
turbulence. The use of enhancement factors can lead to inaccurate predictions of the time-dependent
mixing of the elements in the weld pool. Which is important for the determination of the micro
structure quality [13].

Most numerical models do not take the solidification phase into account. The problem with this
is that experimental results were obtained for solidified welds, but numerical results showed welds
at the end of the heating stage. However there are some works out there which have included this
solidification phase in their simulations. A few examples are: Chen et al. [3], Saldi et al. [21], Paul
and Debroy [28], Pavlyk and Dilthey [31], Xu et al. [32] and Han and Liou [26]. Saldi et al. [21]
shows that the weld pool shape significantly changes after the heat source has been switched off.
During the cool down phase is even possible that the surface tension gradient switches from negative
to positive. Resulting in the Marangoni flow direction to change from outward to inward, which
deepens the weld pool up to 30%. Pavlyk and Dilthey [31] showed the coupling between macro-scale
flow and heat simulation with solidification at micro-structure scale.

2.2 Studies on power-density distributions

Studies on non-standard laser power-density distributions are still pretty new, but interest in the
subject has been growing rapidly due to having a lot of applications [33]. Duocastella and Arnold
[33] wrote a review on the knowledge of Bessel and annular (doughnut) beams, they showed the
advantages/disadvantages of using different power-density distributions and the applications these
beams can be used for.
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Important to the advancement of the field was the research of Han and Liou [26]. In this research
a numerical study was done regarding the effect of different laser beam modes on the development
of a melt pool. They showed that the use of different power-density distributions has a significant
influence on the weld pool and thus on the product quality. However there is still quite a lot of work
to be done regarding the effect of various power-density distributions on melt pools.

There is already a lot of knowledge about the standard power-density distributions which are
the Gaussian and top-hat power-density distribution. These power-density distributions have been
used in most of the numerical weld pool models [24, 32]. There are two different ways to add the
top-hat power-density distribution in a simulation. The first one is by the approximation of an
uniform power-density profile as is done by Xu et al. [32], the other technique is by the use of a
Super-Gaussian beam as has been done by Wu et al. [34].

It is possible to create different beams via beam shaping. With beam shaping it is possible to
create C-shaped, triangular, rectangular and diamond beams instead of the standard circular beams
[33, 35–37]. Sundqvist et al. [35] showed that beam shaping results in different weld pool shapes.
Whereas, Sheikh and Li [37] showed that non-conventional laser beam geometries can be effectively
employed for laser processes such as surface heating, transformation hardening, forming, melting of
metallic materials, and laser cutting.

2.3 Concluding remarks

As already shown in the literature, there is a already a lot of research done regarding the heat
transfer and fluid flow inside a low-Prandtl number melting pool. However, the used models still
have limitations. There is already a lot known about various laser power-density distributions,
even though this is still a new research subject. However, most of the research is focused on beam
shaping. The current literature falls short when combining the different power-density distributions
with weld pool behaviour. Due to the fact that the application of different laser density distributions
is relatively new for weld pools. This thesis is focused on the numerical simulation of the heat transfer
and fluid flow inside a weld pool by various power-density distributions. This will be combined with
different surface active element concentrations as there is little to no research about the combination
of various laser power-density distributions with different surface active element concentrations. It
is important to do research regarding the effect of various power-density distributions on weld pool
behaviour as it could help by increasing the quality of different welds. As for various welding cases
there are different requirements in order to construct a quality weld.
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3. Methodology

This chapter presents the methodology regarding the numerical simulation of weld pools using various
laser density distributions. The methodology narrows the topic down, as welding pool behaviour is a
really broad subject. It focuses mainly on heat transfer and fluid flow in a weld pool. Besides, various
laser power-density distributions are discussed, the relevant dimensionless constants are given and a
simple sketch of the problem is provided. The methodology also touches upon the difference between
2D and 3D modelling.

3.1 Simple sketch of the problem

The present study takes a look at the influence of different power-density distributions on the weld
pool shape, fluid flow and heat transfer in the weld pool. Figure 3.1 gives a sketch of the cross
section of a weld pool.

Figure 3.1: Sketch of the cross section of the material, showing the general concept of the weld pool,
heat affected zone and the base material in which the effect of heat transfer of the laser is assumed
to be negligible.

The solid material is heated by a laser source, after some time the melting temperature of the
material is reached. The material in the weld pool is now molten and its heat effects an area around
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it. In the base material it is assumed that the heat transfer is negligible [4].

3.2 Various laser power-density distributions

Gaussian density profiles and top-hat profiles are density profiles that are used by most commercial
lasers providers, but in the last few years a lot of different power-density distributions for lasers
have been used [33]. This paper takes a look at why different power-density distributions are used
and what effect these power-density distributions could have on a weld pool. Figure 3.2 shows the
power-density distributions which are used in this thesis.

Figure 3.2: 2D and 3D power-density distributions of (a) Gaussian beam, (b) Top-hat beam and (c)
Doughnut beam. Adapted from ”Bessel and annular beams for materials processing” by Duocastella
M. and Arnold C.B., 2012, Laser and photonics reviews, 6, p. 608. Reprinted with permission.

The Gaussian and top-hat power-density distribution are chosen because these power-density
distributions are used a lot as already mentioned above. The doughnut power-density distribution
is used because the sideways spreading of the heated area is bigger than that of a Gaussian or even
top-hat beam, while at the same time the maximum temperature rise is lower in the center, due to
the null power-density on-axis [33].

3.2.1 Gaussian power-density distribution

The Gaussian power-density distribution, shown in figure 3.2a, is the most common beam shape
and thus is generally seen as the standard beam shape. This is due to the fact that the Fourier
transform is also Gaussian, thus its shape is preserved [38]. The preserved shape is very useful as
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the laser beam keeps the same shape while passing through lenses. When using a Gaussian beam
as power-density distribution for creating a weld pool with a low, 20 ppm, sulfur concentration, it
is expected to create a deep welding pool [32]. For the intensity of a Gaussian laser beam the so
called TEM00 mode is used, as that mode satisfies a Gaussian power-density distribution [26]. The
intensity profile is given by [27]:

IG(x, y, z) =
2Plaser

πRw(z)2
e
−2

(
r

Rw(z)

)2

, (3.1)

where, Plaser is the laser power, Rw the radius of the beams waist at depth z and r is the
distance from the computational cell to the laser beam center, r is a polar coordinate which can also
be written as: r =

√
(x− x0)2 + (y − y0)2. The expansion of the laser beam relative to the z-axis

is given by:

Rw(z) = R0

√
1 + (

zMλ

πR2
0

)2, (3.2)

where, R0 is the radius of the focused laser beam, λ the wavelength of the laser and M the beam
quality factor, which is 1 for an ideal Gaussian beam. In this paper it is assumed that the beam is
ideal and the laser is close to the material, which means that the second term in the square root is
really small. This is the reason this term is neglected, which allows for the use of Rw = R0.

3.2.2 Top-hat beams

There a few different ways to approximate a top-hat power-density distribution: via a super Gaussian
power-density distribution, flattened-Gaussian power-density distribution or via an uniform power-
density distribution. A super-Gaussian function can be used in order to define the power-density
distribution of a top-hat beam. This is given by [39]:

ISG(x, y, z) = Ae
−2

(
r

Rw(z)

)a

, (3.3)

where, A is the maximum for the intensity of the super-Gaussian(SG) function and a the SG
power. This SG function reduces to a Gaussian function for a = 2. The equation 3.3 can be rewritten
by combining this with equation 3.1, in order to obtain an expression for A:

ISG(x, y, z) =
2Plaser

πRw(z)a
e
−2

(
r

Rw(z)

)a

. (3.4)

When taking a→∞ the function tends to a rectangle, which would be the ideal top-hat function.
The disadvantage of using this power-density distribution is that it is difficult to handle analytically.
Because of this the so called flattened-Gaussian profiles are used, which are easier to solve analyti-
cally [40].

In the models in this paper it is assumed that the top-hat beam is ideal, which means that the
power-density distribution profile is uniform. This is done because a well-made top-hat beam is close
to an uniform beam, hence there is no big difference in the simulation [33].
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3.2.3 Doughnut power-density distribution

The doughnut power-density distribution, also called the annular power-density distribution has no
intensity in the center, as is shown in figure 3.2c. Such a beam can be created by using destructive
interference on a Gaussian laser beam. The intensity of a doughnut shaped beam is given by equation
3.5. Using the relation that was found by Yoo et al. [9]: Rp = 0.75Rw(z) the following formula is
obtained.

ID(x, y, z) =
16Plaser

9πRw(z)2

(
4r

3Rw(z)

)2

e
−

(
4r

3Rw(z)

)2

. (3.5)

Again it is assumed that the laser is close to the material and the beam quality factor M is
assumed to be 1. Resulting in the assumption that Rw = R0.

Keep in mind that there are many different ways to create an Annular beam, as the only re-
quirement for an Annular beam is that there is no power distributed in its center. It is for example
possible to create rectangular or triangular Annular beams. This is done through beam shaping,
which is not examined in this thesis.

3.3 Relevant physical phenomena

The laser is only able to supply a heat influx to the surface of the material, which sets into effect
a heat transfer inside the material. This means that there will be temperature gradients, these
temperature gradients over the melt pool surface result in a spatial variation of surface tension [13].
Liquid flows from zones of low surface tension to zones with high surface tension. This mechanism
is called the Marangoni effect and it is given significance by the thermal Marangoni number. The
Marangoni number compares the rate at which thermal energy is transported through the Marangoni
flow to the rate at which thermal energy diffuses [11, 41]. The Marangoni number is given by:

Ma =

∂σ

∂T
L∆T

µα
, (3.6)

where,
∂σ

∂T
is the variation in surface tension due to the temperature, L a characteristic length

scale, ∆T the temperature difference, µ the dynamic viscosity and α the thermal diffusity.

The temperature gradient in the weld pool also causes density gradients, which induces a buoy-
ancy force. The buoyancy-driven flow can be described by the Rayleigh number, which is a product
of the dimensionless Grashof and Prandtl numbers. The Rayleigh number gives the ratio between
the inertia forces and surface tension forces [42].

Ra =
ρ2gβ∆TL3

µ2

µ

ρα
=
ρgβ∆TL3

µα
, (3.7)

where, ρ is the density of the fluid, g the gravitational acceleration and β the thermal expansion
coefficient. In order to determine which effect dominates the fluid flow in the weld pool, the dynamic
Bond number is determined. The dynamic Bond number (eq. 3.8) gives the ration between the
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Rayleigh number over the Marangoni number, which gives the ratio of the gravitational force over
surface tension force.

Bo =
Ra

Ma
=
ρgβ∆TL2

∂σ

∂T
∆T

. (3.8)

For a spot weld pool using stainless steel, the Bond number is typically between 10−4-10−3 [13].
The Bond number represents the ratio between the buoyancy force and the Marangoni effect, there-
fore it can be concluded that the buoyancy driven flow can be neglected for a spot weld pool using
stainless steel. This assumption is tested in section 6.4.1.

In a weld pool there are two ways for heat transport. The first one is convection and the second
is conduction or diffusion. In order to find which of these two is the primary drive of heat transfer in
a weld pool the Péclet number for heat transfer is calculated in equation 3.10. The Péclet number
gives the ratio between heat transport by convection over heat transport by conduction [43]. But
first an expression for the characteristic velocity should be found using:

U =
∆σ

µ
'

∂σ

∂T
∆T

µ
, (3.9)

where, U is the characteristic velocity and ∆σ the difference in surface tension. This expression
is used in order to define equation 3.10.

Peheat =
UL

α
'

∂σ

∂T
∆TL

αµ
. (3.10)

For weld pools the Péclet number is in the order of 10-102 [13]. This indicates that heat transport
by convection is more significant than the conductive and diffusive heat transport.

Whether the fluid flow in the weld pool is laminar or turbulent is determined by the Reynolds
number, which determines the ratio between inertia forces and viscous forces. In the present model
the inertia forces are given by the surface tension forces. The Reynolds number can be rewritten
using equation 3.9 in order to obtain:

Re =
UρL

µ
'

∂σ

∂T
∆TρL

µ2
, (3.11)

whether the weld pool flow is laminar or turbulent is still an unresolved issue [13]. For a spot
weld pool the Reynolds number can get as large as 105, which creates a highly unstable free surface
flow. This has been observed experimentally by Zhao et al. [8]. Aboutalebi et al. [44] suggested that
weld pool flow becomes turbulent if the Reynolds number is much larger than 100.

3.4 Heat transfer in a weld pool

3.4.1 Conservation of energy

The heat transfer inside a weld pool should be discussed in order to understand development of a
weld pool. The energy conservation equation at atmospheric pressure is given by [45]:
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∂(ρH)

∂t
+∇ · (ρHU) = −(∇ · q)− (τ : ∇U), (3.12)

where, H the enthalpy and U the velocity vector. Fourier’s law is used to rewrite −(∇ · q) to
∇ · (k∇T ) [45]. The viscous velocity term, −(τ : ∇U), is neglected as it is only of significance for
enormous gradients in the velocity. The conservation of energy can be rewritten to equation 3.13.
This is done through the use of the assumptions above and through including a source term for the
latent heat change and surface heat, the last one is neglected if the flat surface assumption is used.

∂(ρCpT )

∂t
+∇(ρCpUT ) = ∇ · (k∇T ) + ST , (3.13)

where, ρ is the density of the liquid metal, Cp the specific heat, k the thermal conductivity, ST

the energy source term which is analysed in section 4.1.3 .

3.4.2 Heat flux

The total heat flux is determined by calculating the sum of the ingoing and outgoing flux.

q”total = q”in − q”out = q”laser − q”conv − q”rad, (3.14)

where, q”laser is the heat from the laser, q”conv the heat loss from convection and q”rad the heat
emitted due to radiation. q”laser, q”rad and q”conv can be obtained by the following equations 3.15
- 3.17.

q”laser = AIδs, (3.15)

q”conv = hc(T − T∞), (3.16)

q”rad = εσ(T 4 − T 4
∞), (3.17)

where, A is the absorption coefficient which is material specific, I(x, y) the intensity of the
incident laser beam, δs the delta Dirac function which peaks at the surface and decays away from
it. This makes sure that the energy of the laser only acts on the surface, hc the convective heat
transfer coefficient, ε the emissivity of the material, T∞ the temperature around the object [26]. The
intensity of the laser varies for various power-density distributions. These were already analysed in
section 3.2. Sharir et al. [46] stated that the heat loss through convection is small in comparison
to the heat loss via radiation, especially for high temperatures. Therefore the heat loss through
convection will be neglected in the present model. Natural convection is the primary drive for heat
transfer, as already discussed in section 3.3. Heat transfer through conduction will be largest at the
surface which is directly irradiated by the laser [47].

3.5 Fluid flow

3.5.1 Conservation of mass and momentum

To analyse fluid flow inside a weld pool, the continuity equation and the conservation of momentum
are defined as [26, 48]:

∂

∂t
ρ+∇ · (ρU) = 0 (3.18)
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∂

∂t
(ρU) +∇ · (ρUU) = ∇ · (µ∇U)−∇p+ SU, (3.19)

where, µ is the dynamic viscosity, SU the momentum source term which is analysed in section
4.1.2.

3.5.2 The mushy zone

For non pure materials there is a so called mushy zone. This is the range between the solidus
temperature Ts and the liquidus temperature Tl. In this mushy zone the material is partly solid and
partly liquid. The liquid volume fraction fl is used to determine how liquid the mushy zone is [10].

fl =


0, 0 < T < Ts.
T − Ts
Tl − Ts

, Ts < T < Tl

1, T > Tl

(3.20)

The liquid volume fraction is zero in the solid part and one in the liquid part of the material.
This mushy zone also defines a condition which the welding pool system has to meet. This condition
being the zero velocity condition inside the solid. The mushy zone allows the velocity to decrease
gradually from a certain value inside the liquid, to a lower value inside the mushy zone and in the
end to be equal to zero in the solid. This is done by the use of Darcy’s law, which will be discussed
in section 4.1.2.

3.5.3 The Marangoni effect

Temperature gradients over the melt pool surface induce a spatial variation in surface tension. This
gradient leads to the Marangoni force which is balanced by viscous forces [48]. This is called the
shear stress and it can be used in order to determine the gradient of the velocity vector.

τf→w =
∂σ

∂m
= µ

∂U

∂n
, (3.21)

where, τf→w is the shear stress of the fluid on the wall, n and m are tangential vectors. The

shear stress can also be written as the spatial variation in surface tension
∂σ

∂m
. As made clear in

section 3.3 the surface tension is also dependent on the temperature, and the temperature again has
a spatial dependency. This means that the shear stress can be rewritten to [36]:

∂σ

∂T

∂T

∂m
= µ

∂U

∂n
, (3.22)

the surface tension still has to be defined in order to be able to use equation 3.22. For the surface
tension the model proposed by Sahoo et al. [30] is used. The surface tension is given by [10]:

σ = −σpure,m +
∂σpure
∂T

(T − Tm)−RTΓsln(1 + klaie
−

∆Hpure

RT ), (3.23)

where, σpure,m is the surface tension of a pure material at its melting point,
∂σpure
∂T

the variation

in the surface tension of a pure material due to the temperature, which is assumed constant [30],
R the universal gas constant, Γ the surface excess at saturation, kl a constant corresponding to
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the segregation entropy, ai the activity of material i (depends on sulfur concentration), ∆Hpure the
standard heat of adsorption. Equation 3.23 is derived with respect to T in order to obtain the

variation in surface tension with temperature. Using the adsorption coefficient K = kle
−

∆Hpure

RT .
The following equation can be obtained:

∂σ

∂T
=
∂σpure
∂T

−RΓsln(1 +Kai)−
ΓsKai∆Hpure

(1 +Kai)T
. (3.24)

Marangoni flow direction

The model for the variation in surface tension with temperature, shown in equation 3.24, can give

rise to different
∂σ

∂T
coefficients,

∂σ

∂T
can be positive or negative, this largely depends on the amount

of sulfur inside the weld pool [13]. For low concentrations of sulfur the surface tension decreases
when the temperature increases. Fluids always flow from places of low surface tension to places
with high surface tension, so an outward flow will take place in this case. For high concentrations
of sulfur the surface tension increases when the temperature increases. This creates an inward
flow. There is one special case, where the surface tension increases with the temperature but from
a certain temperature onward the surface tension decreases with the temperature. This creates
radially inward and outward vortices in the weld pool, figure 3.3c. These vortices create a complex

fluid flow inside the weld pool [24]. This change of sign for the
∂σ

∂T
coefficient happens at the

critical temperature. Figure 3.3 gives a schematic representation of these phenomena for a Gaussian
power-density distribution.

Figure 3.3: Sketch of the cross section of the flow inside a weld pool for different
∂σ

∂T
coefficients. With

Tm being the melting temperature, Tmax the maximum temperature and Tc the critical temperature.
The laser is using a Gaussian density distribution profile.

Currently there is not much research about the effect of different power-density distributions on
the fluid flow in the weld pool. By using different power-density distribution functions the shape of
the weld pool will change. This thesis will take a detailed look at the effect of a various power-density
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distributions on the fluid flows inside the weld pool. For the doughnut power-density distribution,
see figure 3.2, there will be two Tmax peaks. This results in twice as many vortices in the weld pool.
Resulting in a more turbulent fluid flow inside the weld pool. It also has a relatively low temperature
in the center of the welding pool, due to the zero intensity on-axis [33]. A schematic sketch of the
Marangoni flow inside a weld pool using an Annular beam is given in figure 3.4.

Figure 3.4: Sketch of the cross section of the flow inside a weld pool for different
∂σ

∂T
coefficients.

The laser is using a doughnut power-density distribution profile.

The top-hat profile does not have any extra vortices in comparison to the Gaussian profile.
However the area which is at the maximum temperature in the weld pool is relatively high. This
would mean in case of a critical temperature (fig. 3.3c), the (orange) part, below the critical
temperature will be considerably smaller than the (yellow) part, above the critical temperature.
This will have the effect that the vortices meet closer to the side of the weld pool than that they do
for a Gaussian distribution.
It is important to research the effect of various laser density distributions on weld pool behaviour
as it could help to improve the quality of laser welding products.

3.6 2D axisymmetric vs 3D modelling

There are advantages and disadvantages coupled to using a 2D model over a 3D model. The main
advantage is the use of a lot less computing power, but this comes at a cost. First of all when using
2D models the capturing of boundary effects has to be given up and instead the stress field will be
estimated in a zone where stationary conditions arise during welding [49]. It has been discovered
that 2D and 3D models match better when the thermal conductivity of a material is lower, this
is possible using enhancement factors, and if the welding speed is higher [49, 50]. To conclude,
when using 2D weld pool models the accuracy of the model becomes worse, but it requires a lot less
computing power.
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4. The physical model

In this thesis a physical model with the flat-surface assumption is used to describe the creation of a
weld pool. This model is called the solid-liquid model, which will be discussed in detail in section
4.1.

4.1 Solid-liquid model

4.1.1 Relevant equations

The solid-liquid model is based on the continuum equation (eq. 4.1), the equations for the conser-
vation of momentum (eq. 4.2) and energy (eq. 4.3).

∂

∂t
ρ+∇ · (ρU) = 0 (4.1)

∂

∂t
(ρU) +∇ · (ρUU) = ∇ · (µ∇U)−∇p+ SU (4.2)

∂(ρCpT )

∂t
+∇(ρCpUT ) = ∇ · (k∇T ) + ST . (4.3)

4.1.2 Momentum source term

The momentum source term consists of two parts SU = SB + SD. The first part, SB , comes from
the temperature difference, this creates a density difference, which creates a buoyancy force in the
direction of the gravitation field, this contribution is given by:

SB = ρgβ(T − Tref ), (4.4)

where, β is the thermal expansion coefficient and Tref the reference temperature. SD satisfies
the following condition: the velocity field is zero in solid regions. The idea is to gradually reduce
the velocities from a finite number in the liquid to zero in the full solid [47]. This is called the Darcy
damping force (eq. 4.5), which can be derived from the Kozeny-Carman equation [32].

SD = AU = −C (1− fl)2

f3l + b
U, (4.5)

where, A is the drag coefficient for a porous media model in the mushy zone, C a constant
describing the mushy zone morphology (106 ∼ 108) [51], fl the liquid volume fraction, (eq. 3.20)
and b a small constant (10−4 ∼ 10−3) [51], which is introduced in order to avoid division by zero.
Equation 4.4 and 4.5 are used in order to find an expression for SU:
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SU = ρgβ(T − Tref )− C (1− fl)2

f3l + b
U. (4.6)

4.1.3 Energy source term

The energy source term ST defines the evolution of the latent heat. The latent heat is absorbed
when the phase of the material changes from solid to liquid. The inverse is also true. The energy
source term is given as [10, 13, 47, 52]:

ST = −

(
∂(ρ∆H)

∂t
+∇ · (ρU∆H)

)
, (4.7)

where, ∆H is the latent heat change, also known as the latent enthalpy change, which is a function
depending on temperature. Two cases exist, an isothermal phase change and a non-isothermal phase
change. For an isothermal phase change, the latent heat will be zero if the temperature (T ) is lower
than the melting temperature (Tm). This suddenly changes if T > Tm, at that moment latent heat
is L. For a non-isothermal phase the change from zero to L will take place during a temperature
interval. The range of the temperature interval is from the temperature of the solidus (Ts) to the
temperature of the liquidus (Tl). This change of latent heat will be assumed linear in this thesis as
that requires less computer power, although in reality this is not a linear line. In order to create
a linear line for the latent heat change the energy source term is rewritten to equation 4.8 [52].
Furthermore it is used that the latent heat change ∆H = Lfl with L being the latent heat of a
material [36].

ST = SPT + SC (4.8)

This is rewritten to [13]:

ST = −∂ρflL
∂t

= −ρL∂fl
∂T

∂T

∂t
, (4.9)

linking these two equations (4.9 & 4.8) defines the coefficients SP (eq. 4.10) and SC (eq. 4.11).

SP = −ρL
∆t

dF
dT

(4.10)

SC = −SPF−1 +
ρL

∆t
(foldl − fl) =

ρL

∆t

dF
dT
F−1 +

ρL

∆t
(foldl − fl) (4.11)

Equation 4.10 and 4.11 show that an iteration is taking place between the temperature and
the liquid volume fraction. Hereby foldl references the previous iteration level. In these equations
F is the liquid fraction temperature relationship, meaning that the inverse version F−1 gives a
temperature for a certain liquid volume fraction at the old iteration level. In case of a linear profile
for fl between Ts and Tl the inverse liquid temperature relationship F−1 and the differential of the

liquid temperature relationship
dF
dT

are given by equation 4.12 and 4.13:

F−1 = F−1(foldl ) = foldl (Tl − Ts) + Ts (4.12)

dF
dT

=
1

Tl − Ts
. (4.13)
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4.1.4 Boundary condition

For the solid liquid model the two dependent variables in need of boundary conditions are the
temperature and the velocity.

Top surface

In order to define the energy boundary on the top surface, the heat flux balance in equation 4.14 is
rewritten as:

k
∂T

∂n
= AIδs − εσ(T 4 − T 4

∞), (4.14)

note that the intensity of the incident laser will be different when using different power-density
distributions.

The velocity boundary condition is defined by the shear stress balance, which has been defined
in section 3.5.3.

µ
∂U

∂n
=
∂σ

∂T

∂T

∂m
(4.15)

Bottom and side surfaces

The temperature boundary condition for the bottom and side surfaces is defined using the assumption
that the bottom and side surfaces are adiabatic as this is far away from the weld pool. This means
that the gradient of the temperature is zero in other words, the temperature is constant. For the
velocity a no-slip condition is assumed. The no-slip condition imposes that at a solid boundary,
the fluid will have zero velocity relative to the boundary. So for the bottom and side surface the

boundary conditions are:
∂T

∂n
= 0 and U = 0.
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5. Solution procedure

5.1 General procedure

The numerically solved equations are discussed in this part. It shows the steps to follow in the
solution procedure and how the pressure-velocity coupling works.

5.1.1 Computation sequence

The simulations are done using ANSYS 2019 R2 [53]. The computation sequence for the solid-liquid
model is shown in a flowchart in figure 5.1. Before the computation processing can start there is a
pre-processing phase. In this phase a computational mesh is generated and its quality is evaluated.
The evaluation of the quality is extremely important, which will be proven in section 6.1.2. Only a
mesh of sufficient quality can lead to an accurate solution [4]. The main computation state starts
with applying the initial and boundary conditions to the mesh. In the present model the smeared
surface forces and surface heat source are imposed as boundary conditions. The pressure-velocity
coupling will be handled using the PISO method [13]. More about this will be explained in section
5.1.2. As mentioned already in section 4.1.3, the liquid fraction and the temperature (and thus
the energy equation) depend on each other. Therefore the liquid fraction and the energy equation
are solved by the iteration scheme proposed in the same section. During the post-processing, the
time-dependent results are processed via field visualisations and plots of variable distributions or
time dependencies.
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Figure 5.1: Flowchart of the computation sequence of the solid-liquid model.
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5.1.2 Pressure-velocity coupling

The momentum equation (eq. 4.2) has a pressure gradient term. In order to solve this momentum
equation the pressure distribution needs to be known beforehand. The conservation of mass and
momentum are used in order to derive the pressure, which introduces pressure-velocity coupling.
For the solid-liquid model as well the pressure-velocity coupling will be solved using the PISO
(Pressure-Implicit with Splitting of Operators) algorithm given by Issa [54]. There are a lot of
other solvers which could be used for this operation, like the SIMPLEC (Semi-Implicit Method for
Pressure Linked Equations-Consistent) algorithm given by Van Doormaal and Raithby [55]. The
PISO algorithm is chosen in the present model as it preforms the momentum corrector step more
than once.

The PISO method works as follows [13]:

1. Set the boundary conditions.

2. Solve the discretized momentum equation to compute the guessed velocity field (note: this
velocity field does net yet satisfy the continuity).

3. Compute the mass fluxes at the cells faces.

4. Solve the pressure equation.

5. Recalculate the mass fluxes at the cell faces.

6. Recalculate the velocities based on the new pressure field.

7. Update the boundary conditions.

8. Repeat from step 3 for a prescribed number of times.
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6. Numerical simulations

This section reports all the numerical simulations done in this paper. First there are a few validation
cases, followed by some concluding remarks regarding these cases. Afterwards the 2D axisymmetric
numerical simulations done for different laser power-density distributions are reported.

6.1 Validation cases

In order to validate the model used in this paper the following cases:

• 1D Solidification

• 2D Melting phase change

• Role of Sulfur on weld pool behaviour

6.1.1 1D Solidification

The validation case of 1D solidification was reported by Voller and Swaminathan [56], Voller [57].
The case is a 1D slab, made out of an Al-4.5%Cu alloy, which has a transient solidification without
convection. The slab has one cold wall (TC = 583K) which is way lower than the solidus temperature
(Ts = 821K) [50]. The other side wall and the two walls at the top of the slab are considered
adiabatic. The initial temperature of the slab (Ti = 969K) is higher than the liquidus temperature
of (Tl = 919K), this means that the slab slowly solidifies in time. Figure 6.1 shows a sketch of the
1D solidification problem, note that the mushy zone is not drawn here, but it does exist.

Figure 6.1: Sketch of the solidification process of a 1D slab. There is one cold wall, the other sides
are insulated.

The slab has a width of 0.16 m and is made into a mesh of the size 100x1 (as it is 1D). Because
this case is in 1D there is no fluid flow and no gravity. The relevant material properties of Al-4.5%Cu
are shown in table 6.1 [56].
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Table 6.1: A table providing the important material properties of Al-4.5%Cu which are used in the
simulation of the 1D solidification case.

Parameter Symbol Value Units
Density solid ρs 2800 kg/m3

Density liquid ρl 2500 kg/m3

Specific heat solid CPs 900 J kg−1 K−1

Specific heat liquid CPl 1100 J kg−1 K−1

Thermal conductivity solid ks 200 W m−1 K−1

Thermal conductivity liquid kl 90 W m−1 K−1

Latent heat L 3.9× 105 J kg−1

Initial temperature Ti 969 K
Liquidus temperature Tl 919 K
Solidus temperature Ts 821 K
Cold wall temperature TC 573 K
Width W 0.16 m

For this 1D slab solidification problem simulations where run. Figure ?? shows the development
of the solidus and liquidus line over a flow time of 200 s. In this figure the solidus and liquidus line
are compared to the semi-analytical data obtained from Voller and Swaminathan [56].

Figure 6.2: Simulation of the solidification of a 1D slab. Comparing the present implementation to
the semi-analytical results from Voller and Swaminathan [56].

The left side of the slab slowly starts to become solid while the right side of the slab is still
melted. Around the middle portion a mushy zone has established, which is the difference between
the liquidus and solidus line. Figure 6.2 shows that the mushy zone grows over the flow time. The
results from the present model have been compared to the semi-analytical results from Voller and
Swaminathan [56]. From this can be concluded that the present model does slightly overpredict
the size of both the liquidus and solidus during the first 100 s of flow times, this overprediction is
maximally 4 mm. However the results later after 100 s of flow time show good agreement with the
semi-analytical results. In this simulation the temperature gradient is the highest around the mushy
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zone, due to the extra energy generated through the phase change. The mushy zone also gets more
drawn out by higher flow times, which is as expected.

6.1.2 Melting phase change

The second validation case is a 2D melting phase change case. This case is originally reported by
Brent et al. [47]. A solid block of material is heated on one side to a temperature TH which is above
the melting temperature Tm, the other side is heated to TC which is below Tm. The results will
be compared to the model of Saldi [13], who compared his work with the simulation of Brent et al.
[47], and the experiments of Gau and Viskanta [58]. For the melting problem gallium is used. The
parameters of gallium are the same as Hannoun et al. [59] used. These parameters are provided in
table 6.2. A sketch of the problem is given in figure 6.3.

Table 6.2: A table providing the values used in the simulation of the melting phase change of gallium.

Parameter Symbol Value Units
Density ρ 6.093× 103 kg/m3

Specific heat CP 381.5 J kg−1 K−1

Thermal conductivity k 32 W m−1 K−1

Dynamic viscosity µ 1.81× 10−3 Ns/m2

Thermal expansion coefficient β 1.20× 10−4 K−1

Latent heat L 8.016× 104 J kg−1

Melting temperature Tm 302.78 K
Hot wall temperature TH 311 K
Cold wall temperature TC 301.3 K
Width W 0.0889 m
Height H 0.0635 m

Figure 6.3: Sketch of the melting phase change of gallium.

In order to get an accurate picture the simulation has been run on a 42x32 mesh.
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In figure 6.4 the melting front of the plate is shown at various flow times: 2 min, 6 min, 15 min
and 19 min. The results of the used model have been compared to the experimental results of Gau
and Viskanta [58] and the simulation of Saldi [13].

Figure 6.4: Simulation of the melting of a 2D plate. This figure shows the melting front at different
flow times.

Figure 6.4 shows that the present Ansys fluent solution shows good agreement with the simulation
of Saldi [13], ANSYSR© [53]. However, the top part of the melting front is slightly underpredicted ,
around 5 mm, at 15 min and 19 min. The melting front obtained in the experiment propagates slower
in the beginning and faster at later times, the difference between the experimental results and the
present simulation is 1 cm. Figure 6.4 shows that the present simulation slightly overpredicts the
bottom side of the melting front while slightly underpredicting the top side of the melting front.

The same simulation has been run on a 100x100 mesh in order to determine the mesh dependency
of the solution. This simulation was only run for a flow time of 5 min due to time constraints.
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Figure 6.5: Simulation of the melting of a 2D plate. This figure shows the melting front of both the
100x100 and 42x32 mesh at different flow times.

The figure shows that the solution for higher flow times depends significantly on the mesh reso-
lution. At a flow time of 1 min and 3 min the solutions still show similarities, but at a flow time of
5 min the melting front starts to have a different shape. The difference between the two meshes is
maximally 4 mm, which will most likely grow for even higher flow times. Therefore it is concluded
that the mesh quality has a significant influence on the simulation.

6.1.3 Role of sulfur on weld pool behaviour

The temperature coefficient of surface tension for pure metals is negative. The presence of sulfur
in the weld pool can change the temperature coefficient of surface tension to positive. For liquid
metals with a positive value for the surface tension gradient, the resulting flow pattern may effect
the weld pool shape. The effect on the surface gradient through sulfur has been analyzed by Sahoo
et al. [30] which resulted in equation 3.24.

In this validation case, the capability of the present model is evaluated. This is done through the
reproduction of the experimental weld pool shapes reported by Pitscheneder et al. [24]. To achieve
this, the same set of parameters, see table 6.3, and the same enhancement factors for the viscosity
and thermal conductivity are used. The enhancement factor used by Pitscheneder et al. [24] is equal
to 7. The experiment simulates the weld pool behaviour of steel for a sulfur concentration of 20
ppm and 150 ppm. In both simulations a laser with a top-hat power-density distribution, a beam
radius of 1.4 mm, an absorption coefficient of 0.13 and a laser power of 5200 W is used. Figure 6.6a.
shows the shape of the weld pool after a irradiation time of 5 seconds, while using a 20 ppm sulfur
concentration. Figure 6.6b. is the only deviant by the use of a 150 ppm sulfur concentration instead
of 20 ppm.
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Table 6.3: Data used in the simulation regarding the role of sulfur on weld pool behaviour.

Parameter Symbol Value Units
Density ρ 8.1× 103 kg/m3

Specific heat solid CPs 620 J kg−1 K−1

Specific heat liquid CPl 723.14 J kg−1 K−1

Thermal conductivity solid ks 22.9 W m−1 K−1

Thermal conductivity liquid kl 160.3 W m−1 K−1

Dynamic viscosity solid µs 6× 10−3 Ns/m2

Dynamic viscosity liquid µl 42× 10−3 Ns/m2

Latent heat L 250.8× 103 J kg−1

Melting temperature Tm 1620 K

(a) Sulfur concentration of 20 ppm. (b) Sulfur concentration of 150 ppm

Figure 6.6: The shape of the weld pool after 5 seconds irradiation time using different sulfur con-
centrations. The left side shows the experimental result obtained from Pitscheneder et al. [24], the
right side shows the temperature profiles.

Figure 6.6 shows that the present model preformed well in reproducing the experimental results.
Besides, the figure validates that a higher sulfur concentration creates a deep and small weld pool,
whilst a smaller sulfur concentration creates a shallow and wide welding pool. This is due to the
fact that the sulfur concentration effects the surface tension gradient, which influences the shape of
the weld pool.

6.1.4 Concluding remarks

In conclusion, the validation cases are consistent with the literature. The 1D solidification case
agrees with the model proposed by Kidess [50], Voller and Swaminathan [56], Voller [57]. However,
the first 100 s of flow time slightly overpredicts the solidus and liquidus zones. This overprediction
is maximally 4 mm.
The 2D melting phase case is consistent with the case made by Saldi [13]. Besides it is also consistent
with the case of Brent et al. [47] and the experimental case of Gau and Viskanta [58]. In the 2D
melting phase simulation almost the entire temperature drop is in the liquid region as a lot of energy
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gets absorbed during the phase change. The heat transfer inside the plate is dominated by natural
convection, especially for higher flow times. This is in agreement with the literature.
The mesh dependency of the solution has been briefly mentioned. It showed that the solution is
significantly mesh dependent for higher flow times. This has to be kept in mind while creating the
weld pool simulations for various laser power-density distributions.
The role of sulfur on weld pool behaviour has also been analysed. From the simulations conducted
it can be concluded that the sulfur concentration has an effect of the surface tension gradient and
thus on the weld pool shape. High sulfur concentrations create a small and deep weld pool while
small sulfur concentrations create a shallow and wide weld pool. These results are consistent with
the experiment conducted by Pitscheneder et al. [24].

6.2 Problem description

This section describes the weld pool simulations. The weld pools are created on a 15 mm by 15 mm
2D axisymmetric disc. In the numerous simulations the laser power-density distribution functions
are varied. The laser is centered at the origin and is aimed towards the positive x-direction. The
case is axisymmetric around the x-axis.
This work is focused on the grade 304 stainless steel (SS304) which is the most common stainless
steel [25]. The properties of SS304 are shown in table 6.4, the properties are taken from Mishra
et al. [25], Patel et al. [60], Kraus [61]. The simulations are done using the surface tension gradient
proposed by Sahoo et al. [30]. The need for this surface tension gradient has been explained in
section 3.5.3, this was validated in section 6.1.3.
The laser that is used has a power of 5200 W and a beam radius of 1.4 mm. The mushy zone constant
C is chosen at 108 [51].
In the simulations a look is taken at the development of the weld pool up until 5 seconds of irradiation
time. During this time the liquid fraction, the temperature distribution, the depth and width of
the liquidus, the depth and width of the solidus are monitored. The difference between the values
for the liquidus and the solidus is represented by the mushy zone. However, the mushy zone in
the simulations will be small, due to the fact that the solidus and liquidus temperature of SS304
are relatively close to each other, Tdif = 40 K. With the depth and width of the weld pool the
depth-to-width ratio, also called the aspect ratio, is determined [62]. Note that the depth and width
of the weld pool are measured from the origin. There is some heat loss from the weld pool towards
the atmosphere via radiation and convection. In section 3.4.2 it was mentioned that the impact of
the heat loss from the weld pool through convection is relatively small in comparison to radiation,
so only the heat loss through radiation is taken into account during these simulations [46]. The
simulations are done in the solid-liquid model. In these cases the buoyancy flow is neglected as
its impact is small relative to the Marangoni effect, which is already stated in section 3.3. The
simulations for the solid-liquid model will be run once with a sulfur concentration of 150 ppm and
once with a sulfur concentration of 20 ppm. For each of the laser power-density distributions a test
case has been made where fluid flow is disabled.
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Table 6.4: A table providing the important properties of SS304, which is the used material in the
weld pool simulations.

Parameter Symbol Value Units
Density ρ 7200 kg/m3

Specific heat liquid CPl 806.74 J kg−1 K−1

Specific heat solid CPs 702.24 J kg−1 K−1

Thermal conductivity k 25.08 W m−1 K−1

Dynamic viscosity µ 6.7× 10−3 Ns/m2

Latent heat L 246× 103 J kg−1

Absorptivity A 0.27 −
Emissivity ε 0.41 −
Liquidus temperature Tl 1785 K
Solidus temperature Ts 1745 K
Width W 15 mm
Height H 15 mm

6.3 Simulations without fluid flow

In order to see the influence of fluid flow on the shape of the weld pool, a simulation is run once,
for each power-density distribution, without enabling fluid flow. Figure 6.7 shows the simulation
of the weld pool shape after an irradiation time of 5 s, using a top-hat, Gaussian and doughnut
power-density distribution.

Figure 6.7: Weld pool shapes for different laser power-density distributions. Fluid flow has been
disabled.

The figure shows that the weld pools variate in shape, the weld pool shapes variate maximally
0.5 mm in width and 0.15 mm in depth. The doughnut power-density distribution creates the widest
weld pool, while the top-hat power-density distribution creates the deepest weld pool. The figure
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shows that without fluid flow the melting of SS304 happens really spherically, because all the heat
is transferred via conduction.

6.4 Simulations for top-hat power-density distribution

The first simulations have been done using a top-hat laser power-density distribution. For the
top-hat profile an uniform density distribution was chosen, which was already discussed in section
3.2.

6.4.1 150 ppm sulfur concentration using solid-liquid model

This simulation was run on the solid-liquid model using a sulfur concentration of 150 ppm. Figure
6.8a shows the fusion lines predicted at different flow times. The surface tension gradient used
depends on temperature. In this simulation a sulfur concentration of 150 ppm is used. Figure 6.8a
shows that the weld pool primarily expands in its width. This suggests that there is a negative
surface tension gradient around the middle of the weld pool, which creates an outward flow. The
bulges on the side are created through vortices, which are generated by a positive surface tension
gradient. The bulge in the middle is of similar length as the laser radius, which is 1.4 mm. This
bulge is created by the two vortices in the middle. Figure 6.8b shows flow streamlines inside the
weld pool after 5 s. The fluid flow is directed towards the weld pool edge from the weld pool centre.
The figure also shows that the bulges at the sides actually consist out of two different vortices.
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(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.8: Simulation of 150 ppm top-hat weld pool.

By using the magnitude of the velocity it is possible to calculate the Péclet number, which is
about 225 in this case. This means that the heat transport by convection is 225 times larger than the
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heat transport by conduction. Therefore, this proves the statement that the heat transport inside
the weld pool is dominated by convection [13].
Figure 6.10 shows the development of the depth and width of the weld pool. The figure shows that
the depth of the weld pool quickly stabilizes while the width of the weld pool keeps growing for an
extended time period. Besides this the depth-to-width ratio, aspect ratio, is calculated and a graph
of this is shown in figure 6.9. The graph shows that the aspect ratio quickly rises to 0.2 and stays
quite stable at that point.

Figure 6.9: The development of the aspect ratio for a top-hat power-density distribution using a
sulfur concentration of 150 ppm.

Figure 6.10: The development of the depth and the width of the weld pool when using a top-hat
power-density distribution.

33



Buoyancy force

A simulation with the buoyancy force enabled was run in order to investigate the influence buoyancy
force on the development of the weld pool. This simulation used the solid-liquid model, a 150 ppm
sulfur concentration and a top-hat power-density distribution. The simulation was done in order to
check the assumption to neglect the buoyancy force. Figure 6.11 shows a comparison of the weld
pool shape when the buoyancy force is enabled versus when the buoyancy force is disabled.

Figure 6.11: The fusion lines for a top-hat power-density distribution. The red line represents the
simulation when the buoyancy force is disabled and the green line the one where buoyancy force is
enabled. The green contour line is only shown on the right side.

Note that the red line is overlapped by the green line on the right side. In order to compare the
results in detail the graph of the development of the width and depth of the liquidus is shown in
figure 6.12. Figure 6.12 shows the graphs of the width and depth of the weld pool. In this figure the
graphs of the case with and without buoyancy force are shown in the same figure.
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(a) The depth of the weld pool over the flow time.

(b) The width of the weld pool over the flow time.

Figure 6.12: Graph showing the development of the depth and the width of the weld pool when
using a top-hat power-density distribution.

The figure shows that the graphs for the depth and width are the same when the buoyancy force
is enabled/disabled. The data points from both the simulations have been compared in detail in
order to find the difference between the two results. This difference between the simulations was
maximally 10 µm. In the middle of the weld pool this difference was even smaller, around 100 nm,
which is truly negligible. Noteworthy is the fact that the maximum temperature is 100 K lower when
buoyancy is enabled. Even though this seems like a significant difference it actually barely effects
the weld pool as these only difference maximally 10 µm.

Heat loss through radiation disabled

Another special case was run for the top-hat power-density distribution, disabling the heat loss
through radiation was disabled. Figure 6.13 shows the weld pool shape of the case with and without
heat loss through radiation.
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Figure 6.13: The fusion lines for a top-hat power-density distribution. The red line represents the
simulation when the heat loss through radiation is enabled and the green line the one where heat
loss through radiation is disabled. The green contour line is only shown on the right side.

The figure shows that the weld pool without heat loss through radiation overlaps with the weld
pool with heat loss through radiation enabled. The weld pool with radiation enabled is smaller on
the side by 60 µm. Figure 6.14 compares the development of the width and depth of the liquidus of
the weld pool with and without radiation being enabled.
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(a) The depth of the liquidus over the flow time.

(b) The width of the liquidus over the flow time.

Figure 6.14: Graph showing the development of the depth and the width of the weld pool when
using a top-hat power-density distribution. The graph of the case when heat loss through radiation
is enabled is shown in the same figure.

As expected the the weld pool without heat loss through radiation is a bit wider, the difference is
in the order of 10µm. The difference in the depth of the weld pool is even smaller, around 1 µm, these
differences are negligible. Afterwards it was calculated how big the heat losses are in comparison
to the heat input from the laser. This calculation showed that the total heat losses are around 2%
of the heat input from the laser. Therefore it is concluded that the heat losses could be ignored.
However, heat loss through radiation is still used in the present model.
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6.4.2 20 ppm sulfur concentration using solid-liquid model

A simulation was run on the solid-liquid model using a top-hat power-density distribution and a
sulfur concentration of 20 ppm. Figure 6.15a shows the weld pool shape at different flow times. The
figure shows that the weld pool shape does in fact depend on the sulfur concentration. In section
6.1.3 it was shown that a lower sulfur concentration results in a wider weld pool. The weld pool
width is 5.33 mm after 5 s versus 4.90 mm when a 150 ppm sulfur concentration is used. Besides this
the weld pool is slightly shallower, 0.02 mm, which is a barely notable difference.

Figure 6.15b shows the velocity field inside the weld pool after a radiation time of 5 s. By using
the magnitude of the velocity it is possible to calculate the Péclet number, which is about 251 in the
20 ppm sulfur concentration case. This is 26 higher than in the 150 ppm sulfur concentration case,
which means that the heat transport by convection is even more important in the 20 ppm sulfur case.

The sulfur concentration also has an influence on the maximum temperature of the weld pool.
The maximum temperature of the top-hat weld pool lays 200 K lower when a sulfur concentration
of 20 ppm is used instead of a 150 ppm sulfur concentration. Figure 6.15c shows the temperature
distribution after 5 s.
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(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.15: Simulation of 20 ppm top-hat weld pool.
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The development of the depth and width of the weld pool has been monitored, and a graph of
this is shown in figure 6.16.

Figure 6.16: Graph showing the development of the depth and the width of the weld pool when
using a top-hat power-density distribution.

The aspect ratio is determined for the weld pool and a graph of this is given in figure 6.17.

Figure 6.17: Graph showing the development of the aspect ratio for a top-hat power-density distri-
bution using a sulfur concentration of 20 ppm.

The aspect ratio is a slightly, 0.02, lower than the aspect ratio of the 150 ppm case. However,
the graph of the depth of the weld pool does not reflect the whole picture of the weld pool shape
as the 150 ppm sulfur concentration creates a much deeper weld pool around the sides. But the
depth in the middle is almost the same as in the case of the 20 ppm sulfur concentration. Due to
the vortices in the middle of the melt pool.
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Figure 6.18 compares the weld pool shapes of the 20 ppm and 150 ppm sulfur concentration after
5 s. The sides of the 150 ppm welding pool are significantly deeper for the 20 ppm welding pool,
this difference is 0.4 mm at its maximum. This is due to the difference in fluid flow.

Figure 6.18: The weld pool shape of a 20 and 150 ppm sulfur concentration are compared. In this
simulation a top-hat power-density distribution is used to irradiate the material for 5 s

6.5 Simulations for Gaussian power-density distribution

In these simulations the Gaussian laser power-density distribution is used. The power-density dis-
tribution is described via equation 3.1.

6.5.1 Solid-liquid model

Figure 6.19a shows the weld pool shape for different flow times. It is notable that the Gaussian weld
pool and the top-hat weld pool look similar. This is caused by the fact that the fluid flow for the
Gaussian and top-hat power-density distribution are both directed from the center of the weld pool
to the edge of the weld pool, as is shown in figure 6.19b. Besides, the sides have double vortices just
as is the case for the top-hat weld pool. However, there are quite a few differences in the weld pool
shape. The first difference is the bulge in the middle, which is way smaller for the Gaussian power-
density distribution than is the case for the top-hat power-density distribution, by 0.3 mm. This is
caused by the fact that there are no vortices in the middle for the Gaussian weld pool, as figure
6.19b shows. The Péclet number has been calculated for this case and is equal to 275 in the 150 ppm
sulfur concentration case. This is the highest of any of the weld pools, meaning that heat transport
through conduction has a very small influence in this case. Figure 6.19c shows the temperature
distribution inside the weld pool after 5 s of irradiation time. There is no notable difference between
the maximum temperature of the 150 ppm weld pool using a top-hat power-density distribution and
a Gaussian power-density distribution.
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(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.19: Simulation of 150 ppm Gaussian weld pool.
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There is less heat influx in the material, which effects the whole size of the weld pool. The
reason that there is less heat influx is because there is only a small, but high, peak for the Gaussian
power-density distribution, while the top-hat power-density distribution is distributed evenly over
the radius of the laser, as it is uniform. This results in less heat influx to the material. The fact
that there is less heat influx in the material effects the whole size of the weld pool. The weld pool
after 5 s is 0.5 mm narrower and 0.3 mm shallower. The development of the Gaussian weld pool is
monitored in detail in figure 6.20. In this figure the progress of the width and depth of the weld
pool is shown over the flow time. The figure clearly displays the fact that the size of the Gaussian
weld pool is smaller than the top-hat weld pool.

Figure 6.20: Graph showing the development of the depth and the width of the weld pool when
using a Gaussian power-density distribution.

The depth-to-width ratio has been calculated, and a graph is shows in figure 6.21.

Figure 6.21: Graph showing the development of the aspect ratio for a Gaussian power-density
distribution using a sulfur concentration of 150 ppm.
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This time the aspect ratio does not hit the 0.2 point, which is expected as the Gaussian weld
pool is significantly shallower, as already mentioned above.

6.5.2 20 ppm sulfur concentration using solid-liquid model

The Gaussian power-density distribution is also used in a case with a sulfur concentration of 20
ppm. Figure 6.22a shows the weld pool shape at different flow times.

Figure 6.22b shows the flow streamlines inside the weld pool after an irradiation time of 5 s. The
largest difference regarding the 150 ppm and 20 ppm cases is found at the sides of the weld pool. For
the 150 ppm Gaussian weld pool double vortices were located at the side, which created the bulges
at the side. For the 20 ppm sulfur concentration these double vortices and therefore the bulges at
the sides do not exist. The Péclet number for the 20 ppm sulfur concentration case is around 224.
Which is significantly lower than in the 150 ppm sulfur concentration case. This is interesting to see
because for both the top-hat and doughnut weld pool the Péclet number decreases for higher sulfur
concentrations.

The sulfur concentration has an influence on the maximum temperature of the weld pool. The
maximum temperature of the Gaussian weld pool lays 150 K higher when a sulfur concentration
of 20 ppm is used instead of using a sulfur concentration of 150 ppm. This is really interesting
because for both the top-hat and doughnut distribution the maximum temperature is lower when a
20 ppm sulfur concentration is used instead of a 150 ppm sulfur concentration. Figure 6.22c shows
the temperature distribution after 5 s.

44



(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.22: Simulation of 20 ppm Gaussian weld pool.

45



In order to compare the weld pool shapes using a sulfur concentration of 20 ppm and 150 ppm
figure 6.23 is made. This figure shows clearly that the 20 ppm sulfur concentration creates a wider
weld pool compared with the 150 ppm case, which is as expected based on the validation case in
section 6.1.3. The weld pool width is 4.84 mm after 5 s versus 4.35 mm when a 150 ppm sulfur
concentration is used. The 150 ppm is 0.4 mm deeper at the edges of the weld pool but in the center
of the weld pool, where the depth of the weld pool is at its maximum, the two weld pools are the
same depth. Figure 6.24 shows the graphs of the development of the width and the depth of the
weld pool.

Figure 6.23: The weld pool shape of a 20 and 150 ppm sulfur concentration. In this simulation a
Gaussian power-density distribution is used to irradiate the material for 5 s.
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Figure 6.24: The development of the depth and the width of the weld pool when using a Gaussian
power-density distribution.

The aspect ratio, is calculated for the 20 ppm weld pool and a graph of this is shown in figure
6.25.

Figure 6.25: Graph showing the development of the aspect ratio for a Gaussian power-density
distribution using a sulfur concentration of 20 ppm.

The aspect ratio lays a bit lower, a difference around 0.02, because the Gaussian weld pool with
a 20 ppm sulfur concentration is a bit wider then the 150 ppm sulfur concentration, but they have
the same depth. The difference in the aspect ratios are the same for the top-hat and Gaussian
power-density distribution.
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6.6 Simulations for doughnut power-density distribution

These simulations use the doughnut laser power-density distribution, which is described by equation
3.5.

6.6.1 Solid-liquid model

Figure 6.26a shows the weld pool shape while using a doughnut power-density distribution for a
flow time of 0.25 s, 2.5 s and 5 s. The original figure is mirrored in order to create a full weld pool,
as it is an axisymmetric case. There is a significant difference between shape of the weld pool for
the doughnut laser power-density distribution and the shape for other power-density distributions.
This is the result of the much more turbulent flow created by a two peak laser.

The fluid flow at work here is shown in figure 6.26b. The magnitude of the velocity is used in
order to calculate the Péclet number, which is 92.9 in the 150 ppm sulfur concentration case. This
is considerably lower than the Péclet number of both the top-hat (225) and the Gaussian (275) weld
pool. From this it is concluded that while the heat transport is still dominated by convection, the
influence of the heat transport through conduction is considerably larger in the doughnut weld pool
than in the other weld pools. The figure shows that side of the weld pool have the same double
vortices as is the case for the 150 ppm Gaussian and top-hat power-density distributions. These
vortices create the bulges on the edges of the weld pool, which are 0.1 mm deeper for the doughnut
power-density distribution than for the top-hat or Gaussian power-density distribution. The main
difference between the power-density distributions is found in the center of the weld pool. For a
doughnut power-density distribution, the fluid flow within the laser radius around the origin is di-
rected downwards, which creates a deep weld pool. The fluid flow within the laser radius around the
origin is upwards in the case of a Gaussian or top-hat power-density distribution. Another difference
is the maximum temperature in the material.

Figure 6.26c shows a zoomed in version of the temperature distribution inside the weld pool. The
maximum temperature is 800 K lower while using a doughnut power-density distribution instead of
a top-hat or Gaussian power-density distribution. This can be attributed to the fact that the total
laser power is divided over two peaks instead of over one peak. From the used power-density dis-
tributions it can be derived that the peak of the doughnut power-density distribution is the lowest,
hence the lower maximum temperature. This derivation was done by Hannoun et al. [59], who
used the same power-density distributions for the doughnut power-density distribution as is used in
the present model. Additionally the temperature is distributed more evenly over the y-axis while
using the doughnut power-density distribution than in case of the top-hat power-density distribution.
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(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.26: Simulation of 150 ppm doughnut weld pool.
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Beside the temperature, the development of the depth and width of the weld pool were monitored.
A graph of this is shown in a graph in figure 6.27.

Figure 6.27: The development of the depth and the width of the weld pool when using a doughnut
power-density distribution.

From figure 6.27 it can be derived that the doughnut weld pool is slightly smaller than the
top-hat weld pool, about 0.3 mm, but also considerably deeper, almost three times as deep. It is
noteworthy that the depth of the weld pool drops with 0.15 mm between 0.25 s and 0.5 s. As if yet
the reason for this is still unknown, some more research should be done regarding this. The velocity
field is directed downwards in the middle which would suggest that the weld pool would develop in
depth. For the doughnut weld pool the aspect ratio has been calculated and a graph of it is shown
in figure 6.28.

Figure 6.28: The development of the aspect ratio for a doughnut power-density distribution using a
sulfur concentration of 150 ppm.

50



The doughnut weld pool is so much deeper than the Gaussian and top-hat weld pool, while its
widths are closer together. This results in a much higher aspect ratio, around 0.6.
Figure 6.29 provides a complete overview of how the weld pool shapes compare to each other. The
figure shows that the use of various laser power-density distributions results in different weld pool
shapes.

Figure 6.29: The weld pool shape at 5 s, using different laser density distributions.

Figure 6.29 displays the fact that the Gaussian and top-hat weld pools are quite similar, except
that the top-hat weld pool is bigger in both width and depth. Besides, the figure shows that the
doughnut weld pool has a completely different shape than the Gaussian and top-hat weld pools have.

6.6.2 20 ppm sulfur concentration using solid-liquid model

This section reports the 20 ppm sulfur concentration case using a doughnut power-density distri-
bution. Figure 6.30a shows the development of the weld pool shape. Again the sides of the weld
pool are different than in the 150 ppm sulfur concentration case, the maximum difference at the
sides is 0.4 mm. The flow streamlines of the 20 ppm sulfur concentration case is shown in figure
6.30b. The figure shows that there is a downward flow in the middle which creates the deep weld
pool. Again the edges of the weld pool do not have double vortices and therefore do not have bulges
on the side. The Péclet number was calculated, which is 116 in the 20 ppm sulfur concentration
case. This is considerably (23.1) higher than in the 150 ppm sulfur concentration case. However,
the Péclet number is still significantly lower than the Péclet number of both the top-hat (251) and
the Gaussian (224) weld pools using a 20 ppm sulfur concentration.

The sulfur concentration only has a slight influence on the maximum temperature of the weld
pool when a doughnut power-density distribution is used. The maximum temperature of the weld
pool is 60 K lower for a 20 ppm sulfur concentration. The maximum temperature does not differ
as much as in the case of the Gaussian and top-hat power-density distribution, this is caused in
essence because the maximum temperature of the doughnut weld pool is considerably lower than in
the case of the Gaussian/top-hat weld pool. However this does mean that there is a significant gap,
around 1000 K, between the maximum temperature of the 20 ppm doughnut weld pool and the 20
ppm Gaussian weld pool. Figure 6.30c shows the temperature distribution after 5 s.
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(a) The weld pool shape at different flow times.

(b) Flow streamlines.

(c) Temperature distribution

Figure 6.30: Simulation of 20 ppm doughnut weld pool.
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Figure 6.31 gives a more detailed picture of the difference between the 20 ppm sulfur concentration
weld pool shape and 150 ppm sulfur concentration weld pool shape.

Figure 6.31: The weld pool shape of a 20 and 150 ppm sulfur concentration. In this simulation a
doughnut power-density distribution is used to irradiate the SS304 for 5 s.

The figure shows that the weld pool with a 20 ppm sulfur concentration is wider, the difference
is 0.6 mm. But it is also shallower, by 0.2 mm. The doughnut weld pool is the only weld pool which
became significantly shallower by the use of a lower sulfur concentration. Figure 6.32 shows the
development of the width and depth of the weld pool in detail.

Figure 6.32: The development of the depth and the width of the weld pool when using a doughnut
power-density distribution.

53



There is again a 0.3 mm drop in the depth of the weld pool between 0.25 s and 0.5 s, just as is the
case in the 150 ppm sulfur concentration welding case. The aspect ratio has again been calculated
and a graph of it is shown in figure 6.33.

Figure 6.33: Graph showing the development of the aspect ratio for a doughnut power-density
distribution using a sulfur concentration of 20 ppm.

The figure shows that the sulfur concentration has a large influence on the aspect ratio of the
doughnut weld pool, difference is around 0.1. This would suggest that the sulfur concentration
effects the doughnut weld pool the most.

Figure 6.34 gives a complete overview of how the 20 ppm sulfur concentration weld pool shapes
compare to each other. Figure 6.34 shows that the Gaussian and top-hat weld pools are quite similar.
But the top-hat weld pool is 0.5 mm wider and 0.3 mm deeper in the middle. The figure shows that
the doughnut weld pool is a lot deeper than the top-hat and Gaussian weld pools. The 20 ppm
doughnut weld pool is three times as deep as the Gaussian weld pool.

Figure 6.34: Simulation of the melting of weld pool with a 20 ppm sulfur concentration. The weld
pool shape, using different laser density distributions, at 5 s.
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7. Closure

7.1 Conclusions

The major goal of the present work was to create welding cases with various laser power-density
distributions. These cases were tested using the solid-liquid model. The main question that had to
be answered was: What are the effects of laser power-density distribution on heat and fluid flow in
molten metal melting pools? In order to answer this question first an understanding of the already
known physics regarding welding and various laser power-density distributions had to be obtained,
this was done in chapter 2. This knowledge was used to write the methodology in chapter 3. All of
this was combined in chapter 6 where the validation cases and the simulations for this thesis were
shown.

It was shown that the different laser power-density distributions created slightly different weld
pools when the fluid flow was disabled. The difference between the weld pools was maximally
0.15 mm in depth and 0.5 mm in width. These simulations are there to show how important the
fluid flow is in the problem. In this case the doughnut power-density distribution created the widest
and shallowest weld pool, but when fluid flow was enabled this power-density distribution led to the
deepest weld pool by far.

The assumption in which was stated that the buoyancy force could be neglected has been tested
for the top-hat power-density distribution. The weld pool shapes differed maximally 10 µm from
each other. The difference was even smaller in the middle of the weld pool where the difference was
around 100 nm. This result supports the assumption that the buoyancy force can be neglected in
the solid-liquid model. Noteworthy is the fact that the maximum temperature was 100 K lower in
the case where buoyancy force was enabled.

The case where heat loss through radiation was neglected was examined. The weld pool without
heat loss through radiation was a bit wider, maximally 60 µm. The difference in the depth of the
weld pools is even smaller, around 1 µm. The calculation of the comparison of the total heat loss
with the heat input from the laser showed that the total heat losses are around 2% of the heat input
from the laser. To conclude, including heat loss through radiation in the model does create a smaller
weld pool but the differences are so small that these are negligible.

The simulations showed that the use of various laser power-density distributions have a signif-
icant influence on the weld pool shape. Specifically the doughnut distribution had a considerable
impact on the shape of the weld pool. Due to the fact that extra vortices were created in the fluid
flow. The doughnut power-density distribution created a weld pool which was around three times
as deep than the weld pool created by the Gaussian and top-hat power-density distribution. The
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top-hat power-density distribution created the widest weld pool. In the simulations, the Gaussian
weld pool was the shallowest and the narrowest weld pool.

It was notable that the Gaussian weld pool and the top-hat weld pool looked similar. Due to
the fluid flow being in the same direction. The differences between these two weld pool shapes are
relatively small in comparison to the difference with the weld pool shape of the doughnut power-
density distribution. The differences between the top-hat and Gaussian weld pool using a 150 ppm
sulfur concentration are 0.32 mm in depth and 0.55 mm in width. The same is true for the 20 ppm
sulfur concentration case, this time the differences are 0.34 mm in depth and 0.46 mm in width.

The Péclet numbers have been calculated for each weld pool, which were all O(Pe) ∼ 102. Mean-
ing that heat transport by convection is more significant than heat transport by conduction. The
differences between the Péclet numbers of the weld pools were quite significant, maximally a differ-
ence of 182. It was notable that the doughnut weld pool has much lower Péclet number than the
top-hat and Gaussian weld pool, which were 2 or even 3 times as big. From this can be concluded
that the effect of heat transport by conduction is maximized when a doughnut power-density distri-
bution is used.

Aside from the differences in the weld pool shape, there were also differences in the maximum
temperature and the distribution of the temperature. A huge difference was found in the maximum
temperature of the material between the doughnut and Gaussian/top-hat power-density distribu-
tion. This difference was around 800 K when a 150 ppm sulfur concentration was used. The dif-
ference in maximum temperature between the Gaussian and doughnut power-density distribution
even increased to 1000 K when a 20 ppm sulfur concentration was used. The difference in maximum
temperature can be written to the fact that, in the case of the doughnut power-density distribution,
the total laser power is divided over two peaks instead of over one peak.

The shapes of the weld pools were compared for a sulfur concentration of 20 ppm and 150 ppm.
The lower sulfur concentration created a wider weld pool for all the laser density distributions used.
But only the doughnut weld pool had a significant decrease of 0.2 mm in its depth in the middle.
However the sides of the weld pool were 0.4 mm deeper for all three power-density distributions when
a sulfur concentration of 150 ppm was used. The aspect ratios of the doughnut weld pool changed
the most with respect to the sulfur concentration. The difference was around 0.1. This suggests
that the sulfur concentration has the most influence on the doughnut weld pool.

7.2 Recommendation for future work

7.2.1 Refining the existing results

It might be an option to refine the results which are obtained in this thesis. These results have
been gathered with an eye on time constraints and computing power constraints. Meaning that
the simulations can still be developed further with the use of more time and/or more computing
power. Furthermore, there were some assumptions made in this paper, for example that the beam
radius does not change over distance and the effect of heat loss through convection being negligible.
It is an option to take a deeper look into these assumptions and find out what the effect of these
assumptions is on the accuracy of the model.
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As already mentioned before, there was a 0.3 m drop in the depth of the liquidus between 0.25 s
and 0.5 s. This phenomena was found in the numerical simulation for the doughnut power-density
distribution, for both sulfur concentrations used, using the solid-liquid model. The reason for this
is yet unknown, but may be found if more research is done regarding the early creation of a weld
pool using the doughnut power-density distribution.

Another interesting result found was the increase in the maximum temperature for the Gaussian
weld pool using a sulfur concentration of 20 ppm compared to 150 ppm. Especially because the
maximum temperature for both the top-hat and doughnut power-density distribution decreased by
a lower sulfur concentration. Besides, the maximum temperature also did decrease in the sulfur
validation case. Maybe if different sulfur concentrations are tried an explanation can be found for
this.

If these options are carried out it would allow a positive development of the present model.
Which will give better overview of the effect of various laser power-density distributions on welding
behaviour.

7.2.2 Expanding on the results

There are a lot of ways in which someone could expand on the research done in this thesis. First of
all it is possible to look at different laser power-density distributions. This paper has only touched
upon the surface of the effect of different laser power-density distributions on welding behaviour.
Only three different laser power-density distributions were taken into account during this research
but there are of course way more than just these three distributions.

A good expansion on the existing research would be to analyse the effect of various laser density
distributions on the surface deformation. Due to time constraints it was not possible to add cases
with surface deformation to this thesis. For completeness it would be nice if these simulations were
done for various sulfur concentrations. It is important to note that these simulations will require a
very small time step, at least 1 µs, around 100 iterations per time step and a good mesh resolution.
Hence a lot of computing power is needed to run these simulations.

This thesis is mainly focused on spot welding but it is also possible to focus on different methods.
Like using a moving laser source instead of a fixed heat source, or studying the effect of various laser
power-density distributions on keyhole welding.

One of the largest improvements to this research would be to include the solidification process of
the weld pools. This would create a completer overview of the effect of various laser power-density
distributions on weld pool behaviour.

Finally, as already mentioned in section 3.6, the use of 3D modelling over 2D axisymmetric
modelling will significantly increases the accuracy of the models. Due to time constraints it was
chosen to not try 3D modelling in this thesis but it is an area that is suitable for further research.
It would allow for a clearer view of the effect of various laser power-density distributions on welding
pool behaviour.
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