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Abstract
We study a model of active particles that perform a simple random walk and on top of that
have a preferred direction determined by an internal state which is modelled by a stationary
Markov process. First we calculate the limiting diffusion coefficient. Then we show that
the ‘active part’ of the diffusion coefficient is in some sense maximal for reversible state
processes. Further, we obtain a large deviations principle for the active particle in terms of
the large deviations rate function of the empirical process corresponding to the state process.
Again we show that the rate function and free energy function are (pointwise) optimal for
reversible state processes. Finally, we show that in the case with two states, the Fourier–
Laplace transform of the distribution, the moment generating function and the free energy
function can be computed explicitly. Along the way we provide several examples.

Keywords Run-and-tumble motion · Active particle · Random walk · Diffusion coefficient ·
Large deviations · Stochastic processes · Reversibility

1 Introduction

In this paper we study run-and-tumble motion, which is often used as a model of active
particles. The particle motion has two ingredients: first the particle performs a symmetric
random walk, and second, independently it moves in a direction dictated by an internal state
process. This internal state process is assumed to be a continuous-time stationary Markov
process. In the sequel we will first describe how our paper relates to various results on run-
and-tumble particles in the literature. Next, wewill briefly sketch how ourmodel relates to the
broader literature on active matter, stochastic slow-fast systems and directionally reinforced
random walks.
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1.1 Model and Contributions of This Paper

The model that we study in this paper is an instance of what is more generally called run-
and-tumble motion. These are models of particles that follow a preferred direction which is
reversed at random points in time. Recent articles include [1–6].

We study an active particle of which the state process (that determines the preferred
direction) is a stationary Markov process (under some technical assumptions), started from
its unique ergodic measure. Then our main contribution is twofold. First we are able to
calculate closed form formulas for the limiting diffusion coefficient of the active particle.
This formula holds in great generality, including also the case where the state process is
a diffusion (we will provide examples where an Ornstein–Uhlenbeck process or Brownian
motion on a circle form the state process). In this formula we can interpret the different
terms and observe where the activity is manifested. We also calculate the large deviations
free energy function and rate function in the case where the state process has a finite state
space.

Second, we study the role of reversibility of the state process in the diffusion coefficient
and large deviations of the active particle (again for finite state spaces). In particular, we
show that reversible processes in some sense optimize those quantities. To be more precise,
we show that among all processes with the same symmetric part and the same stationary
measure, the reversible process maximizes the diffusion coefficient and the free energy func-
tion (pointwise) and minimizes the large deviations rate function (also pointwise). The last
two results are obtained by showing a pointwise inequality for the Donsker–Varadhan rate
function of the empirical processes corresponding to the reversible and non-reversible state
processes, respectively.

The calculations that we present are for an active particle in R, but we explain for all of
our results how they generalize to R

d and we also provide the explicit formulas in the Rd

setting.

1.2 Context and Related Literature

First of all, the run-and-tumble motion is often used as a model of active matter. As we
said before, our active particle performs a symmetric random walk and a random walk with
preferred directions that are switched. The part of the motion that follows the internal state is
called the active part of the motion, because for the switching between internal states some
internal source of energy is needed. The passive part of the motion is the symmetric random
walk part and comes from collisions with surrounding molecules.

Note that active particles should not be confused with activated random walk. In those
models particles perform randomwalks, but fall asleep after a random time and are awakened
(activated) when other particles jump to their position.

Second, the active particle motion studied in this paper is an example of a stochastic slow-
fast system. These are well-studied systems where coupled quantities evolve on different
time scales. If one rescales the position of the active particle diffusively, the underlying
state process behaves as a fast process and the (rescaled) particle position is a slow process.
Asymptotically the fast state process averages out and has a deterministic influence on the
slow process: the limiting diffusion coefficient will depend on the state process only through
the stationary distribution and the covariance function. For an introduction to stochastic slow-
fast systems see for instance [7]. The large deviation results that we obtain are related to more

123



Run-and-Tumble Motion: The Role of Reversibility Page 3 of 31    44 

general results for large deviations of slow-fast systems that were studied in for instance [8]
or, more recently, in [9].

Third, the active particle motion studied in this paper has strong similarities with a direc-
tionally reinforced randomwalk. This model was first studied by [10] and amultidimensional
version in [11]. Then in [12] and (in amore general context) [13] it was shown for a process of
this type that it converges to a multidimensional Brownian motion when rescaled diffusively.

Also we will compare the diffusion coefficients and large deviations rate functions for
active particles with state processes that are either reversible or non-reversible with respect
to the same invariant measure. In particular we will show that the Donsker–Varadhan rate
function of reversible processes is dominated by the rate functions of non-reversible processes
with the same symmetric part and the same invariant measure. A similar result (in a different
context) was obtained in [14].

1.3 Structure of This Paper

In Sect. 2, we introduce the active particle process as a stochastic integral. We split it into a
random walk part, a martingale part and an active part.

In Sect. 3, we obtain the limiting diffusion coefficient of the active particle and show that
it is the sum of the contributions of the random walk part, the martingale part and the active
part. Then we generalize the formulas to the multidimensional case. The limiting diffusion
coefficient (or matrix) is then calculated for several concrete examples, both with finite and
with infinite state spaces. Finally, we sketch how one obtains a Central Limit Theorem for
the active particle.

Next, in Sect. 4, we restrict ourselves to finite space spaces and study the active part of
the diffusion coefficient, which is proportional to an inner product with the inverse of the
generator of the state process. We show that among all stationary processes with respect to
the same invariant measure and with equal symmetric part, the active part of the diffusion
coefficient is maximal for the reversible process. We use the 1-dimensional case to show that
this also holds for the active part of the diffusion matrix in higher dimensions.

Then in Sect. 5, we move to large deviations (still for finite state spaces). We compute the
large deviations free energy function. Using Varadhan’s lemma, we derive an expression for
the free energy function of the active particle in terms of the Donsker–Varadhan rate function
for the empirical process corresponding to the state process (which in turn gives us the large
deviations rate function as the Legendre transform of the free energy). We show that the free
energy function is maximal and the rate function is minimal in the reversible case (similar to
the situation for the diffusion coefficient) by showing that Donsker–Varadhan rate function
is maximal for reversible processes.

We conclude the paper in Sect. 6 with an analysis of the situation where the state space is
{−1, 1}. In this two-state case we can explicitly calculate the Fourier–Laplace transform of
the distribution of the active particle process, the moment generating function and the large
deviations free energy function.

2 Preliminaries

In this section we introduce the model and goal of this paper. First, in Sect. 2.1 we describe
in words the models we study and formulate in words the main results. Then in Sect. 2.2,
the definitions will be repeated with more mathematical details and precise assumptions. In
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Sect. 2.1 we will also describe the basic example where the internal state space is {−1, 1},
more examples will follow in Sect. 3.2.

2.1 Informal Description of theModel andMain Results

In the models we consider a particle that moves on R
d in continuous time. The particle has

a position at time t ≥ 0 denoted by Xt , and an “internal state” denoted by Mt . The internal
state is assumed to evolve according to a stationary Markov process, and can model e.g. a
chemical state of a molecular motor. The active part of the motion is driven by this internal
state. The simplest setting is e.g. when the internal state takes the values ±1 and determines
whether the particle drifts to the right or left.

Let us now first describe the joint motion of the position and the internal state (x,m) in
the simplest setting where the particle moves on the discrete lattice Z and has internal state
m ∈ {−1, 1}. The motion consists of three parts.

(a) At rate κ the particle makes a random walk jump, i.e., (x,m) moves to (x ± 1,m). This
motion models the “passive” part of the motion, caused by collisions with surrounding
molecules.

(b) At rate λ the particle jumps according to its internal state, i.e., (x,m)moves to (x+m,m).
This corresponds to the active part of the motion, driven by an internal energy source
(such as ATP–ADP conversion).

(c) At rate γ the internal state flips, i.e., (x,m) moves to (x,−m).

Denotingμ(x,m; t) the probability to be at position x ∈ Z, and internal statem ∈ {−1, 1}
the above verbal description of the process is then summarised via the master equation

dμ(x,m; t)
dt

= κ(μ(x + 1,m; t) + μ(x − 1,m; t) − 2μ(x,m; t))
+λ(μ(x − m,m; t) − μ(x,m; t)) + γ (μ(x,−m; t) − μ(x,m; t))

or alternatively via the generator working on functions from the state space Z × {−1, 1}
L f (x,m) = κ( f (x + 1,m) + f (x − 1,m) − 2 f (x,m))

+λ( f (x + m,m) − f (x,m)) + γ ( f (x,−m) − f (x,m)).

The idea is now to generalise this simple setting, i.e, the motion of the particle is on R
d

and we will allow much more general internal state processes (the precise assumptions on
them are in the subsection below) including e.g. diffusion processes such as the Ornstein–
Uhlenbeck process. In this more general setting, the active part of the motion consists in
jumping according to the vector v(m) determined by the internal state m, and the internal
state is a general stationary ergodic Markov process, whereas the random walk part of the
motion remains unchanged. This implies that the generator is of the form

L f (x,m) = κ( f (x + 1,m) + f (x − 1,m) − 2 f (x,m))

+λ( f (x + v(m),m) − f (x,m)) + γ A f (x, ·)(m),

where A is the generator of the internal state process. Notice that this form of the generator
implicitly assumes that the internal state dynamics is not depending on the particle’s position.
Moreover, we assume that there is no “global” drift in the active part of the motion, i.e., the
average of v(m) over the stationary distribution of the internal state process is assumed to
be zero. Note that the active particle with internal state space {−1, 1} in the simple setting
above fits into this framework by letting v be the identity function on {−1, 1}.
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Our main interest is then in the asymptotic behavior of the position Xt , more precisely we
will prove the following:

(1) Diffusive scaling limit for Xt , with explicit expressions for the diffusion matrix D, i.e.,
in the scaling limit

1√
N
XtN → √

DW (t), N → ∞,

where W denotes Brownian motion, and where D denotes the diffusion matrix.
(2) Large deviations for the position Xt , t ≥ 0, i.e., in the sense of large deviations

P

(
Xt

t
≈ x

)
≈ e−t I (x)

with I (x) the large deviation rate function.

We then focus on the question how the diffusion matrix as well as the large deviation
rate depend on the internal state process, more precisely on its generator A. We show that
both quantities are optimised (i.e., the diffusion matrix is maximal and the rate function is
minimal) for reversible internal state space processes.

More precisely, when the stationary distribution μ of the internal state process is fixed, as
well as the reversible part of the dynamics, then we show that the diffusion matrix is maximal
and the rate function is minimal for the internal state process for which μ is reversible, i.e.,
when the asymmetric part of the dynamics is zero. Though we do not have a simple intuitive
“physics” argument for this result, it corresponds to the general intuition that non-reversible
processes converge faster to their stationary state, and therefore allow less fluctuations, result-
ing in a smaller rate function (and larger diffusion constant) in the reversible setting.

2.2 Mathematical Definitions

We consider the position (Xt , t ≥ 0) of a particle that moves in continuous time and space
(see also Remark 2.1). For now we assume Xt ∈ R, but we will generalize to R

d later. The
particle has the following dynamics.

(a) With rate 2κ the particle performs a simple symmetric random walk.
(b) Independently, with rate λ the particle jumps in a preferred direction indicated by an

inner state. If such jump occurs at time t , the particle jumps from Xt to Xt + v
γ
t .

(c) This internal state evolves with ‘rate’ γ according to a stationary Markov process.

Because of the jump to a preferred direction based on the inner state, we call the particle an
active particle.

To make this more precise we make the following definitions. We will assume that the
processes in the coming definitions are jointly defined on a probability space (�,F ,P).

(i) Random walk part. Let Y = (Yt , t ≥ 0) be a simple symmetric random walk, i.e. a
random walk that starts from the origin (Y0 = 0), jumps with rate 1 and jumps 1 to the
left or to the right with equal probability. Fix a constant κ > 0. Then the random walk
part of the process is Y2κt .

(ii) Internal state process. Let (Mt , t ≥ 0) be a stationary Markov process (independent of
the random walk) on a state spaceS with ergodic measure μ. We will call this process
the state process. Since we will always start M from μ, we can assume without loss
of generality that μ is the unique ergodic (and hence the unique invariant) measure
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of M . Denote by (St , t ≥ 0) and A the corresponding semigroup and Markov gener-
ator on L2(μ), respectively, and denote the inner product on L2(μ) by (·, ·) and the
corresponding norm by ‖ · ‖.

(iii) Speed function. Let v be an element of L2(μ). We will call v the speed function. For
simplicity, we assume that

∫
vdμ = 0, meaning that the average of the speed with

respect to the stationary measure on the internal state space is 0. This is not essential
though, we will make some remarks on what happens without this assumption. The
idea is that v : S → R is a mapping that indicates for each internal state the jump
vector in case of an active jump when the particle has that internal state. In the example
in Sect. 2.1, the speed function v was just the identity function on {−1, 1}. In Sect. 3.2
we will see more examples, for instance where v maps three internal states to three
numbers that sum to 0 (in Example 2) or where v is the sine function (in Example 4).

(iv) Speed process. Fix a constant γ > 0. We define v
γ
t = v(Mγ t ) and call (v

γ
t , t ≥ 0)

the speed process. Note that this speed process does not need to be a Markov process.
In the special case for γ = 1, we will simply write vt . Note that (v

γ
t , t ≥ 0) is the

process (vt , t ≥ 0) speeded up by the factor γ . We make the following two technical
assumptions on the speed process.

(a) First we assume that

lim
t→∞

∫ t

0
Srvdr exists in L2(μ). (1)

This implies that the limit u := ∫ ∞
0 Stvdt satisfies u ∈ D(A) and −Au = v, so

we will write
∫ ∞
0 Stvdt = −A−1v. We need this assumption to ensure that the

limiting variance is finite. If it does not hold, there may not be a diffusive scaling
limit. Sufficient conditions for Assumption (1) are for instance that the spectral gap
of A is positive or that there exist c,C > 0 such that

‖Stv‖ ≤ Ce−ct .

The latter is a condition on the speed of relaxation, it ensures that the internal state
process reaches equilibrium fast enough, which avoids large temporal covariances. In
any case, Assumption (1) requires that Stv goes to 0 fast enough that it is integrable.

(b) The second assumption is that for all t > 0

lim
δ↓0 sup

0≤s,s′≤t
|s−s′|<δ

E
[
(vs − vs′)

2] = 0. (2)

In other words: the speed process must be uniformly continuous in L2. This assump-
tion is purely technical, we will use it in Lemma A.1 to show that the integral in (3)
is well-defined.

Both of these assumptions are automatically satisfied in the case that the state space
S of M is finite. Other internal state processes that satisfy these assumptions (with
a suitable choice of v) include diffusion processes such as Brownian motion and the
Ornstein–Uhlenbeck processes that we encounter in the examples in Sect. 3.2.

(v) Active jumps. Finally, fix a constant λ > 0 and let (Nt , t ≥ 0) be a Poisson process
with rate λ (independent of the random walk and the state process). This process marks
the times at which the particle jumps in a preferred direction.
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With these components we can define

Xt = Y2κt +
∫ t

0
v

γ
s dNs, (3)

where the integral is defined as a limit in L2(P) [see in Lemma A.1 how the well-definedness
of the integral follows from Assumption (2)]. This expression matches with our description
above: Y2κt is the random walk part and on top of that whenever the Poisson process N has
a jump at time t , say, the number v

γ
t is added to Xt . Note that (3) implies that X0 = 0. Also,

we can write (3) as

Xt = Y2κt +
∫ t

0
v

γ
s dNs + λ

∫ t

0
v

γ
s ds, (4)

where Nt = Nt − λt is a compensated Poisson process. We call the first, second and third
term of (4) the random walk part, the martingale part and the active part, respectively. This
division will become more clearly visible in the diffusion coefficient.

Remark 2.1 Note that if v is integer-valued, Xt stays in the lattice Z. In case v is not integer-
valued, we can also directly consider a continuous process and define

Xc
t = B2κt + λ

∫ t

0
v

γ
s ds, (5)

where (Bt , t ≥ 0) is Brownianmotion (independent of the state process) and where the speed
process is followed continuously in time. As will become clear later, the change to Brownian
motion is mostly aesthetic. However, the change from dNt to λdt leaves out the martingale
part of Xt , which will have consequences for both the limiting diffusion coefficient and for
the large deviations. We will makes remarks on this later, after the results concerned.

3 Diffusion Coefficient

A first observation is that the expectation of Xt is 0. Indeed, using independence of the
processes v

γ
s and Ns and the fact that Ev

γ
s = 0, we compute

EXt = EY2κt + E

∫ t

0
v

γ
s dNs = 0 + lim

n→∞

n−1∑
i=0

E
[
v

γ
s (Nsi+1 − Nsi )

]

= lim
n→∞

n−1∑
i=0

Ev
γ
si λ(si+1 − si ) = 0.

In this section we determine the limiting diffusion coefficient of the active particle and extend
this result to active particles in higher dimensions. Then we provide some examples. Finally,
we discuss the invariance principle.

3.1 Calculating the Diffusion Coefficient

As a first result, we compute the limiting variance of the position of the active particle.
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3.1.1 The 1-Dimensional Case

We start in dimension 1. Recall that (·, ·) denotes the inner product on L2(μ).

Theorem 3.1 The active particle has the following limiting diffusion coefficient

lim
t→∞

Var(Xt )

t
= 2κ + λ

∫
v2dμ + 2λ2

γ
(v,−A−1v). (6)

Proof First of all, note that the random walk part of Xt is independent of the rest. Second,
note that using Lemma A.1 and the independence of vγ and N ,

Cov

(∫ t

0
v

γ
s dNs , λ

∫ t

0
v

γ
s ds

)
= lim

n→∞

n−1∑
i, j=0

Cov
(
vsi (Nsi+1 − Nsi ), λvs j (s j+1 − s j )

)

= lim
n→∞

n−1∑
i, j=0

λvs j (s j+1 − s j )Cov
(
vsi , vs j

)
E

[
Nsi+1 − Nsi

] = 0.

This implies that

Var(Xt ) = Var(Y2κt ) + Var

(∫ t

0
v

γ
s dNs

)
+ Var

(
λ

∫ t

0
v

γ
s ds

)
.

In other words, each of the parts of Xt in (4) has its own contribution to the variance of Xt

and hence to the limiting diffusion coefficient. Similar to before, we will refer to these as the
random walk part, the martingale part and the active part of the diffusion coefficient. We will
now calculate these contributions.

First, Y2κt is the difference of two independent Poisson random variables with rate κt .
Therefore

lim
t→∞

Var(Yt )

t
= lim

t→∞
κt + κt

t
= 2κ. (7)

Second, using Lemma A.1, the independence of vγ and N and the fact that Ev
γ
s =

E
[
Nsi+1 − Nsi

] = 0, we see

Var

(∫ t

0
v
γ
s dNs

)
= lim

n→∞
n−1∑
i, j=0

Cov
(
vsi (Nsi+1 − Nsi ), vs j (Ns j+1 − Ns j )

)

= lim
n→∞

n−1∑
i=0

Var
(
vsi (Nsi+1 − Nsi )

) = lim
n→∞

n−1∑
i=0

Var
(
vsi

)
Var

(
Nsi+1 − Nsi

)

= lim
n→∞

n−1∑
i=0

∫
v2dμλ(si+1 − si ) = λt

∫
v2dμ.

Therefore

lim
t→∞

Var
(∫ t

0 v
γ
s dNs

)
t

= lim
t→∞

λt
∫

v2dμ

t
= λ

∫
v2dμ. (8)

For the third part we calculate the limiting variance of an additive functional of a Markov
process. This formulawas already obtained for instance in [15,Corollary 1.9] and [16, Lemma
2.4] (for reversible Markov processes). In fact, it is known as Green–Kubo relations, which
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go back to [17] and [18]. For completeness, we provide the calculations for our specific
context here. Using the stationarity of vγ and the symmetry of covariance, we compute

Var

(∫ t

0
v

γ
s ds

)
=

∫ t

0

∫ t

0
Cov(vγ

s , v
γ
r )drds = 2

∫ t

0

∫ s

0
Cov(vγ

s , v
γ
r )drds

= 2
∫ t

0

∫ s

0
Cov(vγ

s−r , v
γ
0 )drds

= 2
∫ t

0

∫ s

0
Cov(vγ

r , v
γ
0 )drds = 2

∫ t

0

∫ t

r
Cov(vγ

r , v
γ
0 )dsdr

= 2
∫ t

0
(t − r)Cov(vγ

r , v
γ
0 )dr

= 2

γ

∫ γ t

0
(t − r)Cov(v(Mr ), v(M0))dr = 2

γ

∫ γ t

0
(t − r)(v, Srv)dr .

(9)

To compute this, first note that with Assumption (1) we see that

lim
t→∞

∫ t

0
(v, Srv)dr =

(
v, lim

t→∞

∫ t

0
Srvdr

)
= (

v,−A−1v
)
. (10)

Note that the convergence of
∫ t
0 (v, Srv)dr also implies that

lim
t→∞

∫ t

0

r

t
(v, Srv)dr = 0. (11)

Combining (9), (10) and (11), we obtain

lim
t→∞

Var
(
λ

∫ t
0 v

γ
s dNs

)
t

= lim
t→∞

2λ2

γ

∫ γ t

0
(v, Srv)dr + lim

t→∞ 2λ2
∫ γ t

0

r

γ t
(v, Srv)dr

= 2λ2

γ
(v,−A−1v). (12)

Now combining (7), (8) and (12), we obtain the result. �

3.1.2 Higher Dimensions

So far we considered an active particle that only moves in one dimension. However, we can
just as well treat a higher dimensional situation. To this end fix a dimension d ∈ N. Let Y
be a d-dimensional simple random walk, i.e. each component of Y is an independent copy
of the Y that we had in the 1-dimensional situation. Let the speed function v be an element
of L2((�,μ),Rd) such that

∫
vdμ = 0 (in Rd ). We denote by � the covariance matrix of v

under μ, i.e.

�i j = Cov(v(M0)i , v(M0) j ).

Let again Xt denote the position of the active particle, now in Rd , with random walk part Y
and speed function v. The internal state process remains the same as the 1-dimensional case.
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To find the limiting diffusion matrix of the active particle, we can show that similar to the
1-dimensional case

Cov((Xt )i , (Xt ) j ) = Cov((Y2κt )i , (Y2κt ) j )

+Cov

(∫ t

0
(v

γ
s )idNs ,

∫ t

0
(v

γ
s ) jdNs

)
+ Cov

(∫ t

0
(v

γ
s )ids,

∫ t

0
(v

γ
s ) jds

)
.

Now if we go through calculations that are very similar to the 1-dimensional case, we
obtain the following.

Theorem 3.2 Let Xt be the position in Rd of the active particle that we just defined. Then

lim
t→∞

Cov((Xt )i , (Xt ) j )

t
= 2κδi, j + λ�i j

+λ2

γ
[((v)i ,−A−1(v) j ) + ((v) j ,−A−1(v)i )]. (13)

Remark 3.3 The sum of inner products in (13) equals 2((v)i ,−sym(A−1)(v) j ) [where for
an operator B on L2(μ), sym(B) = (B + B∗)/2 is the symmetric part]. Note that the 1-
dimensional case can be retrieved from this by realising that for any operator B and function
w, (w, Bw) = (w, sym(B)w).

3.1.3 Interpretation

We now briefly discuss the various terms appearing in the RHS of (6). First of all, as is clear
directly from the definition of the process, the random walk part is independent of the rest
and therefore produces the term 2κ .

Now, to understand the other two terms, let us first consider what happens in the limit of
γ to infinity. In that case the state process is speeded up so much that it reaches equilibrium
between subsequent jumps of the N -process. Therefore the jump sizes are just independent
copies of v(M0) (so v under the stationary measure μ), so the process is simply a random
walk with jump rate λ and jump size distribution v(M0). In this case the diffusion coefficient
should be λVar(v(M0)) = λ

∫
v2dμ, which is indeed what we find when we let γ go to

infinity in (6).
Finally, the third term of (6) corresponds to the case where γ is finite. Therefore this term

comes from the dependence between the active jumps due to the temporal dependence in the
state process. Hence this term comes from the activity of the particle. These considerations
justify the name ‘active part’ for the third part of (6). This is the only part that depends on
the state process through more than just its stationary distribution. We will analyse this term
more thoroughly in Sect. 4.

Remark 3.4 Note that for Xc (see Remark 2.1), the randomwalk part of Xc
t has variance 2κt ,

the martingale part is left out and the active part is the same as in X , so we obtain

lim
t→∞

Var(Xc
t )

t
= 2κ + 2λ2

γ
(v,−A−1v).

Remark 3.5 Note that instead of writing (v,−A−1v), we could also have kept the covariance
in the expression in (9) to obtain in a similar way that the active part of the limiting diffusion
coefficient equals

2λ2

γ

∫ ∞

0
Cov(v0, vr )dr .
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This might be easier to calculate for processes of which the covariance function is explicitly
known.

Remark 3.6 The assumption that
∫

vdμ = 0 makes sure that EXt = 0. Considering a speed
function that does not have average 0 is equivalent to setting the speed function to be v + c
where c is a constant and v still satisfies

∫
vdμ = 0. In this case the expectation equals

EXt = cλt . Of course the random walk part is not affected by this choice. Now it is easy to
see following our calculations above that with the new speed function the expectation of the
martingale part remains the same, but the variance changes. Contrarily, the expectation of
the active part changes, but the variance stays the same (since the change is deterministic).
Overall, the limiting diffusion coefficient becomes:

lim
t→∞

Var(Xt )

t

= 2κ + λ

(∫
v2dμ + c2

)
+ 2λ2

γ
(v,−A−1v).

3.2 Examples

Nowwe give some examples. We start with two cases where the state process M is a Markov
chain with 2 or 3 states. Then we take M to be an Ornstein–Uhlenbeck process and Brownian
motion on a circle and finally we consider an Ornstein–Uhlenbeck process in R2.

First, in these examples we need to calculate (v,−A−1v) [cf. (6)]. Nowwrite u = −A−1v

and recall that this means u = ∫ ∞
0 Stvdt , which implies −Au = v. In order to compute

(v,−A−1v), we can proceed as follows. First we find a functionw such that−Aw = v. Then
(v,w) = (v,−A−1v). Indeed, since μ is the unique ergodic measure, the only h ∈ D(A)

with Ah = 0 are constant functions, so if −Au = −Aw, u and w only differ by a constant.
Therefore (v,w) = (v, u + c1) = (v,−A−1v) + c

∫
vdμ = (v,−A−1v).

Second, for all of the examples, we need to verify Assumptions (1) and (2). In Examples 1
and 2, the state space is finite so both assumptions always hold. In Examples 3, 4 and 5,
Assumption (2) can be verified by a direct computation, since the correlation functions
for Brownian motion and the Ornstein–Uhlenbeck process are explicitly known. As we
noted before, for Assumption (1), it suffices to find constants c,C > 0 such that ‖Stv‖ ≤
C exp(−ct). This is implied by thePoincaré inequality (see [19,Theorem2.18]). ThePoincaré
inequality for the Ornstein–Uhlenbeck process is proved in [19, Lemma 2.22, Theorem 2.25]
(and holds similarly in the higher dimensional case). By [19, Remark 2.19], the Poincaré
inequality for Brownian motion with drift on the circle follows from the Poincaré inequality
for driftlessBrownianmotion on the circle. The exponential ergodicity (and the corresponding
Poincaré inequality) in this case is known and can be shown using Fourier analysis.

Example 1 (2 States) We start with the case where M is a Markov chain on S = {1,−1}
where the state switches with rate 1 and v is the identity function [1,−1]T . Then μ =
(δ−1 + δ1)/2,

A =
[−1 1
1 −1

]

and indeed
∫

vdμ = 0. Now choose w = [1, 0]T , then −Aw = v. So (v,−A−1v) =
(v,w) = 1/2 ∗ (1 ∗ 1) + 1/2 ∗ (−1 ∗ 0) = 1/2. Also we compute

∫
v2dμ = ∫

1dμ = 1.
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Now applying Theorem 3.1 yields

lim
t→∞

Var(Xt )

t
= 2κ + λ

∫
v2dμ + 2λ2

γ
(v,w) = 2κ + λ + λ2

γ
.

Note that the same diffusion coefficient is found in the calculation in Sect. 6.

Example 2 (3 States) Now let M be a Markov chain on the triangle with nodes S =
{n1, n2, n3} where the state switches with rate 1 and jumps to the right with probability
1/2 + a and to the left otherwise (where |a| ≤ 1/2). Here μ = (δn1 + δn2 + δn3)/3,
v = [v1, v2, v3]T such that v1 + v2 + v3 = 0 and

A =
⎡
⎣ −1 1

2 + a 1
2 − a

1
2 − a −1 1

2 + a
1
2 + a 1

2 − a −1

⎤
⎦ .

To find w we solve the linear system −Aw = v, which yields

w =
[

v1 + (a + 1/2)v2
3/4 + a2

,
(1/2 − a)v1 + v2

3/4 + a2
, 0

]T

.

This gives

(v,w) = v21 + v1v2 + v22

3(3/4 + a2)
= v21 + v1v2 + v22 + v3(v1 + v2 + v3)

3(3/4 + a2)

= (v1 + v2 + v3)
2 − (v1v2 + v2v3 + v1v3)

9/4 + 3a2
= −v1v2 + v2v3 + v1v3

9/4 + 3a2
, (14)

where we used in the last step that v1 + v2 + v3 = 0. Also we compute
∫

v2dμ = (v21 +
v22 + v23)/3. Now applying Theorem 3.1 yields

lim
t→∞

Var(Xt )

t
= 2κ + λ

∫
v2dμ + 2λ2

γ
(v,w)

= 2κ + λ

3
(v21 + v22 + v23) + 2λ2

γ

(−v1v2 − v2v3 − v1v3)

9/4 + 3a2
.

Example 3 (Ornstein–Uhlenbeck process) Now let us consider a different kind of example
where M is a continuous process, namely an Ornstein–Uhlenbeck process satisfying

dMt = −θMtdt + σdBt ,

where Bt is a Brownian motion independent of everything else (note that a similar process
is studied in [20]). This process has stationary distribution μ ∼ N (0, σ 2/(2θ)). We take
v(x) = x (indeed

∫
xdμ = 0). We know that the generator equals

A = −θx
d

dx
+ σ 2

2

d2

dx2

and has as domain D(A) all functions in L2(μ) ofwhich the first and second (weak) derivative
are also in L2(μ). A quick inspection shows that if we set w(x) = x/θ , then w in D(A) and
−Aw = v. Now we compute (v,w) = ∫

x2/θdμ = σ 2/(2θ2). Also
∫

v2dμ = ∫
x2dμ =

σ 2/(2θ). Now Theorem 3.1 gives us

lim
t→∞

Var(Xt )

t
= 2κ + λ

∫
v2dμ + 2λ2

γ
(v,w) = 2κ + λσ 2

2θ
+ λ2

γ

σ 2

θ2
.
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Note that the constant (v,w) = σ 2/(2θ2) could also have been directly obtained by calcu-
lating

Var

(
λ

∫ t

0
v

γ
s ds

)
= λ2

∫ t

0

∫ t

0
Cov(vγ

s , v
γ
r )dsdr (15)

followed by rescaling and taking limits, since the covariance of the Ornstein–Uhlenbeck
process is explicitly known. This yields the same result. Alternatively, one could have used
the expression in Remark 3.5 to see

(v,−A−1v) =
∫ ∞

0
Cov(v0, vt )dt =

∫ ∞

0

σ 2

2θ
exp(−θ t)dt = σ 2

2θ2
.

Example 4 (Sine of Brownian motion with drift) In this example we want the speed process
vt to be sin(Mt ) where Mt = B2at + bt , (Bt , t ≥ 0) is Brownian motion and a, b > 0 are
constants. However, Xt does not have a stationary (probability) distribution. Therefore we
take M to be B2at +bt on a circleS with radius 1 and we set v(θ) = sin(θ). Nowμ = 1

2π dθ ,
so indeed

∫
vdμ = 0. The generator is given by

A = a
d2

dθ2
+ b

d

dθ

with domain D(A) containing all smooth functions on S . Substituting w(θ) = c sin(θ) +
d cos(θ) and solving for c, d shows that

w(θ) = a

a2 + b2
sin(θ) + b

a2 + b2
cos(θ)

satisfies −Aw = v with w ∈ D(A). Now we calculate and see that
∫

v2dμ =
1
2π

∫ 2π
0 sin2(θ)dθ = 1/2 and

(v,w) = 1

2π

∫ 2π

0
sin(θ)

(
a

a2 + b2
sin(θ) + b

a2 + b2
cos(θ)

)
dθ = a

2(a2 + b2)
,

so applying Theorem 3.1, we see:

lim
t→∞

Var(Xt )

t
= 2κ + λ

∫
v2dμ + 2λ2

γ
(v,w) = 2κ + λ

2
+ 2λ2

γ

a

a2 + b2
. (16)

Note that first of all the last term vanishes when either a or b goes to infinity, similar to what
happens when γ goes to infinity (see the considerations at the end of Sect. 3). However,
note that this part also vanishes when a goes to 0, even when b > 0. Indeed, when a = 0,
the speed process is sin(M0 + bt), where M0 is sampled from μ. Now it is easy to see that∫ t
0 v

γ
s ds is bounded in t , so Var

(∫ t
0 v

γ
s ds

)
/t goes to 0. In that sense the particle is not active

in the limit.

Example 5 As example for the higher dimensional case, we takeM to be the two-dimensional
stationary Ornstein–Uhlenbeck process given by

dMt = −�Mtdt + σdWt ,

where Wt is a two-dimensional Brownian motion,

� =
[
1 a

−a 1

]
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and σ, a > 0 are constants. The invariant distribution is N (0, σ 2/2I ). We set v to be the
identity function. The corresponding generator is

A f = −(∇ f )T�x + σ 2

2
� f .

First we see that � = σ 2

2 I . Now set

u1(x) = 1

1 + a2
(x1 − ax2), u2(x) = 1

1 + a2
(ax1 + x2),

then −Au1(x) = x1 = (v)1(x) and −Au2(x) = x2 = (v)2(x). Using these we obtain

((v)1, −A−1(v)1) + ((v)1,−A−1(v)1) = 2
1

1 + a2
(x1, x1 − ax2) = 2

1 + a2
(x1, x1) = σ 2

1 + a2
.

Also

((v)1,−A−1(v)2) + ((v)2,−A−1(v)1) = (x1, ax1 + x2) + (x2, x1 − ax2)

= a(x1, x1) − a(x2, x2) = 0.

Here we used that under μ, (x1, x1) = (x2, x2) = σ 2/2 and (x1, x2) = (x2, x1) = 0.
Applying Theorem 3.2, we see that the limiting diffusion matrix equals(

2κ + λ
σ 2

2
+ λ2

γ

σ 2

1 + a2

)
I . (17)

3.3 Invariance Principle

So far we have calculated the limiting diffusion coefficient of the active particle. In a lot of
cases one can in fact show a Central Limit Theorem (CLT) for (the trajectory of) the active
particle. This type of problem has been dealt with in a lot of generality under several sets of
assumptions before, so we will not provide all the details.

As we noted before the active particle process decomposes naturally into three parts. First
of all, there is the random walk part, which is independent of the rest. The CLT for this case
is well-known.

Then there is the martingale part ∫ t

0
v

γ
s dNs .

As the name suggests, this term is actually a martingale with respect to the filtration Ft =
σ {(Mγ s, Ns), 0 ≤ s ≤ t} (see Remark 3.7). Moreover, the active part

λ

∫ t

0
v

γ
s ds,

is an additive functional of a stationary Markov process and can (under some technical
assumptions) be approximated by amartingalewith respect to thefiltrationF ′

t = σ {Mγ s, 0 ≤
s ≤ t} and hence (by independence of N and the active part) also with respect to Ft . This
type of result was obtained in [15,21–23].

Therefore the sum of the martingale part and the active part∫ t

0
v

γ
s dNs
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can be approximated by a martingale with respect to Ft . Since the martingale part has a
source of randomness (the Poisson process N ) that is independent of the active part, the
martingales cannot cancel each other out. Finally, as is done in the papers that were just
cited, one can apply functional martingale central limit theorems such as in [24,25] to obtain
the CLT for the active particle.

Remark 3.7 The fact that the martingale part is actually a martingale with respect to Ft can
be shown from a direct computation. However, this martingale also naturally shows up as a
Dynkin martingale. Because of the underlying state process, the position Xt itself is not a
Markov process. However, the pair (Xt , M

γ
t ) is (where Mγ

t is M speeded up by a factor γ ).
The corresponding generator L is given by

L f (x,m) = λ( f (x + v(m),m) − f (x,m)) + γ (A f (x, ·))(m).

Setting g(x,m) = x , we see that the following is (formally) a martingale with respect to the
natural filtration of (Xt , M

γ
t ):

Mt := g(Xt , M
γ
t ) − g(X0, M

γ
0 ) −

∫ t

0
Lg(Xs , M

γ
s )ds = Xt − X0 −

∫ t

0
λv

γ
s ds =

∫ t

0
v
γ
s dNs .

The quadratic variation of this martingale equals

∫ t

0
(Lg2 − 2gLg)(Xs, v

γ
s )ds = λ

∫ t

0
(v

γ
s )2ds.

Note that by ergodicity of M we have that almost surely

lim
t→∞

λ

t

∫ t

0
(v

γ
s )2ds = λ

∫
v2dμ,

which confirms that the martingale part converges to a Brownian motion with diffusion
coefficient λ

∫
v2dμ.

4 Diffusion Coefficient: The Role of Reversibility

Now that we found an expression for the limiting diffusion coefficient of the active particle,
we want to understand how it depends on the internal state process. In particular we want to
understand the role of reversibility of the internal state process with respect to the stationary
measure μ. Recall that we say that the state process Mt is reversible with respect to μ if
the generator A is a self-adjoint operator on its domain in L2(μ). We will fix the stationary
measure μ and study processes with this stationary measure. We will also assume in the
rest of this section that the internal state space S is finite, this is mainly to avoid technical
complications.

When we inspect the different terms of the diffusion coefficient (6), we see the following.

(a) The random walk part, 2κ , does not depend on the internal state process.
(b) The martingale part, λ

∫
v2dμ, only depends on the internal state process through its

stationary measure μ.

(c) The active part, 2λ2
γ

(v,−A−1v) depends on the whole internal state process, i.e. its
stationary measure as well as its generator.
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We conclude that given a stationary measure μ, only the active part might depend on the

reversibility of the state process with respect to μ. Since also the factor 2λ2
γ

is fixed, we will
dedicate the rest of this section to studying the behaviour of the term(

v,−A−1v
)
.

To further specify our results, note that the generator A can be decomposed into a sym-
metric part sym(A) = (A+A∗)/2 and an antisymmetric part asym(A) = (A−A∗)/2, where
A∗ denotes the adjoint of A as operators on L2(μ). In particular the internal state process is
reversible with respect to μ if sym(A) = A and accordingly asym(A) = 0. We will show
the following.

(i) In Sect. 4.2 we will consider state processes with the same symmetric part. We will show
that the active part of the diffusion coefficient is maximal for the process generated by the
symmetric part itself, for any choice of the speed function v. In other words: the diffusion
coefficient is maximal for the reversible process. Mathematically this means that we will
prove that for all v that satisfy

∫
vdμ = 0,

(
v,−A−1v

) ≤ (
v,−sym(A)−1v

)
.

This is Proposition 4.4. We also generalise this to active particles in higher dimensions.
(ii) In Sect. 4.3 we will consider reversible processes with the requirement that the total

jumping rate from each point is the same. We will show that in this case there is no
reversible process that maximises the diffusion coefficient for each choice of the speed
function. In other words: within the class of reversible processes (with the same total
jumping rates) there is no optimal reversible process.

Before this, we will start with some motivating examples in Sect. 4.1.

Remark 4.1 Note that the active part of the diffusion coefficient only depends on the “zero-
average”-part of the speed function (see Remark 3.6). Therefore it remains the same when
we replace the speed function v by v + c, where c is a constant. Similarly, the active part of
the diffusion coefficient is the same for Xc (from Remark 2.1). Because of this, if we replace
v by v + c or if we consider the process Xc instead of X , the results of this section are still
valid.

4.1 Motivation

As a motivating example, let us look back at Example 2. Note that for each a ∈ [−1/2, 1/2],
the state process has the same stationary distribution, namely the uniform distribution. How-
ever, only for a = 0 the process is reversible, whereas for a = 1/2 or a = −1/2 the process
is completely asymmetric (it only jumps to the right or only to the left, respectively). Hence
we can think of a as the parameter that tunes the non-reversibility of the state process. The
expression that we found earlier [see (14)] is

(v,−A−1v) = −(v1v2 + v2v3 + v1v3)

9/4 + 3a2
.

Since −(v1v2 + v2v3 + v1v3) ≥ 0 for v with
∫

vdμ = 1
3 (v1 + v2 + v3) = 0, this expression

is maximal for a = 0, the reversible case, and decreases like 1
1+a2

for a away from 0. We
conclude that out of this family of state processes, the reversible process maximizes the
diffusion coefficient.
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Now for a more general result, we go back to the three states example and note that the
symmetric part of the generator [as an operator in L2(μ)] was the same for each a and the
antisymmetric part varied with a, indeed:

1

3

⎡
⎣ −1 1

2 + a 1
2 − a

1
2 − a −1 1

2 + a
1
2 + a 1

2 − a −1

⎤
⎦ = 1

3

⎡
⎣−1 1

2
1
2

1
2 −1 1

2
1
2

1
2 −1

⎤
⎦ + a

3

⎡
⎣ 0 1 −1

−1 0 1
1 −1 0

⎤
⎦ .

We want to show that this is true in general: out of all processes (with the same stationary
measure μ) of which the symmetric part of the generator is the same, the purely reversible
process (so the purely symmetric one) maximizes (v,−A−1v).

Remark 4.2 Even though we restrict ourselves in this section to finite state spaces (mainly
for technical reasons), notice that the same behaviour (the fact that the diffusion coefficient
is maximal for reversible state processes) occurs in Examples 4 and 5.

Indeed, in Example 4 the state process consists of a reversible part scaled with a constant
a and an non-reversible part with constant b (so in particular the process is reversible if and
only if b = 0). The active part of the diffusion coefficient in (16) equals

2λ2

γ

a

a2 + b2
.

So when we keep a fixed, the active part is maximized in the reversible case.
In Example 5 the active part of the diffusion matrix in (17) equals

λ2

γ

σ 2

1 + a2
I .

This matrix is maximal for a = 0, which is the reversible case.

4.2 Comparing Reversible and Non-reversible Processes

In order to prove the main result, Proposition 4.4 below, we first need the following lemma.

Lemma 4.3 Let C be a skew-symmetric matrix. Then both I + C and I − C2 are invertible
and for all w

(w, (I + C)−1w) = (w, (I − C2)−1w) ≤ (w,w).

Proof The invertibility of I + C and I − C2 is known, but we repeat it for completeness.
Suppose that I + C is not invertible. Then there exists v �= 0 such that (I + C)v = 0, so
v = −Cv. Then (v, v) = −(v,Cv) = 0,which is a contradiction. Similarly if (I−C2)v = 0,
then v = C2v, so (v, v) = (v,C2v) = −(Cv,Cv) ≤ 0, which is a contradiction.

Now let w be arbitrary and set g = (I − C2)−1w and h = (I + C)−1w, which implies
that (I − C)g = h. Then we see

(w, (I + C)−1w) = ((I + C)h, h) = (h, h) + (Ch, h) = (h, h)

and

(w, (I − C2)−1w) = ((I − C2)g, g) = ((I + C)(I − C)g, g) = ((I + C)h, g)

= (h, g) + (Ch, g) = (h, g) − (h,Cg) = (h, (I − C)g) = (h, h),

which proves the equality.
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To prove the inequality, first note that −C2 is positive semidefinite. Therefore the eigen-
values of I − C2 are greater than 1, so the eigenvalues of (I − C2)−1 are between 0 and 1,
so ‖(I − C2)−1‖ ≤ 1, which implies that (w, (I − C2)−1w) ≤ (w,w). �

Since we want to compare a Markov generator with its symmetric part [in L2(μ)], we
recall some properties of this symmetric part. First of all, the symmetric part is again a
Markov generator. Moreover, if the original generator has a unique ergodic measure, then
the symmetric part generates a reversible process with the same unique ergodic measure.
These properties are known, but for the reader’s convenience we collect them with a proof
in Lemma A.2 in the appendix.

Now we can prove the following proposition.

Proposition 4.4 Let A be the generator of a Markov process on a finite state space with
unique ergodic measure μ. Then for all v such that

∫
vdμ = 0

(v,−A−1v) ≤ (v,−sym(A)−1v),

where sym(A) = (A + A∗)/2 is the symmetric part of A in L2(μ). As a consequence, the
diffusion coefficient (6) is maximized for reversible state processes.

Proof Let B = (−A + (−A)∗)/2 be the symmetric part of −A and D = (−A − (−A)∗)/2
the skew-symmetric part [in L2(μ)]. Let v such that

∫
vdμ = 0. Note that B is (strictly)

positive definite on the subspace of w such that
∫

wdμ = 0, so B−1 and B−1/2 exist and are
symmetric [in L2(μ)]. Now we see

(v,−A−1v) = (v, (B + D)−1v) = (v, (B1/2(I + B−1/2DB−1/2)B1/2)−1v)

= (v, B−1/2(I + B−1/2DB−1/2)−1B−1/2v) = (B−1/2v, (I + B−1/2DB−1/2)−1B−1/2v).

Now write w = B−1/2v and C = B−1/2DB−1/2, so

(v,−A−1v) = (w, (I + C)−1w).

Note that for all u, u′

(u,Cu′) = (u, B−1/2DB−1/2u′) = (B−1/2u, DB−1/2u′)
= −(DB−1/2u, B−1/2u′) = −(B−1/2DB−1/2u, u′) = −(Cu, u′),

so C is skew-symmetric. Therefore applying Lemma 4.3 gives us that

(v,−A−1v) = (w, (I + C)−1w) ≤ (w,w)

= (B−1/2v, B−1/2v) = (v, B−1v) = (v,−sym(A)−1v).

�

Remark 4.5 If we assume that ‖B−1/2DB−1/2‖ < 1, we use the Taylor expansion and obtain
the more explicit formula:

(v,−A−1v) = (v,−sym(A)v) + (w,C2(I − C2)−1w),
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where w and C are as in the proof of Proposition 4.4. Indeed in that case

(w, (I + C)−1w) =
(

w,

∞∑
n=0

(−1)nCnw

)
=

∞∑
n=0

(−1)n(w,Cnw) =
∞∑
n=0

(−1)2n(w,C2nw)

=
(

w,

∞∑
n=0

(C2)nw

)
= (w,w) +

(
w,

∞∑
n=1

(C2)nw

)

= (w,w) +
(

w,C2
∞∑
n=0

(C2)nw

)
= (v,−sym(A)−1v) + (w,C2(I − C2)−1w).

Note that in the third equality we used that Cn is skew-symmetric, so (w,Cnw) = 0 for n
odd.

Now that we have Proposition 4.4 for active particles in R, we can use it to generalize to d
dimensions. Recall from Theorem 3.2 that the active part of the limiting diffusion matrix of
an R

d -valued random walk is (2λ2/γ )DA, where

DA
i j := ((v)i ,−A−1(v) j ) + ((v) j ,−A−1(v)i ).

The next proposition tells us that in the same context as Proposition 4.4, this quantity is
optimal for the reversible process.

Corollary 4.6 Let A and μ be as in Proposition 4.4. Then for all Rd -valued v such that∫
vdμ = 0 (in Rd), DA is dominated by Dsym(A) in the sense that Dsym(A) − DA is positive

definite.

Proof It suffices to show that for all α ∈ R
d , αT DAα ≤ αT Dsym(A)α. Let α ∈ R

d . Then
α · v is an R-valued function such that

∫
(α · v)dμ = α · (∫

vdμ
) = 0. Therefore, using

Proposition 4.4, we see

αT DAα =
d∑

i, j=1

αiα j (((v)i ,−A−1(v) j ) + ((v) j ,−A−1(v)i )) = 2((α · v),−A−1(α · v))

≤ 2((α · v),−sym(A)−1(α · v)) = αT Dsym(A)α.

�

4.3 Comparing Reversible Processes

Proposition 4.4 tells us that among all generatorswith the same symmetric part, the symmetric
part itself maximizes the diffusion coefficient of the active particle. Now one might wonder
whether there are classes of reversible internal state processes that yield the same diffusion
coefficient for each speed function v. The following lemma shows us that this is not the case.

Lemma 4.7 Let A and B be Markov generators with reversible measure μ. Suppose that for
every v with

∫
vdμ = 0, (v,−A−1v) = (v,−B−1v). Then A = B.

Proof Define the following linear subspaces of L2(μ): Vμ := {
v| ∫ vdμ = 0

}
and V1 =

{c1|c ∈ R}. Note that Vμ and V1 are orthogonal in L2(μ) and in fact Vμ is the orthogonal
complement of V1 in L2(μ), so the action on Vμ and V1 together fully define A and B. Also
note that A and B are 0 on V1 and are invertible when restricting to Vμ → Vμ. It suffices to
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show that A and B are equal on Vμ, so in turn it suffices to show that A−1 and B−1 are equal
on Vμ. For this let v,w ∈ Vμ. Then

(v,−A−1w) = 1

2
((v + w),−A−1(v + w)) − (v,−A−1v) − (w,−A−1w))

= 1

2
((v + w),−B−1(v + w))−(v,−B−1v)−(w,−B−1w)) = (v,−B−1w).

This shows that A−1 = B−1 on Vμ, so we conclude that A = B. �
Now that we know that different reversible processes cannot yield the same diffusion

coefficients, it could still be that certain reversible processes yield larger diffusion coefficients
than others. To answer this question, we need to normalise in some way. Otherwise if we
replace the generator A by cA for some constant c > 1, the diffusion coefficient is divided by
that constant c, so A trivially yields larger diffusion coefficients than cA. We normalise here
by comparing reversible processes that have the same total jumping rate from each point. The
next lemma tells us that in that case no process strictly dominates all the others, it depends
on the speed function v.

Lemma 4.8 Let A and B be Markov generators on a finite state space that are reversible
with respect to μ. Additionally assume that the total jump rate from each state is the same
for A and B. Then either A = B or there exist v,w ∈ Vμ such that

(v,−A−1v) > (v,−B−1v) and (w,−A−1w) < (w,−B−1w).

Proof Let A and B be as stated. Now assume that there are no v,w ∈ Vμ such that
(v,−A−1v) > (v,−B−1v) and (w,−A−1w) < (w,−B−1w). Without loss of generality
assume that for all v ∈ Vμ, (v,−A−1v) ≥ (v,−B−1v). This implies that −A−1 ≥ −B−1

[in the sense that −A−1 − (−B−1) is symmetric and positive definite on Vμ]. With the fact
that −A,−B are positive definite, this in turn implies that −B ≥ −A, so A− B ≥ 0 on Vμ.
Since also Av = Bv = 0 for v ∈ V1, this implies that A − B ≥ 0 on L2(μ). Now if we
define D to be the diagonal matrix with Dii = μi , then D(A − B) ≥ 0 and D(A − B) is
symmetric with respect to the usual inner product inRd . Also, A− B and (hence) D(A− B)

have zeroes on the diagonal (because of the equal jump rates), so the trace of D(A − B) is
0. Therefore the eigenvalues of D(A − B) are non-negative and sum to 0, so they are all 0.
This implies that D(A − B) = 0, so A = B. �

5 Large Deviations

In this section we derive a large deviation principle (LDP) for 1
t Xt .1 The active particle that

we are studying is what is called a slow-fast system in the literature and a lot of research
has already been done about its large deviations. Because of this it is not our goal here to
present this result in the highest possible generality. We would rather see which formulas are
obtained and study their behaviour, in particular the relation between the rate function and
the reversibility of M . Therefore we reduce (as in Sect. 4) to the case where the state space
S of M is finite [and hence where (vγ , s ≥ 0) is bounded].

Remark 5.1 Note that we don’t need anywhere in this section that
∫

vdμ = 0.

1 For the definition of the LargeDeviation Principle and forVaradhan’s lemma and theGaertner–Ellis theorem,
see for instance [26] or [27].
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Sincewewill express the rate function for 1
t Xt in terms of the rate function of the empirical

process corresponding to the underlying state process, we quickly recall some results that
we will use. We write

χt = 1

t

∫ t

0
δMsds

and denote by Pt the distribution of χt in the space of probability measures on S . Then we
know from [28] that (Pt , t ≥ 0) satisfies an LDP with good rate function Ie given by

Ie(ξ) = sup
u>0

(
−

n∑
i=1

ξi
(Au)i

ui

)
. (18)

In case A is symmetric, this reduces to

Ie(ξ) = (u,−Au), (19)

where ui = √
ξi/μi (note that we assumed that μ has full support, so μi > 0 for all i) and

the inner product is (as usual) with respect to μ.

5.1 Large Deviations Rate Function

To obtain the large deviations rate function of Xt/t , we start by calculating the logarithmic
moment generating function (log-mgf) of Xt : Ft (α) = logE

[
eαXt

]
for α ∈ R

d . To calculate
it we first observe that by independence of Y and the rest,

Ft (α) = logE

[
e
α
(√

2κYt+
∫ t
0 v

γ
s dNs

)]
= logE

[
exp(α

√
2κYt )

]

+ logE

[
exp

(
α

∫ t

0
v

γ
s dNs

)]
. (20)

The first term is just the log-mgf of a simple random walk speeded up with a factor 2κ .
Therefore at time t it equals the difference of two independent Poisson random variables
with parameter κt , so we obtain that

logE
[
exp(αY2κt )

] = log(exp(κt(eα − 1)) exp(κt(e−α − 1))) = 2κt(cosh(α) − 1).

To calculate the second term, we first condition on vγ = (v
γ
s , 0 ≤ s ≤ t) and obtain

E

[
exp

(
α

∫ t

0
v

γ
s dNs

)∣∣∣∣ vγ

]
= lim

n→∞E

[
exp

(
α

n−1∑
i=0

v
γ
si (Nsi+1 − Nsi )

)∣∣∣∣∣ vγ

]

= lim
n→∞

n−1∏
i=0

E
[
exp

(
αv

γ
si (Nsi+1 − Nsi )

) |vγ
] = lim

n→∞

n−1∏
i=0

exp
(
λ

(
eαv

γ
si − 1

)
(si+1 − si )

)

= lim
n→∞ exp

(
n−1∑
i=0

λ
(
eαv

γ
si − 1

)
(si+1 − si )

)
= exp

(
λ

∫ t

0

(
eαv

γ
s − 1

)
ds

)
.

Therefore we see that the second term of (20) equals

logE exp

(
λ

∫ t

0

(
eαv

γ
s − 1

)
ds

)
.
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We conclude that

Ft (α) = 2κt(cosh(α) − 1) + logE exp

(
λ

∫ t

0

(
eαv

γ
s − 1

)
ds

)
. (21)

Nowwe can compute the large deviation free energy function F(α) as the limit of Ft (α)/t .
We see for the first term that

lim
t→∞

2κt(cosh(α) − 1)

t
= 2κ(cosh(α) − 1). (22)

Now for the second term define hα as a function on measures on S given by

hγ
α (ξ) = λ

γ

∫
S

(
eαv(x) − 1

)
ξ(dx).

This enables us to rewrite the second part of Ft (α) and use Varadhan’s lemma to obtain

lim
t→∞

1

t
logE exp

(
λ

γ

∫ γ t

0

(
eαv(Ms ) − 1

)
ds

)

= lim
t→∞

1

t
logE exp

(
tγ

λ

γ

∫
S

(
eαv(x) − 1

)(
1

γ t

∫ γ t

0
δMsds

)
(dx)

)

= γ lim
t→∞

1

γ t
logE exp

(
γ thγ

α (χγ t )
) = γ sup

ξ

(hγ
α (ξ) − Ie(ξ)).

Note that the latter equals

sup
ξ

(λ(ϕξ (α) − 1) − γ Ie(ξ)), (23)

where ϕξ (α) = ∫
S exp(αv(x))ξ(dx) denotes the mgf of v under ξ evaluated at α. Taking

together (22) and (23), we conclude that

F(α) = lim
t→∞

Ft (α)

t
= 2κ(cosh(α) − 1) + sup

ξ

(λ(ϕξ (α) − 1) − γ Ie(ξ)). (24)

Using the Gaertner–Ellis theorem, we now obtain the large deviation principle for Xt/t with
rate function given by the Legendre transform of F(α):

I (x) = sup
α

(αx − F(α)) = sup
α

(αx − 2κ(cosh(α) − 1) − sup
ξ

(λ(ϕξ (α) − 1) − γ Ie(ξ))).

Remark 5.2 A very similar computation shows that a similar expression holds in the multi-
dimensional case. Indeed, if we set Ft (α) = logE exp(α · Xt ) for α ∈ R

d , we obtain

F(α) = lim
t→∞

Ft (α)

t
= 2κ

d∑
i=1

(cosh(αi ) − 1) + sup
ξ

(λ(ϕξ (α) − 1) − γ Ie(ξ)),

where

ϕξ (α) =
∫
S

eα·v(x)ξ(dx).

Then again we can take the Legendre transform to find the rate function I .
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Example 6 We return to Example 1 to obtain an explicit expression for the large deviations
free energy function. Note that the state process is reversible with respect to the stationary
measure μ = (1/2, 1/2). Using (19), fixing a probability measure ξ on {1,−1} and setting
ui = √

(ξi/(1/2) = √
2ξi , we see

Ie(ξ) = (u,−Au) = 1

2
(
√
2ξ1 − √

2ξ−1)
2 = (

√
ξ1 − √

ξ−1)
2 = 1 − 2

√
ξ1ξ−1.

Parametrizing ξ = (r , 1 − r), we see

sup
ξ

(λ(ϕξ (α) − 1) − γ Ie(ξ)) = sup
0≤r≤1

(λ(reα + (1 − r)e−α − 1) − γ (1 − 2
√
r(1 − r)))

= λ(e−α − 1) − γ + sup
0≤r≤1

(2λ sinh(α)r + 2γ
√
r(1 − r)).

A simple calculation shows that the latter equals

λ(e−α − 1) − γ +
√

γ 2 + λ2 sinh2(α) + λ sinh(α) = λ(cosh(α) − 1) +
√

γ 2 + λ2 sinh2(α) − γ,

so with (24), we see

F(α) = (2κ + γ )(cosh(α) − 1) +
√

γ 2 + λ2 sinh2(α) − γ. (25)

Remark 5.3 In the case of Xc (fromRemark 2.1), the calculations become a bit easier. Instead
of the symmetric random walk Y2κt we directly work with the continuous limit B2κt . But
more importantly, there is no additional randomness from the Poisson process N . Following
the analogous computations for this part, we find the same results with ϕξ (α) replaced by
α

∫
v(x)ξ(dx).
In this section we worked with a finite state space, so all the computations and quantities

here are well-defined. However, for a more general state process, for the original process X
one would need

E exp

(
λ

∫ t

0

(
eαv

γ
s − 1

)
ds

)
< ∞

to get a finite free energy. Setting t � 1, this implies that we need something like

Eee
v0

< ∞,

which is a very strong assumption that for instance for the Ornstein–Uhlenbeck process is
not satisfied.

Changing to Xc means getting rid of the Poisson jumps, which takes away one of the
exponentials. So we expect that an LDP holds for a lot more state processes in the Xc case
than for the original process X .

5.2 The Role of Reversibility

Our goal now is to show a result that is similar to Proposition 4.4. Indeed, we show that if
an active particle has a state process generated by some generator A, then the rate function
of this active particle is greater (pointwise) than the rate function of the active particle of
which the state process is generated by the symmetric part of A. In other words: a reversible
state process yields a lower rate function. Before we show this, we will prove the following
lemma about a similar result for the rate functions of the empirical measures corresponding
to the state processes.
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Lemma 5.4 Let A be a Markov generator with unique ergodic measure μ and let sym(A)

be its symmetric part (in L2(μ)). Denote the rate functions of the corresponding empirical
processes by I Ae and I sym(A)

e , respectively. Then for all probability measures ξ, I sym(A)
e (ξ) ≤

I Ae (ξ).

Proof Let ξ be a probabilitymeasure onS .We set ui = √
ξi/μi ≥ 0. Also define form ∈ N,

umi = ui if ui > 0 and umi = 1/m otherwise. Note that umi > 0 for all i and that um → u in
L2(μ) (since it converges pointwise and S is finite). Finally note that ξi/umi = μi ui for all
i . Now, using (18), we see that for all m

I Ae (ξ) = sup
u′>0

−
n∑
i

ξi
(Au′)i
u′
i

≥ −
n∑
i

ξi
(Aum)i

umi
= −

n∑
i=1

μi ui (Au
m)i = (u,−Aum).

Therefore, using (19), we conclude

I Ae (ξ) ≥ lim
m→∞(u,−Aum) = (u,−Au) = (u,−sym(A)u) = I sym(A)

e (ξ).

�

Now we use this to prove the following result.

Corollary 5.5 Let A be a Markov generator with unique ergodic measure μ and let sym(A)

be its symmetric part (in L2(μ)). Denote the rate functions of the corresponding active
particle processes by I A and I sym(A) and the free energy functions of those processes by
F A and F sym(A), respectively. Then for all α ∈ R : F A(α) ≤ F sym(A)(α) and for all
x ∈ R : I sym(A)(x) ≤ I A(x).

Proof Since for all ξ , I sym(A)
e (ξ) ≤ I Ae (ξ), it follows that for all α,

sup
ξ

(λ(ϕξ (α) − 1) − γ I sym(A)
e (ξ)) ≥ sup

ξ

(λ(ϕξ (α) − 1) − γ I Ae (ξ)),

so F sym(A)(α) ≥ F A(α). Since this holds for all α, similarly it follows that for all x ,
I sym(A)(x) ≤ I A(x). �

Remark 5.6 Note that in the case that F(α) is sufficiently smooth, the limiting diffusion
coefficient (or matrix, in the higher dimensional case) is given by the second derivative,
or, more generally, the Hessian of F(α) in 0. By Corollary 5.5, the free energy function is
dominated by the free energy function of the active particle with state process generated by
the symmetric part pointwise everywhere and they are equal for α = 0. Therefore we see in
that case that the Hessian at 0 (and therefore the limiting diffusion matrix) is dominated by
the Hessian of the symmetric version. This is consistent with the results of Proposition 4.4
and Corollary 4.6.

6 The 2-State Case: Explicit Formulas

In the case where there are just two states, we can compute a lot of things explicitly with
different methods. Therefore this section is dedicated to the active particle with two states.
In this case the active particle has a position x ∈ Z and a velocity v ∈ {−1, 1}. The process
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{(Xt , vt ) : t ≥ 0} is described via the generator

L f (x, v) = λ( f (x + v, v) − f (x, v))

+κ( f (x + 1, v) + f (x − 1, v) − 2 f (x, v))

+γ ( f (x,−v) − f (x, v)). (26)

This is interpreted as follows: with rate λ the process makes a jump in the direction of the
velocity, with rate κ it makes a random walk jump and with rate γ it flips velocity v → −v.
If we denote byμ(x, t, v) the probability to be at location x ∈ Zwith velocity v ∈ {−1, 1} at
time t > 0, the generator (26) corresponds to the master equation (or Kolmogorov forward
equation)

dμ(x, t, v)

dt
= λμ(x − v, t, v) + κ(μ(x − 1, t, v) + μ(x + 1, t, v)) + γμ(x, t,−v)

−(2κ + λ + γ )μ(x, t, v). (27)

6.1 The Fourier–Laplace Transform of the Distribution

The master equation (27) can be solved using a Fourier–Laplace transform. We define

μ̂(q, t, v) =
∑
x

eiqxμ(x, t, v)

and view this quantity as a two-column, denoted μ(q, t, ·) indexed by row index v = 1,−1.
The master equation (27) then becomes, after a Fourier transform:

d

dt
μ(q, t) = M(q)μ(q, t) (28)

with M(q) a symmetric two by two matrix of the form

M(q) =
(
a b
b a∗

)
(29)

where ∗ denotes complex conjugate and where

a = (2κ + λ)(cos(q) − 1) − γ + iλ sin(q),

b = γ. (30)

For the analysis of the scaling behavior of the position of the particle, it is convenient to
further Laplace transform μ(q, t), i.e. we define for z > 0 the column vector

μ̂(q, z) =
∫ ∞

0
μ(q, t)e−zt dt . (31)

Then, from (28) we find

μ̂(q, z) = (z I − M(q))−1μ̄0(q).

For the initial position and velocity we choose X0 = 0, and v = ±1 with probability 1/2.
Then we have, μ̄0(q) = 1

2 (1, 1)
T where T denotes transposition. We further define the

Fourier–Laplace transform of the distribution of the particle position:

S(q, z) =
∫ ∞

0
EeiqXt e−zt dt =

∑
v

μ̂(q, z, v) = (1, 1)μ̂(q, z).
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Then we have, using (31)

S(q, z) = (μ̂(q, z, 1)) + (μ̂(q, z,−1)) = 1

2
(1, 1)(z I − M(q))−1(1, 1)T .

Using the explicit formulas (29), (30), we obtain

S(q, z) = 2γ + z − (λ + 2κ)(cos(q) − 1)

(γ + z − (λ + 2κ)(cos(q) − 1))2 − γ 2 + λ2 sin2(q)
. (32)

For a more general velocity distribution at time zero, i.e., X0 = 0, and v = 1, resp. v = −1,
with probability α, resp. 1 − α, we find

S(q, z) = iλ(2α − 1) sin(q) + 2γ + z − (λ + 2κ)(cos(q) − 1)

(γ + z − (λ + 2κ)(cos(q) − 1))2 − γ 2 + λ2 sin2(q)
.

6.2 The Limiting Diffusion Coefficient

We can now use the explicit formula (32) to obtain the limit distribution of εXε−2t as ε → 0.
This amounts to understanding the scaling behavior of ε2S(εq, ε2z). In particular εXε−2t →
N (0, σ 2t) as ε → 0 (in distribution), where N (0, σ 2t) denotes a normal with mean zero
and variance σ 2t , corresponds to the limiting scaling behavior

lim
ε→0

ε2S(εq, ε2z) = 1

z + q2

2 σ 2
.

If we obtain this scaling behavior, we call σ 2 the (limiting) diffusion constant. Indeed, we
compute from the exact formula (32)

lim
ε→0

ε2S(εq, ε2z) = 1

z + q2

2 σ 2

with the limiting diffusion constant

σ 2 = 2κ + λ + λ2

γ
. (33)

This is consistent with the limiting diffusion coefficient that we obtained in Example 1.

6.3 Moment Generating Function and Large Deviations

We choose the starting point X0 = 0 and with random initial velocity, i.e., v = ±1 with
probability 1/2. This allows us to compute the moment generating function via

E(eαXt ) = 1

2
(1, 1)etM(−iα)(1, 1)T . (34)

This amounts to computing the exponential of the matrix M(q) from (29) which can be done
using diagonalization, and results in

etM(q) = et A

2γ B
G(t, q),
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where G(t, q) is given by the symmetric two by two matrix

G(t, q) =
(
A11 A12

A12 A∗
11

)

where

A11 = −2γ λi sin(k) sinh(Bt) + 2γ B cosh(t B),

A12 = 2γ 2 sinh(t B)

and where

A = (cos(k) − 1)(2κ + λ) − γ,

B =
√

γ 2 − λ2 sin2(k).

Moreover, we see from (34) that the free energy function

F(α) = lim
t→∞

1

t
logE

(
eαXt

)

is equal to the largest eigenvalue of the symmetric matrix M(−iα), which is explicitly given
by

M(−iα) =
(

(2κ + λ)(cosh(α) − 1) + λ sinh(α) − γ γ

γ (2κ + λ)(cosh(α) − 1) − λ sinh(α) − γ

)
.

This gives

F(α) = (2κ + λ)(cosh(α) − 1) +
√

γ 2 + λ2 sinh2(α) − γ, (35)

which agrees with (25).
Let us look at three relevant limiting cases for the “free energy function” F from (35).

(a) Expanding the free energy function F around α ≈ 0 gives

F(α) = 1

2
Dα2 + O(α4)

with D = 2κ +λ+ λ2

γ
. This is consistent with the diffusion constant found in Example 1

and in (33). The function F(α) in (35) can be analytically extended in a neighborhood of
the origin in the complex plane, and as a consequence, we can reobtain the central limit
theorem (which we found via the scaling behavior of the characteristic function) from
the large deviation free energy, see [29].

(b) In the limit γ → ∞ the free energy function becomes

F(α) = (cosh(α) − 1)(2κ + λ)

which corresponds to the large deviations of a symmetric random walk jumping with
rates κ +λ/2 to the right or left. This is indeed the (slow-fast) scaling limit of the process
as we saw before. For large values of γ we have

F(α) = (cosh(α) − 1)(2κ + λ) + λ2

2γ
sinh2(α) + o(1/γ ).

Remark also that F in (35) is non-increasing as a function of γ .
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(c) In the continuum limit we rescale λ → ελ, γ → ε2γ , Xt → εXε−2t , we find

lim
ε→0

lim
t→∞

1

t
logEελ,ε2γ

(
eαεX

ε−2 t

)
= κα2 +

√
γ 2 + λ2α2 − γ 2 (36)

which corresponds to the large deviation free energy of the continuum model (see also
[30]), i.e., the limits ε → 0 and t → ∞ in (36) commute.
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A Appendix

A.1 Integral Approximation in L2(P)

First we show how it follows from Assumption (2) that the integral (3) is well-defined. An
alternative more abstract way to establish the well-definedness of this integral is as follows.
From Assumption (2) follows that vγ

s admits a càdlàg version and hence the integral can be
interpreted as an ordinaryRiemann–Stieltjes integral of a càdlàg function against an integrator
of bounded variation.

Lemma A.1 Let Ws be Ns, Ns or λs. Then Assumption (2) implies that

lim
n→∞

n∑
i=1

v
γ
si (Wsi+1 − Wsi ) =:

∫ t

0
v

γ
s dWs, (37)

exists as a limit in L2(P) and the si = sni are partitions of [0, t] of which the mesh sizes go
to 0.

Proof Without loss of generality, set γ = 1. By linearity it suffices to let W be either N
or Ws = s. By the completeness of L2(P), it suffices to show that for each ε > 0 there
exists δ > 0 such that if the meshes of two partitions are under δ, the L2-distance between
the corresponding Riemann sums is smaller than ε. Indeed, this implies both that for each
sequence of partitions (with mesh going to 0), the Riemann sums form a Cauchy sequence
in L2(P) (and hence has a limit) and that every sequence of partitions yields the same limit.

Let ε > 0.Choose δ > 0 such that for all 0 ≤ s, s′ ≤ t with |s−s′| < δ,E[(vs−vs′)2] ≤ ε.
Now let s1 = (s1i )

n
i=0 and s

2 = (s2i )
m
i=0 denote partitions of [0, t]. Assume that s1 is such

that mesh(s1) ≤ δ and that s2 is a refinement of s1. Denote by s1i∗ the largest partition element
of s1 that is smaller than or equal to s2i and note that for all i , |s2i − s1i∗| ≤ mesh(s1) ≤ δ. In
particular for all i, j , using Cauchy–Schwarz,∣∣∣E [(

vs2i
− vs1i∗

) (
vs2j

− vs1j∗

)]∣∣∣ =
∣∣∣Cov (

vs2i
− vs1i∗

, vs2j
− vs1j∗

)∣∣∣ ≤
√

ε2 = ε.
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Now

m−1∑
i=0

vs2i

(
Ws2i+1

− Ws2i

)
−

n∑
i=1

vs1i

(
Ws1i+1

− Ws1i

)
=

m−1∑
i=0

(
vs2i

− vs1i∗

) (
Ws2i+1

− Ws2i

)
.

Therefore,

E

(
m−1∑
i=0

vs2i

(
Ws2i+1

− Ws2i

)
−

n∑
i=1

vs1i

(
Ws1i+1

− Ws1i

))2

=
m−1∑
i, j=0

E

[(
vs2i

− vs1i∗

) (
Ws2i+1

− Ws2i

) (
vs2j

− vs1j∗

) (
Ws2j+1

− Ws2j

)]
. (38)

In case W = N , using the independence of v and N and the fact that N has increments with
expectation 0, (38) equals

m−1∑
i=0

E

(
vs2i

− vs1i∗

)2
E

(
Ws2i+1

− Ws2i

)2 ≤
m−1∑
i=0

ελ
(
s2i+1 − s2i

) = λtε.

In the case Ws = s, (38) equals

m−1∑
i, j=0

E

[(
vs2i

− vs1i∗

) (
vs2j

− vs1j∗

)] (
s2i+1 − s2i

) (
s2j+1 − s2j

)
≤

m−1∑
i, j=0

ε
(
s2i+1 − s2i

) (
s2j+1 − s2j

)
= λt2ε.

Set C = max(λt, t2). Then in both cases

E

(
m−1∑
i=0

vs2i

(
Ws2i+1

− Ws2i

)
−

n∑
i=1

vs1i

(
Ws1i+1

− Ws1i

))2

≤ Cε,

so the L2 distance between the Riemann sums is smaller than
√
Cε. Now if s1 and s2 are any

partitions of [0, t] with mesh smaller than δ (so if it is not necessarily the case that one is a
refinement of the other), let s3 be a refinement of both. Then mesh(s3) ≤ δ, so the Riemann
sum corresponding to s3 is close to the Riemann sums of both s1 and s2. Now the triangle
inequality gives the desired result. �

A.2 Properties of the Symmetric Part of a Markov Generator

Since we want to compare a Markov generator with its symmetric part, we will introduce
this symmetric part and show some of its relevant properties in the next lemma. In particular,
the symmetric part is again a Markov generator.

Lemma A.2 Let A be a Markov generator with unique ergodic measure μ on a finite state
space and denote by A∗ its adjoint in L2(μ). Assume thatμ has full support. Then sym(A) :=
(A + A∗)/2 is also a Markov generator with unique ergodic measure μ. Moreover sym(A)

is reversible with respect to μ.

Proof Denote by ei the i th unit vector. Then for every matrix B

(ei , Be j ) =
n∑

k=1

eik(Be
j )kμk = Bi jμk .
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Therefore

sym(A)i j = 1

μi
(ei , sym(A)e j ) = 1

2μi
((ei , Ae j ) + (e j , Aei ))

= 1

2μi
(μi Ai j + μ j A ji ). (39)

Since Ai j ≥ 0 for all i �= j , (39) implies that sym(A)i j ≥ 0 for i �= j . Also, setting i = j ,
we obtain sym(A)i i = Aii ≤ 0.

Since μ is a stationary distribution for A, we know that for all v,

(A∗1, v) = (1, Av) =
∫

Avdμ = 0,

so A∗1 = 0. Therefore

sym(A)1 = 1

2
(A1 + A∗1) = 0.

We conclude (so far) that sym(A) has negative diagonal elements, positive off-diagonal
elements and 0 row sums, so sym(A) is a Markov generator.

By construction, sym(A) is self-adjoint in L2(μ), so sym(A) is reversible with respect to
μ and in particular μ is stationary for sym(A).

Finally, since A has a unique ergodic measure with full support, (the Markov process
generated by) it is irreducible. Since [by (39)] for all i, j , Ai j �= 0 �⇒ sym(A)i j �= 0, this
implies that also (the Markov process generated by) sym(A) is irreducible. Therefore it can
have at most one invariant measure, which implies thatμ is the unique invariant measure and
hence the unique ergodic measure. �
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