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ABSTRACT

Bayesian Networks (BNs) are popular models that represent complex relationships between variables, which
can be quantified by Conditional Probability Tables (CPTs) in the discrete case. If data are not sufficient, ex-
perts can be involved to assess the probabilities in the CPTs through Structured Expert Judgment (SEJ]), which
is often a burdensome task. To lighten the elicitation burden, several methods have been developed previously
to construct CPTs using a limited number of input parameters, such as the Ranked Nodes Method (RNM), In-
terBeta and Functional Interpolation. These methods are first analyzed theoretically, where limitations and
potential improvements are determined, which were used as inspiration to develop extensions to the methods.
The methods and newly developed extensions, including "ExtraBeta" and "AutoRNM", were applied to recon-
struct fully elicited CPTs. Finally, simulation studies are performed to find best practices for InterBeta. InterBeta
with parent weights is determined as the best-performing method, and the AutoRNM and ExtraBeta extensions
are worth exploring further.
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INTRODUCTION

A Bayesian Network (BN) is a well-known modeling tool that can effectively represent complex systems through
a graphical interface. Applications range from modeling volcano eruptions (Christophersen et al., 2018),
biosecurity (Hanea et al., 2022) and healthcare (Kyrimi et al., 2021) to modeling nuclear applications (Cooke
& Goossens, 1999). One of the possible ways to parameterize Bayesian Networks (BNs) is to ask domain ex-
perts in a structured manner. However, an important drawback to involving experts in studies is the resources
needed. The combination of many questions of interest, structured protocols, limited time, and preferably
more than one expert involved, often requires concessions to be made. This thesis explores methods to min-
imize resource demands by alleviating the burden on experts involved in BN parameterization.

BNs are graphical models that can represent full complex relationships between multiple variables in an or-
ganized way. A BN is specified by an acyclic graph with nodes for all variables and directed arcs representing
the dependence relationships between variables. Arcs are directed from parent nodes to child nodes, and the
presence of such arcs defines the dependence between the variables. The nodes are specified by (conditional)
probability distributions, for the static discrete case, these can be given in the shape of a Conditional Proba-
bility Table (CPT). For a child node, this is a table filled with conditional probabilities for each combination
of states that the child node can take and the parent nodes can take.

The conditional probabilities needed to fill CPTs can be found using data, or if insufficient data exists,
experts can be involved. Structured Expert Judgment (SEJ) is the technique that enables data to be collected
from experts in a structured way, that accounts for uncertainty. Different methods exist, such as the Del-
phi method (Brown, 1968), the Classical Model (Cooke, 1991), and the IDEA protocol (Hanea et al., 2017),
which aim to collect unbiased data from experts. These methods pose a large burden on experts when many
questions of interest need to be answered, which is the case when CPTs are elicited.

Case studies often have limited resources, which may force BNs to be simplified such that timely pa-
rameterization by the experts is ensured. For instance, reducing the number of states for certain nodes, as
demonstrated by Barons et al., 2018, lowers the number of probabilities that need to be assessed. However,
this simplification implies that less detail can be captured by the model. Instead of modifying the structure
of a BN, other solutions are needed to decrease the number of parameters experts need to assess.

For this purpose, CPT construction methods have been developed that only require fewer values to be
elicited. These methods include, but are not limited to, the Noisy-OR method (Pearl, 1988), the Ranked Nodes
Method (RNM) (Fenton et al., 2007), InterBeta (Mascaro & Woodberry, 2022), and Functional Interpolation
(Podofillini et al., 2014). Each of the methods requires a different set of input parameters to be elicited from
the experts, these include CPT rows, different types of weights, and variance parameters.

Although some of these CPT construction methods have been available for a while already, there exists lim-
ited literature on the applications of these methods. A selection of methods has been previously tested and
compared to data (Knochenhauer et al., 2013; Mkrtchyan et al., 2016; Zio et al., 2022), but these comparisons
do not include InterBeta or are tested against fully expert-elicited CPTs. InterBeta was separately tested on
fully expert-elicited CPTs. Thus, at the moment of writing, no guidelines exist that help modelers choose the
most appropriate method for specific situations.



2 1. INTRODUCTION

This thesis aims to investigate and provide methodological insights and empirical evidence on what CPT
construction methods to use. To both maximize the accuracy with which CPTs can be reconstructed and
minimize the expert burden. This will be done by examining the methods; finding possible limitations and
points of improvement; comparing the performance of the different methods, when tested on previously
expert-elicited CPTs; and finally testing on simulated CPTs. The research questions that are investigated in
this thesis are:

* How do existing methods, such as RNM, InterBeta and Functional Interpolation compare against each
other, in terms of accuracy and elicitation burden, when applied to reconstructing existing fully elicited
CPTs?

* How can each method be improved, to offer more flexibility, improve accuracy, or limit the expert bur-
den?

* How should the InterBeta method be tailored given the network structure, underlying correlation struc-
ture, or other factors?

The first part of the thesis aims to establish a solid foundation of background knowledge which will later
be applied to answer the research questions. Starting with providing a theoretical background on Bayesian
Networks (BNs) in Chapter 2, where some elementary theory is discussed, definitions are stated, and an ex-
ample network is given. The thesis continues with an extensive overview of Structured Expert Judgment (SE])
in Chapter 3. First, common heuristics and biases that exist in human thinking are discussed, and then a
set of well-known SEJ methods are introduced, such as the Delphi method, Bayesian methods, the Classi-
cal Model, the SHeffield ELicitation Framework (SHELF), and the IDEA protocol. Chapter 3 also contains a
brief discussion on what a group of experts should look like, and what elicitation practices exist. Chapter 4
contains the final literature part of this thesis and discusses various methods for constructing Conditional
Probability Tables (CPTs) for BN, including the full CPT elicitation, the Noisy-OR model, the Ranked Nodes
Method (RNM), InterBeta, and Functional Interpolation. For each of the methods, the technical computation
details are discussed, as well as the elicitation framework and possible limitations and improvements to the
methods.

Once the theoretical foundation has been laid, the thesis continues with an overview of fully elicited CPTs
concerning the abundance of pollinators in the UK (Barons et al., 2018), household food security in Australia
(Kleve & Barons, 2021), and the future of the polar bear population (Atwood et al., 2016) in Chapter 5. After
which, the implementations of CPT construction methods - RNM, InterBeta, and Functional Interpolation -
are detailed in Chapter 6. This chapter also includes extensions to each of the methods which aim to improve
the accuracy of the methods and to lighten the elicitation burden. In Chapter 7 the results of the applications
of RNM, InterBeta, and Functional Interpolation are presented. First, all methods are discussed separately,
and afterward, the methods are compared, where both the accuracy and elicitation burden are taken into
account. Following the application of the methods on expert-elicited data, the InterBeta method and its
extensions are also applied to simulated CPTs. In Chapter 8, the general CPT simulation strategy, the different
simulation studies, and its results are set out.

Finally, Chapter 9 contains a discussion of the thesis and recommendations for future research, and Chap-
ter 10 contains the conclusion. In the final chapter each of the research questions is answered.



BAYESIAN NETWORKS

This chapter will provide background theory on Bayesian Networks (BNs). A BN is a type of graphical model,
which represents a set of variables and their conditional dependencies with the help of a graph. This chapter
will start with a discussion of graph theory, this includes some structural properties which can be linked
to conditional dependencies between variables. When this theoretical basis is laid, dependence between
variables is defined.

Then, the BN is defined in Section 2.3, after which the structure of BNs is linked to dependencies be-
tween variables in the network. The section continues with an overview of the differences between static and
dynamic networks, and the differences between discrete and continuous networks. Moreover, the size of a
discrete BN is defined and it is discussed how structural changes to the graph can lead to a reduction in size.
An example of a BN is given that will be referenced throughout the thesis. Finally, the chapter concludes with
an overview of applications of BNs in the available literature.

2.1. GRAPH THEORY

This section will contain the theory that is necessary for understanding BNs. A BN is a type of graphical
model, which represents a joint probability distribution whose structure is described by a graph. This section
contains an overview of the necessary graph theory for the definition of BNs.

A graph is a pair G = (V,E), where V = {v1,..,v,,} is a finite set of vertices/nodes, and E = {{v;,v;},v;,vj €
V,v; # v}} is a finite set of edges/arcs. There are two types of edges, undirected edges := {v;, v; }, which do
not point in a particular direction; and directed edges := (v;, v;), which do have a direction. When a graph
contains only directed edges it is called a directed graph; an example is given in Figure 2.1a. Figure 2.1b gives
an example of an undirected graph, where each edge is undirected. When a graph contains both types of
edges, it is called partially-directed. A path between edges v; and vy is defined as a set of nodes vy, ..., Vg
where each (v;,vi11) € Efori=1,.. k-1. If v; = vg, then it is called a cycle. In Figure 2.1c, a cycle can be
found: 1,2,3,1.

If edge (v;, v}) is directed from vertex v; to v;, vertex v; is called the parent of v;. Similarly, v; is the child
of v;. For example, in Figure 2.1a, node 1 is the parent of node 2, and node 2 is the child of node 1. Related to
parent and child nodes, ancestors and descendants can be defined. If there exists a path from v; to v}, then
v; is an ancestor of v; and v; is a descendant of v;. Furthermore, we recognize the following sets of vertices:

()
O—O—06 O——0——™~0
(d  Directed Acyclic

(a) Directed graph. (b) Undirected graph. (c) Cyclic graph. Graph.

Figure 2.1: Four examples of graphs.
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 pa(v;):set of parents of v;,
 ch(v;):setof children of v;,

* an(v;): set of ancestors of v;,
 de(v;) : set of descendants of v;.

If pa(v;) =@, then v; is called a root node. If ch(v;) =@, then v; is called a leaf node.

For example, in Figure 2.1a, node 1 is an ancestor of node 3 and node 3 is a descendant of node 1. For
node 3 the following sets can be found, pa(3) = {2}, ch(3) =@, an(3) = {1,2}, and de(3) = @, which means
that node 3 is a leaf node.

2.1.1. DIRECTED ACYCLIC GRAPHS

Graphically, a BN is a Directed Acyclic Graph (DAG), which is a directed graph that does not contain any
cycles. This is equivalent to each parent node coming before the child node in a certain ordering. For the
formal definition of a DAG, first, it's needed to define an ordering.

Definition 2.1.1. There exists a complete ordering of the graph if there exists a relationship <’ on the elements
of V={v1,...,vn}, such that for all v;, vj, v € V:

() vi<vjorv;>vj, and
(ii) v; £ v;, and
(iii) ifvi<vjandv;j<v; thenv; <vy.
Using this definition, the equivalence in Theorem 2.1.2 is found.
Theorem 2.1.2. For a directed graph, the following two conditions are equivalent:
(i) There is no directed cycle.
(ii) There exists a complete ordering of the graph.
A DAG is a graph that contains only directed edges and contains no directed cycle. Using the results from

Theorem 2.1.2, this is equivalent to a directed graph that can be completely ordered.

2.1.2. D-SEPARATION

To study the dependencies between the variables encoded in the nodes of a a graph, the structure can be
analyzed. In this section, d-separation is introduced. A trail between two nodes X = v; and Y = vy is a set
of nodes vy, ..., v such that either {v;,v;1} € E or {v;41,v;} € E. Thus, a trail does not have to follow the
directions of the arcs. A node Z which is on the trail, somewhere in between nodes X and Y, can be classified
as serial, diverging, or converging. Figure 2.2 gives examples of each of these types.

®->@>-® ®-«@e-® ®-«@>-® O

(a) Serial. (b) Serial. (c) Diverging. (d) Converging.

Figure 2.2: Four types of node connection directions.

Definition 2.1.3. A trail between nodes X and Y is blocked by a set Z if
(i) the trail contains a node Z € Z and the connection at Z is either serial or diverging, or
(ii) the trail contains a node W such that W ¢ Z, de(Z) ¢ Z, and the connection at W is a converging.

Definition 2.1.4 (d-Separation). Two nodes X and Y are d-separated by a set Z if all trails between X and Y
are blocked by Z.

This definition of d-separation is later used to link the structure of a graph to the dependencies between
variables.
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2.2. PROBABILITY THEORY

An important part of BN theory is the probability theory behind it. In this section, the fundamental theory
about (conditional) independence is set out. This theory will be linked to the graphical structure of BNs in
the next section.

The random variables are described by a probability mass function (pmf), for discrete, or probability
density function (pdf), for continuous random variables. To avoid confusion, a simplified notation for the
pmf and pdf of a random variable X is used: fx. The joint probability density (or mass) function of X and Y
is then written as fx,y.

Definition 2.2.1 (Independence). Two random variables X; and X; with pdf (pmf) fx,(x;) and fx;(x;) re-
spectively, are independent if

Fxox; (xinxj) = fx, (i) - fx; (%)

This is denoted as X; 1 X;.

Following the definition of independence, also conditional independence can now be defined. Two random
variables can be conditionally independent given a set of random variables.

Definition 2.2.2 (Conditional independence). Two random variables X; and X; are conditionally indepen-
dent given random variable Y (X; L X;|Y) if

Ixox;v (X0 %j1y) = f v (xily) - ;v (x19)- 2.1
Equivalently, when X; 1L X;|Y :

in|Xj,Y(xi|xer’) :fX,»|Y(xi|J’)- (2.2)

2.3. BAYESIAN NETWORKS

It is now time to define the BN. The definition will first be made in general, later in this section the distinction
will be made between static and dynamic BN and between discrete and continuous BN.

Definition 2.3.1 (Bayesian Network). A Bayesian Network BN is a graphical model which is specified by:

(i) aDirected Acyclic Graph (DAG) G = (V, E), where vertices vy, ..., v € V represent random variables X, ..., Xy.

The directed edges ey, ..., ey € E represent the dependence relationships between variables. If there is no
arc between vertices v; and vj, and v; < v then X; 1 X;| Xpa(v;)r OF ifpa(v;) = O there is independence
between the variables X; 1 X,

(ii) a set of conditional probabilities in|Xpa(v')(x,-|xpa(,,i)).

The joint pdf or pmf fx,, . x,(x1,...,x,) can be represented by a BN as the product over the conditional den-
sities (or probabilities) of all variables:

n
[t X (1o Xn) = T T i1 %00y (Kl Xpaun))- 2.3)
i=1

pa(v;

In case pa(v;) = @ (i.e. node v; has no parents) the marginal pdf or pmf is used instead: fx,(x;). For the
example in Figure 2.1a this would lead to the following joint pdf or pmf:

Ixi,%0, %3 (%1, %2, X3) = fy x, (X3 2%2) fxy | x, (%2 %1) fxy (31).

2.3.1. INDEPENDENCE IN BAYESIAN NETWORKS
The graphical structure of a BN is not only visually pleasing but also represents the dependence structure
between the variables in the model. In Definitions 2.2.1 and 2.2.2, it is defined what (conditional) indepen-
dence means for random variables. Using Definition 2.1.4, which defines the concept for d-separation, the
structure of a BN can be linked to the dependence structure between the variables in the model.

First, the joint probability of the variables represented by BN G will be denoted as Pg(X), where X is the
set of nodes in G.
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Lemma 2.3.2. Suppose that G is a Bayesian network with leaf node Y, and Gy is the BN resulting from G when
Y is removed. Let X be the set of all nodes in Gy, then

PG(X) = Pg, (X). (2.4)

Thus, leaf nodes can be removed from a model without changing the distribution of the remaining nodes.
This can be extended to removing all of the nodes which are not ancestors of a set of nodes. The set of nodes
X is called ancestral if for all nodes in the set, the ancestors are included.

Lemma 2.3.3. Suppose that G is a Bayesian network, and X is an ancestral set of nodes. Gy is the BN resulting
from G when all nodes outside of X are removed, then

PG(X) =P, (X). (2.5)
In the next theorem, the link between d-separation and independence is made.

Theorem 2.3.4. Let X,Y be two nodes in a Bayesian network, and let Z be a set of nodes that does not contain
X, orY. If Z d-separates X and Y, then
X1Y|Z.

To illustrate the concept of d-separation and independence of variables in a BN, Figure 2.3 can be used. The
nodes A, B, C, D, E, and Z represent the random variables A, B,C, D, E, Z. For example, nodes A and B are not
d-separated by node Z, thus variables A and B are not conditionally independent given Z, in fact they are
independent. On the other hand, nodes A and C are d-separated by node Z, meaning that variables A and C
are conditionally independent given Z, so A 1 C| Z. This is an example of the Local Markov property, which
states that child nodes are independent of their ancestors given their parents. In the following definition, the
formal statement of the Local Markov property is given.

Figure 2.3: Example BN for the illustration of d-separation.

Definition 2.3.5 (Local Markov property). Let X be a node in a Bayesian network, pa(X) is the set of parent
nodes of X, and an(X)\pa(X) is the set of ancestors of X excluding the parent nodes. Then according to the
local Markov property,

X Lan(X)\pa(X)|pa(X).

2.3.2. STATIC VS. DYNAMIC
There are different types of BNs, which can be distinguished by various characteristics, one of which is

whether the BN is static or dynamic. A static BN does not change over time and is determined by a fixed/atemporal

joint probability distribution. Dynamic Bayesian Networks (DBNs) are dependent on time. This overview is
based on the descriptions from Mihajlovic and Petkovic, 2001.

Like static BNs, DBNs use graphs to show the structure of the model. Two approaches for representing the
time in BNs can be compared, the first only consists of influences between time steps, as depicted in Figure
2.4a. Left of the bar the temporal BN is presented, and on the right, the equivalent DAG is shown over time.
Note that for temporal BNs cycles are allowed to represent the causal effect within one node over time, unlike
for static BNs. In addition, for static BNs an arc represents a dependence relation between variables, however,
for this type of DBNs the arcs represent causal effects. This representation does not allow arcs between nodes
at the same point in time, all arcs are between different points in time.

The other approach is shown in Figure 2.4b, where time slices are used to represent the time dependen-
cies of the DBN. In the figure, the time slices are separated by dashed vertical lines. The DBN consists of
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sub-models representing the system at different points in time. In this approach, there may be dependence
relations between variables in one time slice (solid arcs) and temporal relations between variables in consec-
utive time slices (dashed arcs). The left figure once again shows a cycle around node A, note that this is only
allowed for the dashed arcs.

(a) Example of a DBN represented by a temporal model. (b) Example of a DBN represented by time slices.

Figure 2.4: Two examples of different types of Dynamic Bayesian Networks. For both figures, the left shows the structure of the DBN, and
the right is the model over time.

In this thesis, dynamic BNs will not be further explored. The inclusion of this overview is purely provided for
the sake of completeness.

2.3.3. DISCRETE VS. CONTINUOUS

Additionally, BNs can be either discrete, continuous or a hybrid of the two. In Discrete BNs, all random
variables are discrete, which means that they can only take on a countable number of different values. For
BNs this means that each node has a countable number of states, for example: Low, Moderate, and High. For
a child node X¢ with states xé, ..., X&, the random variable can be described by pmf:

pXC‘Xl,---an(xé |x1,..0, Xn) =IP[Xc = xé | X1 = %1, 000 X = X1t ]
S

S.t. Z ch|X1,...,X,,(xé | X1, .00 X)) = 1,
i=1

for a combination of parent node states (xj,...,x,). To fully describe the child node, the pmf needs to be
given for all combinations of parent node states and child node states. The set of conditional probabilities for
a child node can be given in the form of a table, known as a Conditional Probability Table (CPT).

Table 2.1 provides an example of such a CPT, which corresponds to the leaf node of the BN in Figure 2.6.
Each row represents a combination of parent states, and each column corresponds to a child node state. The
CPT has 27 rows and 3 columns in total, which should be filled with probabilities conditioned on the parent
state combination of that row. The sum of the probabilities in one row should sum to one.

Parent nodes Child node: Y
X1 Xo X3 Dull Okay Amazing
1 High High High 0.01 0.04 0.95
2 High High Moderate 0.02 0.08 0.90
3 High High Low 0.03 0.09 0.88
4 High Moderate High 0.02 0.08 0.90
5 High Moderate Moderate 0.05 0.10 0.85
6 High Moderate Low 0.06 0.14 0.8
7 High Low High 0.05 0.10 0.85
8 High Low Moderate 0.10 0.40 0.50
9 High Low Low 0.15 0.60 0.25
10 Moderate High High 0.05 0.10 0.85
26 Low Low Moderate 0.92 0.06 0.02
27 Low Low Low 0.95 0.04 0.01

Table 2.1: Example CPT corresponding to the example BN as in Figure 2.6.
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For continuous BNs, the modeled variables are all continuous. In this case, random variable X; can be de-
scribed by a pdf fy,(x), such that [°. fx,(x)dx = 1, given a combination of parent node states. As there
are uncountably many states that the variable can take, the conditional probabilities for a child node can
no longer directly be given by CPTs. Instead, a series of conditional probability distributions for continuous
variables can be used.

Finally, BNs can also include both discrete nodes and continuous nodes, such BNs are also known as hy-
brid BNs. Continuous and hybrid BNs can also be made discrete by discretizing all variables.

In this thesis, continuous BNs will not be considered further. Hence, any mention of "BN" will refer exclu-
sively to a static discrete Bayesian network.

2.3.4. BAYESIAN NETWORK STRUCTURE

The structure of a BN is defined by a graph that represents the model. This section will first discuss the in-
fluences of the BN structure on the number of CPTs and the CPT sizes that need to be specified. Additionally
some ways to reduce the CPT size using structural changes are given. Finally, some references are given about
how the BN structure can be determined.

The number of CPTs that need to be specified is determined by the structure of the BN, and so is the size of
all individual CPTs. As the root nodes of a BN can be specified by marginal distributions or probabilities, the
number of CPTs that exist in a BN is equal to the number of nodes that are not root nodes. The size of a CPT
depends on the number of parent nodes and the number of states each parent node and child node has:

n
Size(CPT) =sc [ ] si, (2.6)

1

where sc, s; are the number of states for the child node and parent node i respectively. In the next section
an example of a small BN is given with three parent nodes that each have a directed arc that points towards
a single child node, as is shown in Figure 2.6. For this BN, one CPT containing 81 probabilities needs to be
specified for the child node, and three marginal probability distributions are needed for the parent nodes.

If the full BN would need to be parameterized by elicitation, it would require as many parameters to be elicited
as the sum of all CPT sizes in the BN, which can quickly become too large for full elicitation. There are several
ways to reduce the number of parameters to fully specify a BN. For example, the CPT sizes can be reduced
by limiting the number of states a node can have, or by "divorcing" parent nodes. To divorce two parent
nodes, an intermediate node is placed between the child node and the two parent nodes which summarizes
the parent nodes (Olesen et al., 1989). In Figure 2.5, an example is shown how the structure changes when
nodes B and C are divorced. If all nodes in the example network consist of s states, the total number of
conditional probabilities needed for the CPTs in the BN would reduce from s* to 2s%. The process can be made

B ©

Figure 2.5: The result of divorcing parent nodes B and C.

"child-friendly" by choosing parents to divorce based on similarity, such that meaningful sub-BNs are created
(Rohrbein et al., 2009). Divorcing nodes should be done with care, as it increases the distance between the
root nodes and the leaf node, it may dilute the sensitivity and increase the uncertainty of the network (Cain,
2001; S. H. Chen & Pollino, 2012).

The complexity of a BN can be measured by the total number of nodes that are included, and by the depth
of the model. The depth is determined by the number of layers of nodes. A guideline is given to keep the num-
ber of layers to four or fewer (Marcot et al., 2006). If this is not possible, it could be considered to divide the
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BN into multiple shallow sub-models. The output of one BN could be used as input for the next BN.

Determining the structure of a BN is one of the main challenges when constructing a BN. As the number of
variables in a BN grows, the number of possible structures grows even faster, see Table 2.2. For a BN with five
nodes or more, it becomes unfeasible to try all possible structures to find an optimal structure. So instead
of checking all possibilities, the structure can be determined algorithmically from data, by experts, or by a
combination of the two. As the construction of BNs is not the main focus of this thesis, only a brief overview
is given here.

Table 2.2: The number of possible Bayesian Network structures as a function of the number of variables n, given by the recursive formula
b(n)=%}_, (~1)k+1 (Z)Zk(”_k> b(n-k) for n>0and b(0) = 1 (Robinson, 1976).

number of possible Bayesian network structures
1

3

25

543

29281

3871503

1138779265

783702329343

O NO Ok W S

When data is available, many different algorithms can be used to find BN structures. A recent survey of
BN construction methods by Kitson et al., 2023 contains reviews of over 60 structure learning algorithms.
Otherwise, when data is not available, or existing data is not sufficient, the structure can be determined with
the help of domain experts. This is generally not a linear process, instead, there are feedback loops between
developing stages, to gradually define the structure of the network. Again, there is not one protocol for this,
for example, Burgman et al., 2021, proposes guidelines to elicit structures from experts. It is also possible
to combine expert input and structure learning algorithms (Kitson et al., 2023). For example, by first having
experts provide priors on certain variables, which can be the presence or absence of an arc between two
nodes for instance. Then an algorithm can be used to find the optimal structure given a set of restrictions
based on the expert-elicited priors.

2.3.5. EXAMPLE OF A STATIC DISCRETE BAYESIAN NETWORK

To demonstrate the theory in this chapter, an example BN is given in Figure 2.6. This BN will be further
used throughout this thesis to illustrate other examples. The example BN models the atmosphere of a party,
depending on the quality of entertainment (X7 ), the availability of food and drinks (X> ), and the number of
people present (X3 ). Each of the parent nodes has three states: High, Moderate, and Low. The child node Y
also has three states, the party atmosphere can either be Amazing, Okay, or Dull. This means all node states
are ordered, for this example it is assumed that the parent state High is most favorable for the child node to
be in the state Amazing.

Note that, for this toy example, the descriptions of the states are left vague. In proper applications of BNs
it is important to relate values to the states. For example, the state High of node X3 could be defined as at
least 100 people, Moderate could then be defined as 30-100 people, and Low as less than 30 people. These
definitions of states can be made by a modeler, during the construction of the BN, or they can be determined
by experts during the parameterization. Regarding the independence in the model, the parent nodes are
independent: X; 1 X, 1 X3, but not conditionally independent given the child node: X; [ X;|Y forall i # j.
To specify the BN, four probability tables are necessary: IP(X; = x;) for i € {1,2,3}, to specify the marginal
probabilities, and a CPT IP(Y = y| X1, X2, X3), as in Table 2.1. Using these, the joint pmf can be written as:

Ix1,%,%,v (X1, %2, %3, ¥) = fy | x1, %0, %, (V| X1, %2, %3) - fx, (%1) - fx (%2) - fxz (%3)- 2.7

For the construction of the child node CPT a total of 3-3-3-3 = 81 values are needed, as there are 27 combina-
tions of parent states, for each of which 3 child states need to be assessed.

Additionally, marginal distributions are to be specified for the parent nodes. As a default, uniform distri-
butions can be appointed, such that each state receives a probability of occurrence of 1/s¢.
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( X4: Entertainment quality N ( Xj: Availability of food/drinks h [ X3: Number of people N
High High High
Moderate Moderate Moderate
Low Low Y, Low
\ v /
(, Y: Party atmosphere W

Amazing

Okay

Dull

Figure 2.6: Example Bayesian Network that models the atmosphere of a party.

2.4. BAYESIAN NETWORKS IN LITERATURE

In theory, there is an unlimited number of possible applications for Bayesian networks. Possible applications
range from environmental risk assessment (Kaikkonen et al., 2021), to applications in healthcare (Kyrimi et
al.,, 2021) and cyber security (Chockalingam et al., 2017). To give a perspective on the broad spectrum of
applications of Bayesian networks some of the main findings from three literature reviews are discussed.

The three reviews (Chockalingam et al., 2017; Kaikkonen et al., 2021; Kyrimi et al., 2021) cover a total of
212 papers that are in one of the following domains: Environmental Risk Assessment, healthcare, or cyber
security. The papers included in the reviews were all published in the period from 2004 to 2019. Most of the
papers included used static discrete BNs. For instance, 69 out of 72 papers in the Environmental Risk Assess-
ment domain were about discrete BNs, and 70 out of 123 papers in the healthcare domain concerned static
BNs.

More than 30% of the 212 papers included in the reviews involved experts for BN parameter specifications,
this includes cases where expert input was used in addition to data. The use of experts varied over the do-
mains, in a separate review of BNs in ecosystem service modeling, for 36 out of the 47 considered papers
(published between 2001-2012) experts were used to fill CPTs (Landuyt et al., 2013).

Regarding the complexity of BNs, the number of nodes in the model can be compared. For the papers in
the domain of ecosystem service modeling, there were 41 studies concerning one single BN. Of these 41 BN,
the average number of nodes included was 27 (std. 18) (Landuyt et al., 2013). The smallest BN consisted of
6 nodes and the biggest of 99 nodes, showing a large range of BN sizes in literature. For the smallest one, it
may still be manageable to elicit the full BN parameterization from experts. For the larger BNs, this quickly
becomes too much of aburden on experts, highlighting the need for ways to reduce the number of parameters
that need to be elicited, in case expert judgment is needed for the full CPT specification.



EXPERT JUDGMENT

The second main theoretical basis that is relevant to this thesis is Structured Expert Judgment (SEJ). In most
applications; such as nuclear safety, climate change, and public health; there is often insufficient data to
support decisions. Either decision-making models can be simplified to be supported by the available data,
or experts can be used instead. It may seem straightforward to ask experts for advice, but this is prone to
mistakes due to biases when judgments are not gathered in a structured way. Therefore, SEJ can be used to
limit the prevalent biases.

This chapter will start with a section on the heuristics and biases that exist for experts, which highlights
the need for structured collection methods for expert judgments. Following this collection, the concept and
implications of linguistic ambiguity are introduced. This chapter will further contain theory about SEJ, infor-
mation on expert selection, an overview of methods that are designed to elicit probabilities, and concludes
with a section about the burden on experts caused by parameter elicitation.

3.1. HEURISTICS AND BIASES
When experts are asked to estimate probabilities, they often resort to rules of thumb (heuristics) instead
of mental calculations (Cooke, 1991). When these heuristics lead to estimates that are not explained by the

expert’s beliefs, this is called a bias. This section will contain an overview of some of the most prevalent biases
in SEJ.

3.1.1. AVAILABILITY

The availability heuristic uses strength of association as a basis for judgment of frequency (Tversky & Kahne-
man, 1973), which can lead to biases in favor of the strongest availability. Although frequent events are often
easier to imagine, other factors unrelated to frequency can influence the ease with which it is imaginable too,
making the availability heuristic lead to biases. For example, when people were asked to estimate the proba-
bility of death from different causes, they often overestimated the probability for 'glamorous’ cases such as a
snake bite, or a tornado (Cooke, 1991). At the same time, they tend to underestimate the probability of more
boring causes such as heart disease or diabetes.

To test the availability heuristic, multiple experiments were conducted. One such was the permutation
experiment as shown in Figure 3.1. It was found that most subjects see more paths in A than in B, with
a median of 40 paths in A and 18 in B. However, the true number of paths for both structures is equal to
8% =29=512.

This complies with the difference in availability for A and B. It may seem that there are more paths avail-
able in A due to several reasons. First, the most simple paths from the top to the bottom are straight down, A
has eight of those and B only two. Furthermore, it is easier to visualize the different paths in A than in B. This
is due to the paths in A being shorter, and due to the paths in A being more distinct than those in B.

3.1.2. ANCHORING

Often when people are asked for quantities or probabilities, they have a starting value in mind which they
adjust slightly to give their answer. This becomes a problem when this starting value comes up unrelated to
the question, for example, because it was mentioned in the question description, by an elicitor, or when other

11
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(8)

“Consider the two structures, (A) and (B). A path in a structure
is a line that connects an element in the top row to an element
in the bottom row, and passes through one and only one
element in each row.

(1) In which of the two structures are there more paths?
(2) How many paths do you think there are in each structure?”

(A)

Figure 3.1: Experiment on availability based on permutations (Tversky & Kahneman, 1973).

group members give their opinion before you. This heuristic for finding answers is also called anchoring
(Tversky & Kahneman, 1974), when different starting values lead to different answers, biased towards this
starting value.

The starting value may be hidden in a question, such as in the following experiment. Students were split
into two groups, in 5 seconds, the first group was asked to estimate product (a), and the second group esti-
mated product (b):

(a) 8:7-6-5-4-3-2 and (b) 2-3-4-5-6-7-8.

It was found that the median answer for product (a) was 2250 and for (b) 512, whilst the correct answer was
40,320. Likely, the students first started calculating the first few multiplications and anchored to that value.

During expert elicitations, there are multiple ways that the anchoring heuristic can come up. When fre-
quencies or probabilities are elicited in groups, the first response in the group can become an anchor for other
members of the group to base their values on. In addition, when experts are asked for confidence regions as
well as a best estimate. First asking for their best estimate can result in experts only adjusting this number
slightly to find a confidence region.

3.1.3. REPRESENTATIVENESS
When probabilities are elicited, these are often about events relative to other events (Tversky & Kahneman,
1974). For instance, what is the probability that event A originates from event B? Or, what is the probability
that A belongs to set B? When experts are asked to answer such questions, they often resort to using the
representativeness heuristic, then the given probabilities are linked to the degree to which events resemble
each other.

One of the consequences of using the representativeness heuristic can be that the effects of sample size
are neglected. The following question was asked to a group of students:

"A certain town is served by two hospitals. In the larger hospital about 45 babies are born each day, and in
the smaller hospital about 15 babies are born each day. As you know, about 50 percent of all babies are boys.
However, the exact percentage varies from day to day. Sometimes it may be higher than 50 percent,
sometimes lower.

For a period of 1 year, each hospital recorded the days on which more than 60 percent of the babies born
were boys. Which hospital do you think recorded more such days?"

Students answered the question in the following way: 21 thought the larger hospital, 21 the smaller hospital,
and 53 students thought both hospitals recorded about the same (less than 5 percent difference) number of
such days. The correct answer is the smaller hospital, since a larger sample is less likely to deviate from the
mean. The students, however, stuck to the idea that both situations are equally representative of the general
population.
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3.1.4. CONTROL

People tend to think that they have control over situations, even over situations that are completely deter-
mined by chance. In some situations, such as in casinos, people are given the illusion of control to give them
the belief their winning chances are higher. For instance, when playing roulette players are allowed to choose
a number, even though this does not influence winning chances, it may give players the feeling they have
more control over the outcome of the game.

In one experiment, by Langer, 1975, the effect of choice on the illusion of control was tested using a lot-
tery. Each subject was able to buy one ticket for the price of $1, one of the tickets was then randomly chosen
to win $50. Two groups entered the lottery, and the first group (26 people) was able to choose their own ticket.
The other group, consisting of 27 people, was given a ticket by the seller without choice. After the tickets were
bought, each person was approached and asked for how much money they were willing to resell their ticket.
The group that chose their ticket had a median reselling price of $8.67 and the other group had a median
reselling price of $1.96. So apparently the group that got to choose their ticket had the illusion of control and
thus attached more value to the ticket.

Although this bias might not be relevant for all expert judgment studies, there are cases in which it can be-
come apparent. For instance, when it comes to risk assessment, man-made hazards may seem easier to
control than natural hazards (Skjong & Wentworth, 2001). Which could result in people assigning a greater
risk to natural disasters than man-made disasters.

3.1.5. OVERCONFIDENCE

There is a general tendency for people to be overconfident in their answers. Experiments have been under-
taken to test the level of overconfidence when people are asked to provide confidence intervals. It was found
that when the subjects were asked binary questions, where they had to choose between two answers and sup-
ply a percentage between 50-100% to represent their confidence level, overconfidence was modest (Klayman
etal., 1999).

The overconfidence becomes more pronounced when intervals are considered. When 90% confidence
intervals are elicited, the realization should fall within an expert’s confidence interval 90% of the time. An-
other experiment found that only 43% of the time the realization fell within the confidence ranges (Klayman
etal., 1999).

Another interesting result concerning overconfidence is that systematic differences in overconfidence
were found between certain groups of people. For example, certain domains of knowledge are more likely
to be overconfident than others, and it was found that men are generally more overconfident than women
(Soll & Klayman, 2004).

3.1.6. CONFIRMATION BIAS

When looking for evidence to support one’s view, people are often subject to confirmation bias, where they
give more weight to evidence that supports their judgment and neglect the counter-evidence. This selectiv-
ity does not need to be deliberate, the unawareness is fundamental to the concept (Nickerson, 1998). This
tendency can also refer to the failure to adequately consider counterfactual information.

In one experiment, subjects were shown a triplet of numbers and were asked to find the rule that gener-
ated them. The subjects were allowed to give other triplets to test their hypotheses, and received feedback on
whether the triplets followed the rule. One example triplet was: 2 -4 —6. Subjects were likely to guess that the
rule was Successive even numbers, and tested the hypothesis by giving other triplets that follow this rule. In
most cases, subjects did not generate triplets which were inconsistent with their hypothesis, and thus failed
to see counterfactual information. In the example, the rule could have also been numbers increasing by 2, any
three positive numbers, or three increasing numbers.

3.1.7. GROUPTHINK
When people are to make decisions in a group, they are subject to social pressure. This pressure may lead
group members to not voice their opinions when it is not in line with the rest of the group. Groupthink is a
term that can be used when concurrence-seeking becomes so dominant in a group that it tends to override
realistic appraisal of alternative courses of action (Janis, 1971). Group members fear criticizing others such
that the atmosphere remains pleasant.

Apart from the softening of criticism, groupthink can also lead to ingroup bias, when there is a tendency
to favor other people of the same group. This is paired with the group being hard-hearted towards outgroups.
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Janis offers the main principle of groupthink in the following way: "The more amiability and esprit de corps
there is among the members of a policy-making ingroup, the greater the danger that independent critical
thinking will be replaced by groupthink, which is likely to result in irrational and dehumanizing actions di-
rected against outgroups" (Janis, 1971).

3.2. LINGUISTIC AMBIGUITY

Apart from the previously described heuristics and biases, there exist other sources of mistakes. One of these
is linguistic ambiguity. When expressing uncertainty, people often prefer to rely on words rather than on
numbers, using terms like possibly, likely, and almost certainly. Words may be easier to understand than
numbers and do not give the pretense that there is precision in the answer. When trying to elicit uncertainty,
using words becomes very vague, because what exact probability does likely refer to? Although linguistic
ambiguity may not exactly be a heuristic or lead to systematic biases, it is important to note its implications
on elicitations.

In one experiment, graduate students were asked to relate terms of uncertainty to probabilities (Wallsten
etal., 1986). They were asked to give a lower bound and an upper bound for the range of probabilities that the
term could be associated with. The results are shown in Figure 3.2, for each term, the lower bars represent the
range between the 25th percentile and the 75th percentile of the estimated lower and upper bounds. Notable

i N L L 4 o ? T T T
Almost Certain
Probable [ —
Likely h
Good Chance I 1
Possible [ 1
Tossup =3
Unlikely W e |
Improbable D el
Doubtful B = T
Almost Impossible [ 1
+ + + + + + + —t I
00 ol 02 03 04 05 06 07 08 09 1.0

Probability

Figure 3.2: Related probabilities for words that describe uncertainty (Wallsten et al., 1986).

is that all of the ranges are fairly wide, even the range for a fossup ranges from 0.4 to 0.6. Even though this
should be equivalent to the toss of a coin, which has a probability of 0.5. In addition, the range for the word
possible spans almost the entire probabilistic interval [0, 1].

So during elicitations, the translation between terms of uncertainty and probabilities remains vague.
Since the translations are personal, a term may refer to a wide range of probabilities. Therefore, such words
should be used carefully.

FREQUENCIES VERSUS PROBABILITIES

Relating to people often finding it easier to understand words than probabilities, is the overall lack of un-
derstanding probabilities. In many cases, there are ways of representing probabilities in simpler terms. For
example, a single event probability such as: "You have a 30% chance of a side effect from this drug" may be
better represented as the following frequency: "Three out of every 10 patients have a side effect from this
drug" (Gigerenzer & Edwards, 2003). Similar techniques can be used to represent conditional probabilities
and relative risks.

3.3. STRUCTURED EXPERT JUDGMENT

Many different models can be used for expert judgment, these models can partly be distinguished by the level
of interaction and aggregation between experts. Roughly speaking, there are two main approaches for aggre-
gating experts’ assessments. The first is based on mathematical aggregation, in that case, experts answer
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questions individually and contact between experts is prevented (as far as that is possible). The second ap-
proach uses behavioral aggregation, where the experts have to come to one shared assessment. There exists
a spectrum between these two extremes, on which most of the following SEJ] models lie. In this section, some
of the most well-known SEJ models are explained. The order in which the methods are presented is roughly
following a chronological order, starting with the Delphi method and finishing with the IDEA protocol. In be-
tween, Bayesian methods, the Classical Model and SHELF are described. The section concludes with a small
overview of some remaining methods.

3.3.1. THE DELPHI METHOD
One of the first methods developed for structured expert judgment is the Delphi method, which was devel-
oped by the RAND cooperation in the 1950s (Cooke, 1991). The method is based on the idea that "two heads
are better than one", which can be extended to include that "n heads are better than one" (Dalkey etal., 1969).
Three main features are the anonymity of response, iterative and controlled feedback, and statistical aggre-
gation of the group response. There are many versions of the Delphi method, in this thesis the description of
the method will be based on Brown, 1968.

Prior to the elicitation process, a suitable group of experts is to be found. Although there are no strict rules
for the formation of a good expert panel, there is a list of guidelines for the panel, as suggested by Rowe and
Wright, 2001:

1. Use experts with appropriate domain knowledge.
2. Use heterogeneous experts.
3. Use between 5 and 20 experts.

Appropriate domain knowledge is necessary for the experts to have sufficient confidence in their own judg-
ments and those of the other experts. A heterogeneous group of experts should ensure that the full scope of
the problem domain is reflected in the knowledge of the experts. Finally, there is no perfect panel size. The
larger a panel becomes, the greater the administrative burden, but to adhere to the "n heads are better than
one" idea, the panel also should not get too small.

After a group of experts is selected, the method starts with an initial round of questions. For each ques-
tion, experts are asked to give their judgment, as well as a relative competency score, individually. The com-
petency score is a relative score to the whole set of questions, for example, a number between one and four
can be used. The individual judgments are collected and summarized by calculating the quartiles (or other
percentiles, if wanted).

In the second question round, the experts receive the summarized judgments from the first round and
may adjust their initial answers. If they choose to do so, they are also asked to justify their decision by stating
factors that influenced their judgment.

In the following rounds, the experts will once again receive the summarized judgments, but now, also the
supporting arguments from the other experts are given. With this new information, the experts will have the
chance to adjust their answers another time. This should, once again, be supported by arguments about why
their judgment has changed.

The process stops when a predefined stopping criterion is reached. This can be a previously agreed upon
criterion, such as a fixed number of rounds, a reached consensus, or when the results stabilize (Grime &
Wright, 2016). Reaching a consensus might not be very straightforward when feedback is given between
rounds. One study found that the likelihood of a change of opinion is influenced by the feedback they receive
(Barrios et al., 2021). When the feedback indicates that more than 75% of a group agrees, participants tend
to shift their opinion towards the group opinion, otherwise, when less than 75% of he group agrees, this shift
is away from the majority opinion. Making group consensus hard to reach when there is less agreement
between experts to begin with.

3.3.2. BAYESIAN METHODS

After the Delphi method was developed, Bayesian methods for aggregating expert judgments were proposed.
There are many different methods proposed with the same main idea: the decision maker proposes a distri-
bution that will serve as a prior, and experts’ judgments are used as observations that update the prior. A few
of these methods will be introduced here, partly based on the descriptions in Cooke, 1991.
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One of the Bayesian methods, by Mosleh and Apostolakis, 1986, directly uses Bayes’ theorem to update
the decision maker’s prior, denoted by IP(x). Let experts 1,..., E give estimates Xj, ..., Xg, which form a vector
of observations X = (Xj, ..., Xg). Then, Bayes’ theorem gives that:

P(x|X) =k-IP(X|x) -P(x), (3.1)

where k is a normalization term. So, in addition to specifying the decision maker’s prior, also the depen-
dence between experts and the experts’ errors need to be specified. In case the experts are assumed to be
independent:

E
P(X|x) = [TIP(X;|x).
i=1
One error model that is proposed is the additive error model, in which the experts’ assessments are treated as
the sum of two terms: X; = x+ e;. It is assumed that the error term is normally distributed e; ~ N( ,u,-,a?). The
parameters of this error term are chosen by the decision maker, scoring the expert’s bias and accuracy. If p is
zero, the expert is thought not to be biased. When p; > 0 or p; <0, the expert is thought to be either negatively
or positively biased, respectively. The other parameter o; is the perceived standard deviation of the expert’s
assessments. So this means that: IP(X; | x) ~ N(x+ p;,0%).

There is also the multiplicative error model, where the experts’ assessments are treated as: X; = x-e;.
Note that, when taking the logarithm on both sides, this reduces to the additive error model for observations
In(X;).

If the experts’ assessments are not assumed to be independent, a joint normal distribution can be speci-
fied instead. In this case, also correlation coefficients need to be chosen between experts.

Another Bayesian method was proposed by Morris, 1977, where once again the experts’ assessments are as-
sumed to follow a normal distribution. Therefore, their probability distributions can be described by the
mean and standard deviation D = (g, ). Like the previous method, the decision maker’s prior density is to
be updated, using Bayes’ theorem:

P(u,0|x)P(x)
P(u,0)
where IP(u, o) can be absorbed into a normalization term since it does not depend on x. The method relies

heavily on the assumption of scale invariance:

P(1,0]x) = P(u| 0, x)P(o] x) = P(u] 0, x)P(0),

P(x|p,0)= (3.2)

and the assumption of shift-invariance:
P(¢p|x,0)=P(¢p|0), where ¢(u,X)=F(X|p0),

where ¢ is a performance indicator function. This indicator is used to define a performance function ®(r) as
the decision maker’s probability density that the true value realizes the rth quantile of the expert’s distribu-
tion:

o(r):=1P(p=r|o).
Thus, the performance function takes into account the decision maker’s view of the expert. Finally, the pos-
terior for the decision maker, based on the assessment of one expert, is:

P(x| o) = k-©(F(x))- f (x| ,0) P (x),

where k is the normalization term. This can be extended to multiple experts’ assessments Fy, ..., F,, as follows:

P(x|p,0) =k-@(F1(x), ... Fa(x)) - fi(x|p1,01) et fu (x| ttn, o) - IP(x),

where ®(F;(x),..., Fp(x)) =®(F;(x))-....®(F,(x)) in case experts’ assessments are assumed to be indepen-
dent.

More recently, methods have been developed to deal with common issues regarding the previously intro-
duced Bayesian methods. One such issue is regarding overconfidence in the posterior distribution, which
can come from correlations between experts (Hartley & French, 2021). Finding such correlations, and con-
structing correlation matrices from this, is a challenge. One proposed method to overcome this challenge is
to cluster groups of experts that share knowledge (Albert et al., 2012; Billari et al., 2014), where expert evalu-
ations within the same cluster are assumed to be independently generated from the same distribution. This
allows the modeler to account for dependencies between experts without direct implementation.
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3.3.3. THE CLASSICAL MODEL

In this chapter, The Classical Model will be discussed based on the book Experts in uncertainty (Cooke, 1991).
The model offers a structured way to aggregate individual experts’ assessments into "decision makers" (i.e.,
aggregations of expert judgements which can be considered to belong to a hypotetical decision maker). The
assessed variables can have both a continuous or a discrete range of possible values. When continuous vari-
ables are assessed, such as frequencies of events, quantiles are elicited from experts. Experts complete indi-
vidual elicitations, where they answer both the questions of interest and calibration questions (i.e., questions
whose answers are known with certainty by the analyst but not by the expert). Based on the calibration ques-
tions, experts are scored by a combination of a calibration score and an information score. These scores are
then used to give each expert a weight that determines their influence in the final aggregation of the assess-
ments.

The scores that are used in the Classical model are so-called proper scoring rules. A scoring rule is called
proper when an expert receives a maximal score if and only if they state their true opinion. A scoring rule
becomes improper when the scoring reward system encourages experts to state opinions that are different
from their true opinions.

Let e€ {1,..., E} be an expert in the total set of experts, then the unnormalized weight of this expert is deter-
mined to be:

we=C(e)-1(e)-15(C(e)). (3.3
This weight can then be normalized by W = Zf;l w;, to get the normalized global weight for the expert:

we _ C(e)-1(e)-1a(C(e)) (3.4)

W xE (i) 1(i)-1a(C())’

where:
* C(e) is the calibration score,
o I(e) is the information score,

* 14(C(e)) is an indicator function which is one when the calibration score is larger than some threshold
a (the significance level), otherwise it is zero.

In the next sections, the calibration and information score will be defined, and how the weights are used to
construct decision makers is discussed in detail. But first, it is explained how the expert’s probability distri-
butions are determined.

EXPERTS’ PROBABILITY DISTRIBUTIONS

During the elicitation process, experts are asked to give answers to questions by giving a 5th percentile, a 50th
percentile, and a 95th percentile. For each question i these are gathered into a tuple (g5, g5y, g55) for expert
e. To form a probability distribution, first, a support is needed. In probability theory, the support is the set of
possible values that a random variable can take. In this study, the intrinsic range will be used as the support,
which is defined for an individual question as:

[L*,U*]=[L-k(U-L),U+k(U-L)],

where L = min{q.,..., ¥, realization} and U = min{qg;, ..., g&, realization}. The parameter k is the level of
overshoot, which is generally taken to be k = 0.1. The intrinsic range can be described as the range between
the smallest value and the largest value with a 10% overshoot on both sides. For the calibration questions, the
realization is also considered in this calculation, but for the questions of interest, it does not play a role.

Finally, by interpolating between the points (L*, g, g5, 955, U*) a cumulative probability distribution
can be found. Thus for each question, each expert forms their own distribution. This will form four inter-
quantile ranges: Qi, Qz, Q3, Q4, the first being between L* and g£, the second between g¢ and gg;, and so
on.
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CALIBRATION SCORE

The first score to be discussed is the calibration score C(e), this score measures the accuracy of the experts.
The measure is based on how often an expert can capture the real value within their 90% confidence interval.
For each expert, the empirical distribution vector s(e) = %, %, 5%3, %4) is found, where each s; is the number
of realizations within the ith inter-quantile range Q;, and m is the number of calibration questions. Each em-
pirical distribution vector s gives rise to a distribution S. A perfectly calibrated expert would have an empirical
distribution vector s(e) = p = (0.05,0.45,0.45,0.05). This vector gives rise to distribution P, corresponding to
the realization falling within the 90% confidence interval exactly 90% of the time, while also being symmetri-
cal around the 50th percentile. To determine how similar the empirical distribution vector s(e) of an expert
is to the vector p, the relative information score is used:

4 .
I(s,p) = Zsiln(i). (3.5)
i=1 pi

One may consider (s, p) as a measure of surprise if they believe p, but afterward learned s is the truth.
The larger the value, the greater the surprise. This measure is used to define the calibration score, but first,
it should be determined when an expert is calibrated well. The statement: the expert is well-calibrated is
interpreted as the following statistical hypothesis:

Cal(P) := the uncertain quantiles are independent and identically distributed with distribution P.

The calibration score is then defined as the probability under Cal(P) of observing a discrepancy in a sample
distribution S’ at least as large as I(S, P), on n observations:

P(I(S',P) < I(S,P)|Cal(P),n observations). (3.6)

Thus, the calibration score measures the degree to which the data supports the statistical hypothesis Cal(P).

For a finite number 7, 2- m- (S, P) converges to a y? distribution with n — 1 degrees of freedom, when m
gets large. Where the number of observations 7 is equal to the length of the empirical distribution vector s,
and the parameter m is the number of calibration questions, so n =4 and m = 12. Thus, the equation which
is used to calculate the calibration score of an expert is determined to be:

C(e):1—F1271(2~m-l(s,p)). (3.7

INFORMATION SCORE

The second score that is important in expert performance analysis, is the information score. This score mea-
sures how informative each expert is, by defining a measure on the size of the confidence interval given by
each expert on each question. Relating this to the probability mass function, this can be viewed as the degree
to which the mass is concentrated.

The information score is relative to the background measure, which is chosen to be uniform on the in-
terval [L*,U*] for each question. Other measures could also have been considered, such as a log uniform
distribution. This distribution concentrates the mass on the ends of the interval, instead of distributing the
mass evenly over the interval. It is suggested to only use this measure when the expert’s assessments span
over more than four orders of magnitude for a single question.

Using the uniform distribution as a background measure, for n = 4, the relative information score is de-
fined as:

I(e)= pl-ln( P1 )+p2~ln(L)+p3-ln(L)+p4-ln(U*L)+ln(U*—L*),

qs—L* q50 = g5 495 — qs0 —q9s
for each question. This means that the mean relative information score is given by:
l n
I(e)=—>"1(e), (3.8)
iz

for each expert. Note that the relative information score can be calculated for both the calibration questions
and the questions of interest. The mean relative information score is averaged over only the calibration ques-
tions, as the calibration score is only calculated on those too.

The information score is a monotone function, the smaller the distance between the 5th percentile and
the 95th percentile, the higher the information score. It is not necessarily a positive feature if the distance
between the elicited percentiles is very small, thus it is important to note that performance should never be
scored solely on informativeness.
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DECISION MAKERS

After each expert’s performance is assessed, the information and calibration scores can be used to determine
the experts’ weights as in Equation (3.4). These weights can then be used to create a so-called decision maker.
A decision maker is a virtual expert created by aggregating the experts’ assessments, using weights.

Two types of decision makers will be considered in this report. The most straightforward one is called
the Equal Weights Decision Maker (EWDM), which gives each expert the same weight. Secondly, there is the
Performance-based Weights Decision Maker (PWDM), which uses Equation (3.4) to determine the weight of
each expert. When the experts’ assessments are aggregated, a weight can also be calculated for the decision
maker. The PWDM'’s unnormalized weight is a function of @ and can be optimized by maximizing it over a.
Thus the optimal « is then defined to be:

o' =argmax,e (o 1) Wpm(Q). (3.9)

Finally, the aggregated assessments of the decision makers can be used to give answers to the questions of
interest. Therefore, for each question, the distribution of the decision maker is determined to be:

Ppa = Zf:l weP,

w

This results in a probability distribution for each question, which can then be used to give answers to the
questions of interest, by once again providing a 5th percentile, a 50th percentile, and a 95th percentile.

3.3.4. THE SHEFFIELD ELICITATION FRAMEWORK
The SHeffield ELicitation Framework (SHELF) is a method that uses behavioral aggregation, the method is
based on elicitation practices described by O’Hagan et al., 2006. This section is based on the description of
SHELF in the book: ’Elicitation: The Science and Art of Structuring Judgement’ (Gosling, 2018). Through the
use of facilitated group discussions, the goal is for the experts to come to a consensus. The elicitor is recom-
mended to have sufficient knowledge on probability and statistics and should have experience in managing
meetings.

The SHELF method can be divided in eight stages. The first two are individual, then six group stages
follow:

1. exercise specification,

2. expert selection,

3. training about elicitation process,

4. information sharing,

5. individual judgments,

6. distribution fitting,

7. discussion and aggregation,

8. feedback on distribution — loop through further discussion to end with a satisfactory consensus.

The first two steps, which are colored light blue, take place individually. The following six steps, dark blue
colored, take place in a group meeting with an elicitor. The final step can be looped over until a satisfactory
consensus is found.

In the first step, the problem owner must specify the quantities of interest to avoid ambiguities and further
specify the knowledge that is to be elicited. The next step is to select experts to participate in the exercise. For
both of these steps, there are no set instructions, however, from past applications, there are guidelines that
can be followed. For instance, it was found that a group of five to ten experts is good (EFSA, 2014). Enough
for a range of perspectives, but not too many such that the discussion stays manageable.

After the exercise is set, and the experts are gathered, the next step is to train the experts about the elic-
itation process. Experts do not necessarily have enough knowledge of probability theory to express their
assessments by using probabilities. Therefore a practice exercise can be used to guide the experts through
steps 5-8 in the process.
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In the fourth step, a series of questions is used to gather information about the experts. This information
is useful for both the decision maker and the other experts in the group, to have a functioning group and
transparency. For the values of interest, it is asked whether the experts have any related interests, what their
expertise is, what important factors are for making judgments, what evidence they have seen, and is they have
structured the values of interest in terms of other quantities.

During the fifth step, whilst the quantity of interest is being discussed, including found evidence in the
previous step, the experts make individual assessments, which are not immediately shared within the group.
Although the SHELF method is flexible to support different types of assessments, one method is the quartile
method. First, the upper and lower bounds are asked, this is chosen as an attempt to prevent anchoring and
overconfidence. Then, the median is asked, and finally the lower and upper quartile. To guide the experts,
visualizing elicitation methods can be used, an overview of elicitation methods is given in Section 3.5.

In step six, a distribution is fit to the experts’ judgments. This is generally done by minimizing the least
squares error. In case the quartile method is used for elicitation, the cumulative density function (cdf) F that
minimizes:

F(Q0*+[F(@) -1+ (1F(@) - Forn] -1 310
izl

is to be found. There, Qp and Q4 are the lower and upper bound respectively and the other Q; are the re-
maining elicited quartiles. In this step, the elicitor must use their probability/statistics knowledge to choose
a distribution that fits the experts’ judgments, since many distributions will minimize Equation 3.10.

After distributions are fit to individual judgments, in the seventh step, the distributions are aggregated.
This aggregation mainly functions as a guide to the elicitor and may or may not be shared with the experts in
the group. The aggregated distribution can be used to identify experts with extreme judgments. One method
for aggregation is the linear opinion pool, in which the N experts’ distributions f; are averaged to form f}:

1N
fa(x)= N Zﬁ(x)~

The final step of the process is the feedback stage. The experts’ distributions are shared in the group which
prompts a discussion, that should lead to a consensus. When judgments are gathered using the quartile
method, the goal is to find three quartiles that correctly portray the experts’ beliefs.

3.3.5. THE IDEA PROTOCOL

The IDEA protocol (Hanea et al., 2017), which is an acronym for the steps: Investigate, Discuss, Estimate, and
Aggregate, is a protocol that uses components of previously described methods. The components are chosen
carefully to optimize the advantages of previously existing methods and minimize their disadvantages. The
elicitation process takes place in iterations and experts are supplied with anonymous feedback, similar to the
Delphi method. However, unlike the Delphi method, there is also room for face-to-face discussions, and a
consensus is not sought. The IDEA protocol allows for expert performance measures to be integrated as in
the classical method.

Similar to other methods, the process starts with a pre-elicitation phase. During this phase, the elicitation
is prepared and experts are selected. Again, there are no set rules for selecting experts, but the main selection
criterion is that the experts must understand the questions that will be asked (Hemming et al., 2018). It is also
suggested that a group size of 10-20 experts is aimed for.

* Investigate: A first elicitation round takes place, where experts provide their judgments individually.
There are two constructions for eliciting quantities or probabilities, which will be elaborated on in Sec-
tion 3.5. The received individual judgments will be analyzed and a graphical output will be created,
which includes the individual judgments (anonymized) as well as the group aggregate.

* Discuss: During this phase, the results from the Investigation stage are shared among the experts and
discussed. An elicitor is there to guide the experts in the discussion.

* Estimate: After the discussion has come to an end, the experts have the chance to revise their judg-
ments. The judgments are kept anonymous, but linked to the previous judgments from the first elicita-
tion round.

* Aggregate: Finally, the individual judgments are aggregated. The form of aggregation can be chosen
specific to the application. Most often, although not recommended, quantile aggregation with the
arithmetic mean is used.
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3.3.6. OTHERS

There are still several methods left undiscussed, in this section a quick overview will be given about the wis-
dom of crowds, the Bayesian truth serum, and superforecasters. These methods are not discussed in detail,
only the main concepts are discussed.

Perhaps the most simple method discussed in this thesis is the wisdom of crowds, described in the book
The wisdom of crowds: Why the many are smarter than the few and how collective wisdom shapes business,
economies, societies and nation (Surowiecki, 2004). According to the book, each person’s answer consists of
information and error. Averaging all individuals’ answers will eliminate those errors. Thus, making the col-
lective opinion better than any of the individual’s opinions. An application of the Wisdom of Crowds method
would be similar to performing one round of the Delphi method.

The focus of the book is therefore on the selection of an appropriate crowd, a wise crowd that also acts
like one, as this part is deemed to be the most challenging. There are five aspects to a crowd that are sought
after: diversity, independence, decentralization, aggregation, and trust.

The Bayesian truth serum is a method to elicit subjective data, when the objective truth is not known (Prelec,
2004). The method works by asking questions in pairs, one about their own opinion and one general question.
For example, when the question of interest is "What percentage of the others rates Picasso as their favorite
painter?". The paired question is "Is Picasso your favorite 20th-century painter?". The idea is that a person’s
opinion influences their view of other people’s opinions, as their opinion serves as a data point in the total
sample.

The method works by scoring the answers, based on how common they are in the sample against the col-
lectively predicted opinion. A high score is rewarded for answers that are more common in the sample than
was predicted. The method has seen a decrease in popularity, although it might have found a new application
as "Machine Truth Serum" to classification problems (Luo & Liu, 2023).

The Good Judgment Project (GJP) was one of the contestants in a four-year-long prediction contest. GJP
invited thousands of people to answer geopolitical and economic questions as volunteers (Tetlock & Gardner,
2016). The goal of the project was to determine whether there are people naturally better at forecasting than
others, and if prediction performance can be enhanced. When the best performing "amateur" forecasters
were selected and collected into a group of superforecasters, their predictions were nearly twice as accurate as
those made by untrained forecasters (Schoemaker & Tetlock, 2016). Once again, the group composition was
found to be an important factor. Contrary to other methods, where often only domain experts are selected,
for a group of superforecasters not only a domain expert is needed, but also non-experts are important to
challenge the domain experts.

3.4. EXPERT SELECTION

There are no strict rules for selecting experts to participate in an SEJ study, however, experts should not be
chosen randomly either. This section will discuss some guidelines for expert selection, such as knowledge,
diversity, and group size.

The descriptions of structured expert judgment methods also included some guidelines for selecting ex-
perts. The Delphi method called for experts with appropriate domain knowledge, whilst the Good Judgment
Project also requires non-domain experts to be included. One of the most important requirements for an ex-
pert, with or without domain expertise, is that they understand the questions being asked. Since experts are
not able to express their true beliefs if they cannot understand what is asked exactly. When CPTs are elicited
for BN, itis beneficial if experts have some understanding of probability theory and/or have seen BNs before.

Furthermore, a diverse set of experts, to ensure cognitive diversity, is generally wanted. Ensuring cog-
nitive diversity is not a simple task, therefore diversity could be searched within proxies, such as cultural
background, education, age, and gender. Identity characteristics do not matter in terms of cognitive ability,
but do matter when finding a diverse set of minds. People belonging to different identity groups pull from
different wells of experience (Page, 2008).

Recommendations for the number of experts to include in an SEJ study also differ between methods, but
the recommendations reported in this thesis all supported that at least 5 experts are included, if attainable.
The upper limit for the group size varies, from 10 for SHELF, to thousands of people as an initial pool for
superforecasting. Especially when group discussions take place, care should be taken to not include too
many experts, to keep discussions manageable. More often, the struggle lies in finding enough experts, than
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in ensuring not too many experts are selected, as experts are often not available in great quantities.

Finally, experts should be willing to participate in the study and be available during the study. Especially
when a large number of quantities needs to be elicited, experts must have sufficient time and motivation to
finish the elicitations.

3.5. ELICITATION FORMATS

Simultaneously to the development of structured expert judgment methods, elicitation formats were being
studied to best elicit quantities and probabilities. The goal of these formats is to minimize heuristics and
biases, as introduced in Section 3.1, and confusion of the experts.

THREE-/FOUR-STEP INTERVAL ELICITATION FORMATS

During elicitations, experts are often not only asked about their best estimate for a quantity or probability,
but also their uncertainty about it. There are multiple ways to ask experts about their confidence, either a
confidence level is set and experts are asked to fit their uncertainty bounds to this, or the experts are first
asked to give bounds to the answer and later determine their confidence level. The three-step and four-step
interval elicitation format, as they are used for the IDEA protocol (Hanea et al., 2017), are shown in Figure 3.3.
The three-step method can be used for eliciting probabilities, where the domain is bounded between zero
and one, and it does not ask experts to specify their confidence level. The four-step method does ask experts
to assess their uncertainty with a percentage.

1. Realistically, what do you think 2. Realistically, what do you think 1. Realistically, what do 2. Realistically, what do
is the lowest plausible probability is the highest plausible probability you think is the lowest you think is the highest
that the event will occur? that the event will occur? plausible value? plausible value?

0 t AN t 1 1 gAY 1

4. How confident are you that
the interval you created, from
lowest to highest, captures
the true value?

3. Realistically, what is your best
estimate for probability that the
event will occur?

3. Realistically, what is
your best estimate?

Figure 3.3: Three-step and four-step interval elicitation format for probabilities and quantities, respectively (Hanea et al., 2017).

In earlier studies, it was found that using the four-step format over the three-step format can reduce the
overconfidence of experts (Speirs-Bridge et al., 2010). After this study, there was no more research done to
prove that this initial reduction remained after aggregation. Since the four-step method gives experts the
freedom to choose quantiles, the experts’ distributions first need to be approximated before they can be
aggregated, which means that more assumptions need to be made about the distribution for the four-step
method than for the three-step method.

Another important aspect of the elicitation format is the order in which the questions are asked. In an
attempt to reduce the effects of anchoring, the upper and lower bounds are asked before asking the best
estimate. This way the expert is less likely to only alter the best estimate slightly to find bounds.

One disadvantage of eliciting intervals, and using such methods, is that they form a burden on the experts.
Feedback on the three- and four-step methods included the repetitive nature of the formats, which can lead
to fatigue after responding to a series of such questions. A rule of thumb is then given that it is optimal that
between 8 and 12 estimates are to be elicited in one sitting (Speirs-Bridge et al., 2010). When many estimates
are needed, as is often the case when CPTs are elicited, this rule of thumb is often neglected due to a lack of
time. For a "small" BN as in the example in Figure 2.6, this would mean the elicitation of the full CPT would
already take at least 7 days.

PARAPHRASING

When experts are less knowledgeable about probabilities, it may be helpful to rephrase probabilities in terms
that the experts do understand, especially when conditional probabilities are at hand. One way of rephrasing
is by asking for frequencies instead of probabilities. For example, when the question is: "Consider a service
being hit with a speed of over 200 km/h, what is the probability that this service results in an ace?" can be
rephrased using frequencies in the following way: "Imagine 100 services being hit with a speed over 200
km/h, how many of these will result in an ace?"
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One drawback of using frequencies can be that these are hard to imagine by ex-

perts. In that case, the question could also be rephrased using likelihoods. The exam- (Z.e,:,‘z's:) T 100
ple would then become: "Consider a service being hit with a speed of over 200 km/h,

how likely is it that this service results in an ace?" For this particular example, this |, pape T
may not be necessary, but in other domains, it is more applicable. For example, when 14
low-incidence diseases are considered (Renooij, 2001). expected

SCALES

In addition to rephrasing the question, there are also visual guides that can help ex- fifty-fity 50

perts to answer probability questions. One such visual tool is a scale, such as shown
in Figure 3.4. This example does not only show a scale with numerical guide num-
bers but also verbal anchors are given. These are given to help experts understand  uncertain
the probabilities. These verbal anchors should be used carefully though, as previously

mentioned in Section 3.2, such words have different associations for different people. ™" 15

For example, the related probabilities for probable are between 0.5 and 1 in Figure 3.2,

but in the scale it is placed around 80-85%. falmost) |
impossible 0

ROULETTE METHOD

The roulette method is a popular method within SHELF and has been found most Figure 3.4: Scale with ver-
. . . A bal anchors (Renooij &

applicable when experts have a solid background in statistics. The method needs to  y;¢eman, 1999).

have a defined range for the plausible answers to start, which means that experts may

need to agree on this first. When a range has been set, it is divided into a number

of equally sized subintervals which will form "bins". The number of bins can be chosen to represent the

accuracy as needed. The experts are then given a set number of "chips" per person, which they can place

into the bins. Placing the chips in bins resembles placing bets on a roulette table, placing more chips in bins

where they think the probability of the realization falling is high.

It is recommended that the experts are given no more than thirty chips and that the chips are physical,
such that the experts have the chance to engage with the chips (Gosling, 2018). When elicitations take place
in a group, it should be made sure that experts can distribute their chips privately, without seeing the chips
of other experts.

GAMBLE-LIKE TOOL
Another type of elicitation tools for probabilities is using a gamble-like method. Instead of asking experts
for their probability assessments directly, they are asked for their choice between lotteries. The expert may
choose between two lotteries, in the first the expert has a probability to win a grand prize equal to the proba-
bility of interest. For the second lottery, the chance of winning the prize is set by the elicitor. The value in the
second lottery is varied until the expert’s preference is indifferent between the two lotteries.

In one version of the tool, the expert can choose between entering a lottery where they have a probability
p of winning $10,000, or immediately receiving $x. The corresponding decision tree is given in Figure 3.5a.
The probability p is the probability that is assessed, and the value x is varied until the expert can't choose
between entering the lottery or not. The probability is then calculated by:

£=10,000-p+1-(1-p),

where % is the value of x for which the process stopped. The main drawback of this method is that the risk
attitude of experts influences their choices greatly (Renooij, 2001). An expert who likes to take risks may stop
at a value of x that is greater than the value of x of an expert who does not like to take risks, even though they
would otherwise agree about the value of p.

For another version of the gamble-like tool, the expert has the choice between entering two different lot-
teries. In both lotteries, the expert can win these same prizes, one with a small value and one with a big value.
For one of the lotteries, the elicitor varies the probability of winning the big prize p. For the other lottery,
the probability of winning is equal to the to-be-elicited probability, denoted by P(event). The probability
of winning the small prize is equal to the probability of the event not happening P(event’). Again, the pro-
cess stops when the expert is indifferent between the choices. The probability of interest is then found to be:
P(event) = p.

These gamble-like methods still come with a list of drawbacks, such as being time-consuming, compli-
cated to learn, and it may be unethical in certain contexts. For example, in the medical field, when an expert
could win $10,000 if a patient dies (Gaag et al., 1999).
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(a) Gamble-like. (b) Gamble-like. (c) Probability wheel.

Figure 3.5: Probability elicitation tools.

PROBABILITY WHEEL

The final visual tool discussed in this thesis is the probability wheel Renooij, 2001. This tool uses a wheel-of-
fortune-like chart that is partly colored by the elicitor, like in Figure 3.5c. The expert is now asked to choose
which of the following two options is more likely:

* the probability wheel stops on the colored part,
* the to-be-elicited event occurs.

So for the party atmosphere example in Figure 2.6, the second option could be the event that there is an
amazing party atmosphere, given high entertainment quality, high availability of food and drinks, and a high
number of people attending. The size of the colored part of the wheel is varied until the expert is indifferent
between the two choices. The probability of interest is then equal to the fraction of the wheel which is colored.

This method is again very time-consuming, and experts may recognize that they can also give their as-
sessment by coloring the wheel themselves. Finally, due to its purely visual nature, the wheel cannot be used
for probabilities close to zero or one, as the wheel does not allow for small details to be captured.

3.5.1. APPLICATION TO CPT ELICITATIONS
Most of the methods introduced in this section are not developed for eliciting a large number of values. Es-
pecially the methods that lead to an estimate iteratively, such as gamble-like methods and the probability
wheel, take a substantial amount of time for each assessment. When CPTs are elicited for BNs, often many
conditional probabilities are needed, thus a method should be chosen that takes relatively little time for each
assessment.

The method should also be applicable to elicit intervals, such that experts can express their uncertainty.
It may be seen as not rigorous to elicit probabilities over probability assessments, as uncertainty is already
captured in the probability assessment itself. To avoid eliciting second-order probabilities, relative frequen-
cies can be elicited instead of probabilities.

From the discussed methods, it can be concluded that some form of visualization or other representation of
probabilities can be helpful for experts to express their beliefs. However, after the elicitation of many prob-
abilities, experts may not need the guidance anymore. Therefore, when experts have little understanding of
probability theory, it is perhaps better to start the elicitation process with training which includes a theoretical
part about probabilities, and practice questions. Afterward, experts should be able to give their assessment
with only little guidelines.

The three- or four-step method can be combined with a scale with verbal anchors. These verbal anchors
should be used carefully, and are likely not needed after a training on probability theory. Otherwise, the ver-
bal anchors can also be generated with the help of the experts in the study. Finally, to ease the aggregation
of experts’ judgments, the three-step format is preferred over the four-step method, as density (construction
and) aggregation can be applied without extra assumptions.

When other types of parameters need to be elicited, such as node influence weights, some ideas in this sec-
tion can be used as well. Mainly, the idea of visualization can be applied in many shapes and forms. When an
elicitation is set up, time should be spent on creating answering formats that include some form of visualiza-
tion.
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3.6. PARAMETER ELICITATION BURDEN

As briefly discussed in the previous section, the elicitation of quantities or parameters from experts does not
come for free. The burden that the elicitation process imposes on experts can be measured by the number of
parameters they need to assess. The larger the number of parameters that are needed, the more questions are
asked, and thus the larger the burden on the experts. For instance, the example BN of Figure 2.6 needs one
CPT to be parameterized which contains 3* = 81 conditional probabilities. Adding an extra node, also with
three states, would increase the number of conditional probabilities to 3° = 243. Similarly, if the example BN
would be made more detailed by adding an extra state to each of the nodes, the number of values in the CPT
would increase to 4* = 256. This shows how quickly the CPT grows when nodes or states are added to a BN.

However, it should be noted that not all parameters are equally complex to assess. For example, when a
CPT is fully elicited with a child node with just two states, assessing the value for the first state is likely more
burdensome than for the second state. As the probabilities should sum to 1, the second question serves more
as a check than an actual elicitation. This could be extended to a child node with s states, then only the first
s—1 probabilities are necessary to be elicited, the final probability can then be elicited for completeness and
to normalize the probabilities such that they sum to 1.

Apart from eliciting probabilities, also other types of parameters can be elicited, such as weights, variance
parameters, or correlation structures. How the burden differs between each type of elicited parameter is not
defined clearly. It may be hypothesized that assessing probabilities is more straightforward than assessing
weights for instance, as probabilities are a "natural" phenomenon and weights of parents are less intuitive.

In addition to the questions of interest, other sources of burden should be taken into account when a study is
designed. For example, the method that is used for the elicitation, the number of training sessions included
in the process, whether the elicitation takes place online or in person, and the amount of supplementary
material the experts receive. Elaborating on the elicitation method, when surveys are used for elicitations,
the way questions are posed influences the burden on the experts. Different psycholinguistic text features
such as acronyms, low-frequency terms, vague quantification terms, and quantitative mental calculations
should be avoided to relieve the burden (Lenzner et al., 2010). Although it may be hard to avoid using some
of these terms, they should be used with care.

In this thesis, the burden of elicitation will be measured in terms of the number of parameters that are
to be elicited. Although there is likely a different level of burden for different types of parameters, there is no
measure that accurately describes the amount of burden for each type of parameter. Therefore, the burden
of assessing each different type of parameter is assumed to be equal.







CONSTRUCTION METHODS FOR
CONDITIONAL PROBABILITY TABLES USING
EXPERT JUDGMENT

The construction of Conditional Probability Tables (CPTs) for Bayesian Networks (BNs) can be a laborious
task, which depends on the complexity of the model, on the amount of data and the quality of the available
data. When constructing a CPT from data, there should be sufficient data, but there are no clear rules about
when data are sufficient. The minimal amount of data necessary should cover all values in a CPT. So, for each
combination of parent states a set of events should be included in the data set, such that each entry of the CPT
table can be determined. Each entry is a conditional probability that can be calculated for all combinations
of child and parent states. Calculation methods include Gibbs sampling, Expectation Maximization, and
Gradient Descent (S. H. Chen & Pollino, 2012).

Since each CPT entry could be represented by a multidimensional discrete vector, and the number of
possible vectors grows exponentially with the addition of variables, the data requirements also grow expo-
nentially as the BN grows. Not always there is sufficient data available to fully specify the probabilities, for ex-
ample in volcanology there exists limited data due to the infrequent occurrence of eruptions (Christophersen
et al., 2018). In that case, experts can be involved in the process, the construction then relies either solely on
experts or a mix of data and experts.

When only experts are involved, the most straightforward way to construct a CPT is for experts to go over all
possible combinations of parent states and give the probability of each child state occurring. In this way the
full CPT is elicited. This method is only viable when the CPT is relatively small, as the number of nodes, or
the number of node states grows, the number of probabilities to be elicited grows even faster, making the
elicitation a large burden on the experts. For a child node X¢ with sc states and n parent nodes Xj, ..., Xj,
where each parent node X; has s; states, the number of probabilities that are to be elicited is sc [T}, s;. For
the example BN given in Section 2.3.5, this means that a total of 81 values would need to be elicited.

To lighten the burden on experts, the number of values that an expert has to assess needs to decrease.
One option is to change the structure of the BN, by divorcing nodes or reducing the number of node states,
as described in Section 2.3.4.

Furthermore, methods have been developed to construct CPTs using a limited number of elicited parameters
without changing the structure. An overview of a selection of those methods, which are introduced in this
section, is given in Table 4.1. The table also states the number of parameters that need to be elicited for each
method to construct a single CPT. Most methods need significantly fewer parameters to be elicited than the
full CPT elicitation but come with other limitations, such as a loss of accuracy. For some of the methods an
interval is given, in that case, there are multiple versions of the method, and each needs a different number of
assessments. Additionally, the number of assessments that would be needed for the example BN in Section
2.3.5is given.

This chapter will continue by discussing general assumptions that all of the CPT construction methods

27
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Table 4.1: Overview of CPT construction methods, including the number of parameters that need to be elicited to construct a single
CPT for a general BN, in addition, the number of parameters necessary for the example specified in Section 2.3.5. In case a method has
multiple versions, a range is given for the number of parameters.

Construction method Number of parameters ~ Example
Noisy-OR/MAX (Kim & Pearl, 1983; Pearl, 1988) (X si+1)sc 30
Ranked Nodes Method* (Fenton et al., 2007) [3n+3,3n+sc+3] [12, 15]

InterBeta (Mascaro & Woodberry, 2022) [2sc,2mc+ 1, m;] (6,33]
Functional interpolation method (Podofillini et al., 2014) 2" s¢ 24
EBBN (Wisse et al., 2008) 4n+sc+ s 24

Weighted Sum Algorithm (Das, 2004) [max; s;, Y1, 8] [3,9]
Cain’s method (Cain, 2001) sc(2+¥1,(si-1)) 24

Roed’s method (Reed et al., 2009) [n+1L,n+1+Y%, s sc] [4,31]
ACE (Hassall et al., 2019) 2n 6
Likelihood method (Kemp-Benedict, 2008) ScHX s 12
Full CPT elicitation s IR, s 81

*It is assumed here that fitting parameters were found in one iteration.

impose on the structure of the BNs. After which extensive overviews of some of the existing methods for
constructing CPTs are given. These include the full elicitation of CPTs, Noisy-OR/MAX, the Ranked Nodes
Method (RNM), InterBeta, and Functional interpolation, the other methods included in Table 4.1 are intro-
duced in Appendix A. The methods are explained, linked to SEJ, and some of the limitations of the methods
are highlighted. Next, a quick overview is given of some applications of the previously mentioned methods.
The chapter concludes with a section on measures for comparing the accuracy of constructed CPTs.

4.1. GENERAL ASSUMPTIONS

Each CPT construction method comes with its own set of assumptions. Some of
these assumptions are method-specific, and some assumptions are shared by all
methods that are presented in this thesis. The largest shared assumption is on
the structure of the BN. The methods apply to BNs, or parts of BNs, that consist
of one child node denoted by X¢ and » (independent) parent nodes Xj, ..., X;, as
depicted in Figure 4.1.

In addition to the assumed graphical structure of the BN, several of the meth-
ods are only applicable to BNs with ranked nodes. A ranked parent node can be
defined as a node whose states can be ordered in terms of their influence on the
child node. The highest-ranked state of the parent node shifts the mean of the child node distribution to its
highest-ranked state the most, and the lowest-ranked parent node state pushes the child node distribution
towards its lowest-ranked state. Thus, there should exist a positive correlation between parent and child.

Note that, when there originally exists a negative correlation between the parent and child node, the state
ordering of the parent node can be reversed such that the correlation becomes positive.

Figure 4.1: BN structure suit-
able for construction methods.

4.2. FULL CPT ELICITATION

The first method for parameterizing BNs using experts is to elicit the full CPT. In that case, experts are asked
to evaluate all of the probabilities included in the CPT. One by one, the experts are asked questions of the
following type:

* Given that parent node X, is in state x1 and ... and parent node X, is in state x,,, what is the probability
that the child node X is in state y?

Each time the question is asked, the scenario changes, such that, by the end of the elicitation process all
possible combinations of parent node states and child node states have been covered. The exact formulation
of the questions can be altered to make the questions easier to interpret, but for all of the scenarios, the
structure may remain the same. For the example BN of Section 2.3.5, one question could be formulated as:
Given that the entertainment quality is high, the availability of food and drinks is moderate and the number of
people is moderate, what is the probability that the party atmosphere is amazing? By replacing the italicized
words with the other possible states, all scenarios can be elicited. Note that, instead of asking for probabilities,
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also relative frequencies can be used, which allows for uncertainty intervals to be elicited as well.

If the experts were to answer the question for all possible combinations of parent node states and child
node states, this would amount to a total of sc-[]}-, s; parameters. This number can be reduced by using
the fact that the probabilities in one CPT row, that specifies the child node distribution for a combination of
parent states, should sum to one. Thus, only sc — 1 probabilities are necessary to be elicited for each row,
which would bring the total number of to-be-elicited parameters down to (s¢—1) -1, s;.

4.3. Noisy OR/MAX

The first expert burden-reducing method for constructing CPTs that is introduced is called the Noisy-OR
method. Extensions of the method, which introduce leaks, and the Noisy-MAX method are introduced in this
section as well. For each of the methods, calculation methods are mentioned and what types of questions
may be used for elicitation purposes.

The Noisy-OR model is perhaps the most well-known method for constructing CPTs (Kim & Pearl, 1983;
Pearl, 1988). This model interprets the relation between parent and child nodes as a causal relationship,
where it is assumed that all parental influences are independent of each other. The model applies to BNs
with binary nodes, so nodes with two states. This means that the method does not apply to the example of
Section 2.3.5 unless the nodes are altered such that each has two states.

In this section, parent nodes will be referred to as causes that can be present or not. The child node is
referred to as the effect, which can also be present or absent. If this method were to be applied to the example
BN of Figure 2.6, the states of each node would have to be combined such that only two states are left. This
can be a complex task and may mean that less detail can be captured in the model, possibly making it a large
concession.

As the name suggests, the relationship between the influence of the parent nodes is modeled by a logical OR
gate with added noise. In contrast to a deterministic OR gate, for which the presence of at least one of the
causes will guarantee the presence of the effect, the Noisy-OR model does not guarantee this output. Instead,
the presence of the effect is dependent on probability. Noisy-OR can be modeled using a deterministic OR
gate by introducing inhibitor nodes. In Figure 4.2a the general model is shown, in which Xj, ..., X,, are the
causes, Y is the effect, and Y3, ..., Y}, are the inhibitor nodes, which represent the noise. The CPT of Y has the
following form:

P(yi|xi) = pi,
P(y;|%;) = 0.

Thus, p; is the probability that the effect is there, given that cause X; is present. The second line ensures that
the absence of a cause never influences the presence of the effect. So, the complete CPT can be constructed
by just n parameters, one parameter for each parent node. When experts are involved in determining the
parameters, n questions need to be asked:

* What is the probability that the effect Y is present, given that the cause X; is present, and all other causes
in the model are absent?

(a) Noisy-OR. (b) Leaky Noisy-OR.

Figure 4.2: Local structure of a BN for the Noisy-OR model and the Leaky Noisy-OR model.

LEAKY NOI1SY-OR
The Noisy-OR model can be extended to include the possibility of there being more causes for the child node
to have a positive state than just the influence of the parents. This model is called Leaky Noisy-OR. A leak is
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introduced that models the probability that the child node is in a positive state given that all parental causes
in the model are absent. This can be modeled by adding an extra variable Xj,, which has a probability of
being present of IP(xje4k) = Preak- This variable is once again independent of the other causes and can be
modeled by adding an extra two nodes to the network as shown in Figure 4.2b.

To give the formal definition, as in Fenton et al., 2019, let y, x1, ..., X, be boolean variables that take the
value 1 if present and 0 if absent, that have weights p; € [0,1]. Let pjeqk € [0, 1] be the leak factor, then:

n
(=111, %) = 1= (1= preae) [ ] (1= p) ™.
i=1
If piear = 0 the original Noisy-OR model is recovered. Thus, the probability of the effect Y being present,
when all causes X;,i=1,...,nare absentis P(y=1|x1 =0,..., X, =0) = Peax-

The model can either be parameterized by directly eliciting the p;, or by eliciting g; = IP(y|%1, .., Xi, ..., X1 )-
The second option might be easier to understand as it relates closer to a possible real-life situation, where
only one cause is present and all other causes are absent. The two parameters can be linked by the following
relation:

N
1_pleak

To elicit the n + 1 parameters needed, one for each parent node and one for the leak, the following two types
of questions can be used in elicitations:

. 4.1)

(i) p;i: What is the probability that Y is present when X; is present and all other causes of Y that we are
considering in the model are absent?

(i) g;: What is the probability that X; produces Y 2 or What is the probability that Y is present when X; is
present and all other causes of Y (including those not modeled explicitly) are absent?

The first type of question can be used to elicit the p;, and the second for g;. Only one of these two types of
questions is necessary to be elicited. The difference between the two questions may be hard to see. For the
second type of question, the leak is separated from the other causes, which can be hard to understand. In
one study about 50% of subjects seemed to answer the second question as if it were the first (Zagorecki &
Druzdzel, 2004).

Noisy-MAX
A further extension of the (Leaky) Noisy-OR model is to include nodes with more than two states (Henrion,
1988). For the parent nodes, this is relatively simple, each state of the parent node now has its own probability
of causing the effect. Also, the child node can be extended to include more than two states (Diez, 1993). In this
case, the max function is needed, and the method is then better known as the Noisy-MAX model. The child
node will take the state that corresponds to the maximum state of the parent nodes. So for each combination
of a parent node state and a child node state, a probability needs to be known. This means that a total of
>, sc-s; parameters need to be elicited. If also a leak is present, another s¢ parameters are added.

The questions for the Noisy-OR model have to be slightly adjusted to account for the extra states included.
For example, the question could become:

* What is the probability that Y is in state y when X; is in state x and all other causes of Y that we are
considering in the model are absent?

4.3.1. LIMITATIONS
The model reduces the number of parameters that are to be elicited greatly, but this comes with some limita-
tions. To start, the parent nodes are assumed to have independent effects on the child node, so the model is
not able to model the joint effects. For the example BN of Section 2.3.5, all parent nodes can be considered to
have a monotone influence on the child node separately. However, when one considers the combination of
low food availability with a small number of people equivalent to a high availability of food in combination
with a high number of people attending, this cannot be modeled by Noisy-OR/MAX. This equivalence can
be made since the relative amount of food available for each person would remain the same. The Noisy-OR
model is not flexible enough to capture such joint influences of parent nodes.

Another limitation of the method is the complexity of the elicitation. It might be difficult for experts to
separate the leak from the other causes, and they might not be able to differentiate between the two types of
parameters. If there exists confusion between the experts, this may make the elicited assessment unreliable.
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4.4. RANKED NODES METHOD
The Ranked Nodes Method (RNM) was first developed by Fenton et al., 2007. The method is made for discrete
BNs, but especially when nodes are to represent discretized continuous variables, RNM is a popular choice.
Since the node states are linked to sub-intervals on [0,1], this is intuitive for discretized continuous scales.
As the name suggests, the method requires the nodes in the BN to be ranked. In addition, for most versions
discussed here, the method needs all nodes in the BN to have an equal number of states: sc = s; = s.

The nodes in the example BN of Figure 2.6 do not necessarily represent continuous variables, but each
node has an equal number of states and we can assume that the nodes are ranked. For the example BN it is
assumed that, for all parent nodes, the high state is most favorable for the amazing child state.

Over the years, multiple versions of the method have been created, this section will cover some of these iter-
ations by first giving a detailed overview of the original version and an overview of the first updated version.
This updated version will be referred to as the improved RNM model, and the further improved models as the
Static/Dynamic RNM. For an overview of Static/Dynamic RNM, see Appendix A.

4.4.1. ORIGINAL VERSION

The first version of RNM was introduced by Fenton et al., 2007 and implemented in a software called Age-
naRisk (Agena, 2018). A more detailed description of the method can be found in (Laitila & Virtanen, 2016)
and (Fenton et al., 2007), this section will be based on those descriptions. It is assumed that any node has a
discrete set of states that can be ranked and that the distribution of the child node X¢ can be approximated
by a truncated normal distribution, which is a unimodal distribution.

Each state of a node, x;, is to be associated with a subinterval z; of [0,1], which is called a state interval.

Each state interval is of equal width and is disjunct from the others. The union of all state intervals covers
[0,1]. So, in case a node has s states, the state intervals are: [0, %) , [%, %) oo [5—51, 1].
Overview of method The first step in the method is to link the node states to the state intervals. Here it
is important to set the direction of influence equal for all nodes. For the example of Section 2.3.5, for the
availability of food and drinks during a party, it is generally the case that more is better for the atmosphere.
Also for the other parent nodes in the example, the direction of influence is already the same. that means that
for all parent nodes the following node states and state intervals are linked:

e Low: [0,1/3)
* Moderate: [1/3,2/3)
* High: [2/3,1]

The main idea of the method is based on the following proposition, which is only attained when all nodes
have an equal amount of states:

Proposition 4.4.1. Let the nodes X1, ..., X, Xc each have the same amount of states. When each parent node
X; has state x{ , Which is associated with the same state interval z{ for each parent, the child will be associated
with the state x]C, that is, the mode of the child node distribution is in state interval z{ .

The above proposition ensures that, when all of the parent nodes are in the moderate state, the mode of
the child node distribution will also be in the moderate state. The degree to which the distribution is peaked
at the mode is determined by the variance parameter.

The second step is to select a weight function, with possible functions being: WMEAN (4.2), WMIN
(4.3), WMAX (4.4), or MIXMINMAX (4.5). This weight function can map the combination of parent node
state intervals to the child node state interval. For each different weight function, the mode of the child node
distribution has a different tendency. Either the child state interval has a tendency towards the mean of the
parent state intervals, slightly below or above the mean, or towards the weighted average of the minimum and
maximum parent state interval. Experts can support the selection of a weight function by providing estimates
for all combinations of the extreme states for the parent nodes. So, for the party atmosphere example, the
mode assessments in Table 4.2 could be used.

The next step is for the expert to choose parent weights w and a variance parameter o>. For WMEAN,
WMIN, and WMAX a weight is needed for each parent node: w = (w1, wo,...,wy). For MIXMINMAX
only two weights are needed: w = (wyn, Wamax ), for the best and worst state included in a scenario. These
weights are used to calculate mean row parameters that are used to determine the CPT values.
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Parent nodes Child node: Y
X1 X2 X3 Dull Okay Amazing

1 High High High X

2 High High Low X

3 High Low High X

4 Low High High X

5 High Low Low X

6 Low High Low X

7 Low Low High X

8 Low Low Low X

Table 4.2: Example of an expert’s assessments for the child node mode for combinations of extreme states of parent nodes, corresponding
to the example in Figure 2.6. The bold-faced states are associated with the state interval (2/3,1].

Elicitation Thus, given a BN with ordered nodes and defined states with state intervals, the following steps
can be used in an elicitation:

(i) Given that parent node X is in state xI (or x% ) and. ... and parent node X, is in state x}, (or x},), in what
state is the mode of the child node Xc?

(ii) Determine weight and variance parameters by trial and error:

(a) What is a suitable weight for parent node i ?

(b) What is a suitable variance parameter for the CPT?

For the first step, the most positive state of a parent node is denoted by xlT, and the most negative state by x}.
The questions of step (i) can then be used to make a table such as Table 4.2, which can be used by the modeler
to determine a suitable weight function and by the experts to align their weight and variance parameters to.

For step (ii), there are no guidelines given in the literature on how to exactly elicit the weights and vari-
ance parameters other than using trial and error to match the previously elicited best estimates in Table 4.2.
The trial and error process can be guided by an elicitor who takes the expert’s input for every trial and calcu-
lates the resulting CPT. The expert may change the weight and variance parameters until the resulting CPT
represents their view well enough. It is possible to first individually elicit parameters and then aggregate
the experts’ CPTs, or the experts can go through the trial and error process as a group. Using the Agenarisk
(Agena, 2018) software, experts would also be able to go through the process individually if they have suf-
ficient probability knowledge. The variance parameter is that of the truncated normal describing the child
node’s distribution for each row, which is also chosen by trial and error to match the experts’ beliefs.

The first step needs a total of 2n+2 assessments, and the second step needs n+1 assessments for each trial.
Depending on the number of trials the experts need to determine suitable weight and variance parameters,
the total number of input parameters ranges from 37+ 3 to 2n + 2 + njer (n+1). If the constructed CPT does
not represent the experts’ beliefs well, the CPT can also be constructed in parts by repeating the steps above
for each part, or the elicitation can be redone from scratch.

Calculation When all parameters are set, each value of the CPT is calculated separately, so for each com-

bination of parent node states the following process will need to be repeated. For each parent node state x;,

p equidistant points are sampled from the corresponding state interval z;. Two of these points are the lower

and upper bounds of z;. This results in a total of n- p sample points. Each combination of sample points &,
n

with one sample point from each parent node, can form the following set: {(z1,k, ..., zn,k) };_, - For each k one
of the following weight functions is used to calculate a mean parameter p:
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no g
WMEAN : uww, (4.2)
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Wi Zik+2iziZjk
WMIN: iy = min{ SRR } (4.3)
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LU"Z',]C+Z‘ i Zjk
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wymin + Wpax

The CPT value that corresponds to the combination of parent state nodes can then be calculated. This is equal
to the average value of the pdf of the truncated normal distribution on [0,1], with the previously calculated
mean y and chosen variance o2, integrated over the child state interval z¢:

1 2
—Z[ TNormpd f(u, g, 02,0,1) du. (4.6)
p" =1 Y

IP(XC = xC|X1 = X1, ...,Xn = xn) =

Finally, after the CPT is fully calculated, it can be verified. Once again, the expert can go back to a previous
step and change one or more of the parameters. It is also possible to construct the CPT in parts. It may be
that only for a certain number of rows, the distribution does not fit appropriately. In that case, for those rows,
a different set of parameters and a separate weight function can be used to construct the CPT.

4.4.2,. IMPROVED

The enhanced version of the RNM (Laitila & Virtanen, 2016), proposes a method that improves the flexibil-
ity of RNM. This new method applies to nodes that represent continuous variables, by having states based
on discretizations of the continuous values. The scale intervals that are used to discretize the nodes are no
longer fixed during the creation of the CPT. Instead, experts are involved in setting the boundaries for state
discretizations. In addition, guidance is provided for the experts to determine the weights.

Overview of method For a parent node X; each state x jis linked to a scale interval Zij = [A{ , Blj ], which is
linked to the interval zl! = [“{ , b{ ] on the normalized scale. All of the A{ and B{ are then associated with a{

and b] respectively. Note that a} =0 and b’ =1forall i =1,..,n,and a] = bl]._1 for j=2,...,8;,i=1,..,n of the
previous interval, since all intervals are adjacent to each other.

The state intervals z; remain the same as for the original version of RNM, which means that the interval
[0,1] is once again split in s disjoint intervals of equal width. The first step is to let the experts decide how
these state intervals match the interval scales. For all of the state interval boundary points aé, .y asc, bé of the
child node it is checked whether this corresponds to the parent state boundary points. So, for example, if all
parent nodes are in the states a?, ..., @’ the parent nodes would have values A?, ..., A2, it is then checked if AZ
is a good fit. This is done for all 7 + 1 boundary points.

Based on the determination of the intervals that correspond to the node states, a piece-wise linear map-
ping can be defined. The linear map is between the state interval and the scale intervals, for a node X; with s
states, the map h;(x) :R— [0,1] is defined as:

h,(A{) = a{, forj=1,...,s,
h,-(x): hi(Bf):b?’ ) 4.7
, _al , . Coa

hi(x):hi(A{)+(;_1;j)(hi(B{)—hi(Af)), forall xe [A],B], j=1,..s.

In the definition, A{ is the jth left boundary point of node X;, which corresponds to a{ .
The method can then use expert elicitation to find weights. Experts are asked to give assessments for 2n
cases, where each case consists of the best or worst-case scenarios of the expert. Let y; denote the value of
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Table 4.3: Weights obtained from expert elicitation for the mode of the child node, for WMEANS (1), WMIN (2), WMAX (3), and
MIXMINMAX (4).

Weight a Weight b Feasibility conditions
) =1-he(P2%) NP = (925 wh = whb = whefo,1]vk
Yo wy =1
_ (=)= he(7¢%)) k_
(2) h((y“’“) v hp(*”’“ -n+1 Wi, Wy 21
vF = max; . {w;}Vk
) he(90*
(3) vk—W n+1 wk—% Wi,y Wy 21
vF = max;. {w;}Vk
@ | wykF=1-nhc(FEF) | wihE=1-nc(F2*) | wiiif = whhlF=1€[0,1]Vk
k ~ak bk bk
wMZX hC(ya) w]\]\/[[AX h (y )

parent node i on the scale interval. Then the following two sets of scenarios will be elicited:

{Sa:{y“'k:(yf’k,...,y,?k |h (y“'k)—1v1¢k and hk(yk k) 0} (4.8)

Sp={y" = (45, s ¥2FY | Ry (y2F) =0V i # k,and e (y2F) =137,

Thus, y** represents the comblnatlon of parent node values where all nodes have value y“ k =B,

node k is in the worst state, and y”* represents the opposite. Let 7¢¥, ¥ be the expert assessment for the
mean of the child node in these situations. This assessment can be given as an interval where the expert thinks
the mode will fall between: | y“'k, ok ]. Following the weight feasibility conditions and weight formulas as
stated in Table 4.3, a weight function can be chosen, and intervals can be found for the weights. The expert
will still need to decide which weights are to be used exactly.

Finding weights that accurately represent the experts’ beliefs remains an iterative process. Thus, the final
step of RNM also stays the same, for a selection of CPT rows it is checked with the experts whether the distri-
bution for the child node makes sense to them. If not, the CPT constructing process can be repeated, where

it is also possible to redetermine the CPT in parts.

but only

Elicitation Given a BN with ranked nodes, and an initial discretization, the following steps are part of the
elicitation process to construct a CPT in one part:

(i) Given that parent node X, has value A{ and ... and parent node X,, has value A{;, should the mode of the
child node X¢ have value Al.?

(a) If not: Which of the values Al yeeer Al,, Aé would need to be changed, such that the values are com-
patible with each other? And what should the new value(s) be?

(i) Given that the parent nodes have values as in scenario S, (or Sp,), what is the value of the mode of the
child node y** (or *%)? Or, in what interval is the mode of the child node: [7*", k, 54K (or [y ok, 5ok )2

(iii) Determine weight and variance parameters by trial and error, given the feasibility constraints in Table
4.3:

(a) What is a suitable weight for parent node i ?

(b) What is a suitable variance parameter for the CPT?

Before the elicitation process begins, an initial discretization is made freely. This discretization is revised by
the experts by using questions of step (i). If intervals are elicited in step (ii), feasible regions can be computed
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which helps the trial and error process of step (iii). If the constructed CPT, using the elicited parameters,
does not portray the experts’ beliefs properly, the CPT can also be determined in parts, by repeating the steps
above for different parts of the CPT.

So step (i) amounts to s+ 1 parameters to be elicited, step (ii) requires 2n + 2 or 2 * (2n +2) assessments,
and in step (iii) an additional n;;., (n+ 1) values are elicited.

4.4.3. LIMITATIONS

The original version was praised for needing only 7 + 1 parameters, n for the parent weights, and one for the
variance. However, this number does not take everything into account, the original RNM additionally asks
experts to give their best guess for the mode of the child node distribution for all combinations of best- and
worst-case states of all parent nodes. Furthermore, since the weights are determined using a trial and error
process, this can quickly increase the expert burden. As previously mentioned, the original version requires
(n+1)-njger +2n+2 parameters, and the first improved version needs (1+1) - njzer + 21+ S.

The CPT may also be constructed with multiple weight expressions and variance parameters, which
means the CPT is constructed using partitions. Note that the number of parameters that need to be elicited
quickly rises each time the CPT is partitioned. After some partitions, the number of values needed comes
close to the number of values in the full CPT specification.

As the name suggests, the method calls for ranked nodes. In experiments, it was found that, while the method
can be used on other types of nodes, the original method and first improved method perform best on so-
called elementary RNM-compatible nodes (Laitila & Virtanen, 2020). A child node and its parent nodes are
called elementary RNM-compatible if they all have the same number of states and if the states can be sorted
such that Proposition 4.4.1 is attained. This makes the method less flexible, and not applicable to all BNs, as
in some cases no 'perfect’ BN can be constructed.

Proposition 4.4.1 also forces the influences of parents to be independent. The method cannot model cases
in which certain parent nodes may cancel each other out, or magnify each other’s influence on the child node.

Next, consider the types of parameters that are to be elicited. These include weight parameters that might be
unnatural to understand for experts. What those weights exactly are, especially for the MIXMINMAX mean
function, is not intuitive. The fact that trial and error is used to determine these weights serves as a testament
to this.

Apart from the weight parameters, the variance parameter being a single parameter is a limiting factor
to the flexibility. This forces all of the rows of the CPT to be generated with an equal variance. The only way
to vary the variance is to construct the CPT in parts. The option to have a varying variance parameter is not
included in the introduced versions of RNM.

The method now also calls for trial and error to choose the weight function and refine the weights and
variance. For this iterative process to run smoothly, the generation of a CPT based on new parameters must
take as little time as possible. In an experiment, it was found that a sample size of p =5 is enough to generate
CPTs that represent the experts’ view well enough. Additionally, it was found that, when the BN has 5 parents
or less, and each node has at most 7 states, the generation of the CPT is still in the order of seconds, if it is
constructed at once (Laitila & Virtanen, 2020). Thus, for the elicitation process to be time-efficient there is a
limit on the number of parents and states of the BN that is suitable for RNM.

4.4.4. PROPOSED IMPROVEMENTS
Some of the previously stated limitations may be improved upon. In this section, I propose one main en-
hancements for the RNM method. In Chapter 6.2 this possible improvement will be revisited.

The number of parameters needed as input for RNM can become relatively large when the trial and er-
ror phase is considered. So eliminating this phase should result in a method that requires fewer parameters.
The search for weights that ensure the resulting CPT matches the experts’ views could be (partly) automated.
I propose that instead of eliciting only the mode of the child node, full multinomials should be elicited for
those scenarios instead. For example, the mode assessments of Figure 4.2 could be extended to give a prob-
ability for each child node state for each combination of parent node states in the table. That would increase
the initial number of probabilities to be assessed from 2n +2 to s¢(2n +2) but would remove the need for
variance and weight parameters to be elicited. Thus, the additional burden depends largely on the number
of states the child node can take.

Using optimization techniques to find weights also removes the problem of the weights beingless straight-
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forward to understand for experts. At the same time, it also allows experts to express their uncertainty regard-
ing the mode of the child node in certain scenarios. In the current version, experts were only able to show the
uncertainty by choosing a variance parameter and adjusting weights to match their views.

The feasibility conditions for the weights, as stated in Table 4.3, give guides for the optimization process.
These boundaries reduce the domain in which an optimal answer needs to be found. A simple grid search
algorithm may already be sufficient. More information on the application of this possible improvement can
be found in Section 6.2

4.5. INTERBETA

InterBeta (Mascaro & Woodberry, 2022) is a method that uses interpolation to construct CPTs when only
best- and worst-case scenarios are given. In that way, the method is similar to Cain’s method, which will
be introduced later in this section. Like RNM, InterBeta also assumes that the nodes are ranked and that
parental influences can be weighted, before combining them using an independent combination function.
The main assumption of the method is that the child node can be approximated by a beta distribution. This
distribution is bounded on [0, 1] and offers flexibility as it can approximate uniform, unimodal, and bimodal
(at each boundary) distributions.

Using interpolation to construct the CPT works by interpolating the parameters of the beta distribution.
The best and worst row of the CPT are elicited from experts, by either specifying the beta distribution pa-
rameters, giving a mean and standard deviation, or by giving a multinomial distribution. If the latter is the
case, InterBeta fits the beta distributions for the best and worst rows by using the method of moments and an
optimization strategy. First, the mean u and variance o are calculated, which can then be used to calculate
a and f using the method of moments:

azu(M—l), ﬁ:(l—u)(M—l) 4.9)
o o
The a and f are mutated iteratively using Gaussian noise, where only improvements of the Kullback-Leibler
(KL) divergence, which wll be defined in Section 4.8, between the discretized fitted beta distribution and the
originally elicited multinomial are accepted. The process is stopped after a chosen number of iterations, 1000
was found to be an adequate number (Mascaro & Woodberry, 2022). The beta distributions are discretized
by assuming that the s¢ child states equally divide the interval [0,1], into [0, é ,[é, é | sigl ,1]. The
corresponding multinomial is then found by calculating the probability mass within each interval.

Once the beta distributions have been fit to the best and worst rows, the interpolation can commence. For
a combination of parent states Xy =x; = (X] = X1, ..., X;; = X, ) the child node distribution obeys the following
conditional probability:

IP(Xc | X¢) ~ Beta(ga(xt), 8p(Xk)), (4.10)

where the functions g, and gg are the interpolated distribution parameters. To calculate these parameters,
each CPT row is given a weight wy € [0, 1], where the best and worst rows have weights 1 and 0 respectively.
These weights are determined based on the input parameters given, which will be set out later in this section.
If parent state weights are known, these are aggregated independently using some type of mean function,
such as the arithmetic mean, geometric mean, or harmonic mean. If the worst case row is approximated by
Beta(a',f'), and the best case row by Beta(a', "), the parameters can be calculated using the following
equation:

y=ga(xx) = wylnocT +(1- wyi)-al,

N (4.11)
Br=gp(xi) = wy,- Bl +(1-wy,)- B,
This ensures that all Beta parameters lie on a line between the best and worst-case parameters.
The InterBeta method has a list of variations, such as a variant only using the best and worst CPT row and
one that also includes parent weights. For each variation, a different number of parameters are needed, but
also a different level of detail can be captured. All but two of these methods are described here. The "Defaults"
method requires no input and may be useful during exploratory modeling, for qualitative analysis. On the
other end of the spectrum, there is also the option to specify beta distributions for each row, which removes
the need for interpolation entirely. The variations that fall in between in terms of complexity are presented
here in greater detail.
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How the computations are carried out exactly, and how it is implemented in Python is described in Section
6.1.2. The variations are introduced in order of complexity. As for each variation, a new type of parameter
needs to be elicited, the corresponding elicitation questions are also introduced per version.

BEST AND WORST
For this variation, only the best row and worst row of the CPT are elicited. The structure of the questions will
be similar to that of eliciting the full CPT, but only for two scenarios, resulting in two types of questions:

* Given that parent node X, is in state xI and ... and parent node X, is in state xz, what is the child node
distribution?

* Given that parent node X; is in state xf and ... and parent node X,, is in state xil, what is the child node
distribution?

Where xlT, and xﬁ represent the most positive and most negative state of parent node i respectively.

In case they are elicited as multinomials, following the questions above, the total number of parameters
to be elicited is 2s¢, where s¢ is the number of child node states. Since there are no weights elicited, these are
computed from scratch. The parent node states are mapped to equispaced points in the interval [0, 1]. For a
node X; with | X;| states, the states are mapped to 0, ﬁ, ﬁ, .., 1, according to their rank. The effect of
moving from one state to the next is equal within one node, or between nodes if they have an equal number
of states.

The row weights are then calculated by combining the mappings of the inputs, which are finally nor-
malized to the unit interval [0,1]. The method for combining the weights can be chosen, for example, the
arithmetic mean or the geometric mean can be used. The latter indicates the central tendency of the input
values and showed to be promising in applications by Barons et al., 2022.

PARENT WEIGHTS

For this variation, not only the best and worst row of the CPT are elicited, but also a weight parameter for
each parent node. Thus, totaling 2s¢ + n parameters to be elicited. There exists no protocol for eliciting these
weights, but the weights could be elicited in two steps:

(i) Order each of the parent nodes in terms of the strength of their influence on the child node.

(ii) Relative to the parent node with the weakest influence of the child node distribution, what weight do you
give to parent node i?

After completing step (i), the parent node with the weakest influence is given a weight of one, the other nodes
are given weights by the experts in step (ii).

The parent states are then mapped to the interval [0, wy, ] in the same way as for the Best and Worst
variation, resulting in the mapping: 0, dﬁ, pi%, .., W; . Also, the calculation of the row weights remains
the same as for Best and Worst. The additional parameters enable the method to alter the relative influences
of the parents on the child node.

PARENT STATE WEIGHTS

This further variation does not only allow for weights to be given to parent nodes but also to each intermediate
parent state between the best and worst. So for each parent node, an extra s; — 2 parameters are needed,
resultingin a total of 2sc+Y 1 (s;—1). Since the parent weights are included in the (s;—1) extra parameters,
n does not need to be added separately. As for the parent weights, there exist no guidelines for eliciting these
parent state weights. Given ranked nodes, they could be elicited in the following steps:

 For parent node i: given that the most negative state has weight zero and the most positive state has a
weight equal to the parent weight, what weight do you give to state j?

The parent states are again mapped to the interval [0, wy, |. But in this case, for each node, the parent states
are not mapped with equidistant points, but according to the weight they have received. Using the supplied
parent state weights, the row weights will be determined once again by using some independent combination
function of the mappings.
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Row WEIGHTS
The final variation of InterBeta which uses interpolation, asks experts to assess the best row and worst row
of the CPT, as well as weights for each row. So, that requires a total of 2s¢ + H?:l s; values to be elicited. This
is a significantly higher number than needed for the previous variations. To lighten the elicitation burden,
one of the other variations can be used to generate initial weights, which can then be altered by the experts
as desired.

Also for the row weights there does not exist a protocol for elicitation. Potentially the row weights could
be given in two steps:

(i) Make an ordering of all combinations of parent node states (rows), where the row that pushes the child
node distribution towards its most positive state the most is ranked best. The row for which the child node
is most likely to be in its most negative state should be ranked the worst.

(ii) For each row k: what is the weight of this row?

Note that, in step (i) it is allowed to rank a row that is not the "best row" the highest.

Row weights also allow for special cases to be distinguished. For example, it can be set that anytime a
certain node is in the lowest state, the child node will also be in the lowest state. Instead of manually changing
the weights of these rows to zero, a decision tree could be used to determine the weights. That way, Parent
Weights or Parent State Weights can generate initial weights, and the decision tree can be added to adjust the
weights for some cases.

The main advantage of this variation over the others is that arbitrary dependencies between the parent
nodes and the child nodes can be modeled. The parental node effects no longer need to be independent. The
method is still restricted to beta distributions with parameters that are linearly interpolated between the best
and worst rows.

4.5.1. LIMITATIONS AND PROPOSED IMPROVEMENTS

Like RNM, the InterBeta versions that don’t use row weights are only applicable to ranked nodes. This, in com-
bination with the independent effects of the parent nodes, means that the influences of certain combinations
of parent states can not always be modeled correctly. Having experts give row weights may be challenging,
like parent weights and state weights, this is less intuitive than assessing conditional probabilities. In Section
8.1 it is shown how the parent weights relate closely to the correlations found between the child and parent
nodes.

Another limitation of the method is that the interpolated beta distribution parameters are all on a line be-
tween the best and worst beta or mean/variance parameters. This does not allow for much flexibility. The
method does not allow for other rows to be elicited and given as input to InterBeta. This could possibly be
improved upon by adding intermediate rows to the elicitation. The beta parameters can then be interpolated
between each of the elicited rows, or possibly a quadratic interpolation could be used instead.

Related to this limitation is the type of rows that need to be assessed by the expert. InterBeta heavily relies on
the best and worst row of the CPT. If experts are comfortable giving probabilities for these scenarios, there is
no problem. But often, the best and worst case scenario are ones that do not occur frequently. It could lead
to experts anchoring to a scenario they are familiar with, then adjusting this to find the best and worst case.
Instead, it is also possible to allow experts to choose the elicited rows themselves, potentially with guidelines,
then using both interpolation and extrapolation to construct the rest of the CPT.

Another factor that may limit flexibility is the set discretization intervals of the child node distribution. When
the beta distributions are fit and later discretized, the discretization intervals are each of equal width. If CPTs
contain rows where close to full probability is given to a single state, the beta distributions for these rows
would need «, f parameters which are large or close to zero. If this is the case for the best or worst row, this
would also affect the beta distribution parameters for the intermediate rows. In Section 8.6 the influence of
the size of the discretization intervals on the accuracy is tested.

Finally, note that the parent state weights version of InterBeta gives weight to all parent states, except
for the worst states. This means that state weights cannot model a potentially negatively dominant parent
node, which forces the child node distribution to the worst state when this parent node is in its worst state. A
different version that uses full state weights could be used instead, where the states are given default values
between zero and one and a separate weight.
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4.6. THE FUNCTIONAL INTERPOLATION METHOD

The final CPT construction method that is tested in this thesis is the Functional Interpolation method. Simi-
lar to the InterBeta method, the functional interpolation method relies on the interpolation of parameters for
filling CPTs (Podofillini et al., 2014). Instead of the beta distribution, the normal distribution is used, and in-
stead of only the best and worst row being fully elicited, all combinations of the extreme states of the parent
nodes are elicited. That means, if x},x} are the most positive and most negative state of parent node i re-
spectively, the child node distribution is to be elicited for each combination of parent node states (xj, ..., X )
where x; € {x},x%}. So, in total 2" rows of the CPT need to be elicited, for a child node with s¢ states, this
results in 2" s¢ values that need to be assessed.

As for the other CPT construction methods that are based on interpolation, the following question struc-
ture can be used:

* Given that parent node X is in state x{ (or xf) and ... and parent node X, is in state xIl (or xf,), what is
the child node distribution?

The remaining unelicited values of the CPT are then determined in the following way. First, if multinomials
are elicited, normal distributions are fit on the elicited rows, it is also possible to directly elicit the mean
and standard deviation. The mean and standard deviation are then linearly interpolated for all rows that fall
between the elicited rows. For each row, the normal pdf with these parameters can then be discretized to find
the CPT values. Note that the normal distribution is used, which has support (-0, 00 ), so the calculated CPT
values will still need to be normalized such that they sum to one. The exact calculation methods are set out
in Section 6.3.

4.6.1. LIMITATIONS AND PROPOSED IMPROVEMENTS

The Functional Interpolation method relies on the normal distribution for the child node distribution, but
this is less flexible than the beta distribution, as it is not able to replicate bimodal discrete distributions.
However, the normal distribution can easily replaced by other distributions. In Section 6.3 it is tested what
distribution (normal, truncated normal or beta) performs the best to construct accurate CPTs.

Another factor that lacks in the Functional Interpolation method, is the fact that no weights are included
for the parent nodes. Although this is not a complex addition to the calculation method, it would increase the
burden of the already burdensome method. This would only be viable for BNs with parent nodes that have a
relatively high number of states, as the number of parent states does not influence the expert burden.

4.,7. APPLICATIONS OF CPT CONSTRUCTION METHODS IN LITERATURE

This section contains an overview of some applications of the previously discussed CPT construction meth-
ods. The section consists of an overview of some studies that have been performed to compare the perfor-
mance of several CPT construction methods. In addition, for each of the previously introduced methods,
some examples of real-life applications are highlighted.

COMPARISON STUDIES
Two studies compared the performance of the EBBN method, the likelihood method, and the weighted sum
algorithm. The first study found that the likelihood method outperformed EBBN and the weighted sum algo-
rithm (Knochenhauer et al., 2013). The three methods were used to construct CPTs for three nodes of the Car
diagnosis 2 BN in Netica (Corp., 2007). As an accuracy measure, the mean of the absolute difference between
all probabilities in the constructed BN and the original BN in Netica was used. The likelihood method can
better handle situations for which the child’s state probabilities switch from low to high, or vice versa.

The other study found that the likelihood method produced the most realistic results, although it did take
more time to calibrate the weights (Zio et al., 2022). The weighted sum algorithm and EBBN did not give high
enough probabilities to the positive child node state in certain cases. For both methods, this was explained
by the fact that the relative weights depend on the number of parents, where more parents means smaller
relative weights.

Another study compared the Functional Interpolation method, EBBN, RNM, Cain’s method, and Reed’s
method (Mkrtchyan et al., 2016). The methods were tested on two BNs, one with two parent nodes and one
with three parent nodes, that concerned human reliability analysis. Two aspects of CPT construction meth-
ods were found to be important, the ability to address strong factor influences (single and multi-factor) and
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proper uncertainty characterization. The functional interpolation method addressed both of these aspects
the best, however, the downside of the method is that the elicitation burden increases exponentially with the
number of parent nodes included in the BN.

Noisy-OR/MAX
The applicability of the method has been studied previously on existing BNs. Three BNs were included in the
study, which totaled 67 CPTs of child ndoes with at least two parent nodes. It was found that the Noisy-MAX
gate provides a good fit for as many as 50% of CPTs in two of these networks (Zagorecki & Druzdzel, 2013).

Another study investigated the influence of using a leaky Noisy-OR version of a BN, which is used for the
early detection of classical swine fever in pigs, on the performance in comparison to a fully elicited version
(Bolt & Gaag, 2010). One-third of the variables in the BN were replaced by values constructed by the leaky
Noisy-OR model, reducing the total number of parameters needed from 470 to 348. The maximal Kullback-
Leibler (KL)-distance was used to compare the original and constructed CPTs, which ranged from < 10~ to
0.2206. In addition, the performance of the BNs was measured by the number of correct suspicions of swine
fever in pigs, when applied to a real-life data set containing 466 individual pigs. A maximum of four fever cases
were predicted differently by the two models, when applied with different threshold levels. It was cautiously
concluded that the method can indeed be applied for diagnostic applications.

More recently, applications of the Noisy-OR/MAX method include the development of BNs for the in-
vestment strategies of farmers (Yanore et al., 2023), the occurrence of hydrogen leakage in proton exchange
membrane fuel cells (G. Chen et al., 2024), and construction project risks (Ji et al., 2022).

RNM

In one application of RNM, a BN is built to assess and improve the teamwork quality of agile teams (Freire
etal., 2018). The BN was constructed with the help of a literature review and one expert. The WMIN function
was chosen based on some of the assessments of the expert. The weights and variance parameters were
chosen empirically to match the expert’s configuration.

Another study proposed a method for constructing BNs based on Decision Making Trial and Evaluation
Laboratory (DEMATEL) for eliciting the structure of the BN and RNM to define the CPTs (Kaya & Yet, 2019).
DEMATEL is a technique that aims to represent causal relationships through matrices (Si et al., 2018). The
matrices found by DEMATEL were also used to find weights and variance parameters for RNM. WMEAN was
the function chosen for the mean calculations, but no support was given for this decision. The proposed
method was tested in a case study with 14 experts from an automobile manufacturer in Turkey. In expert
reviews, it was found that the reasoning mechanism was consistent with domain knowledge.

The fact that the construction of CPTs for a BN does not have to rely on a single construction method is
demonstrated by a study on the disaster assessment of the oil and gas supply chain (Sakib et al., 2021). Part
of the CPTs in the model are constructed by the Noisy-OR model to add uncertainty and a possible leak, ad-
ditionally, part of the CPTs are constructed using RNM. No details are given on the used weight and variance
parameters of RNM.

INTERBETA

Since the InterBeta method was proposed, no paper has been published that applies the method to construct
CPTs from scratch. The method has only been tested on existing BNs that have been fully elicited previously.
When InterBeta was tested on two examples, one about food security and one about bees (which will be
introduced in the next section), it was found that the parent state weights version constructed CPTs close to
those that were fully elicited (Barons et al., 2022). The study used optimized weights to best fit the known
CPTs, which means that it is not investigated yet how well the method works when all parameters are elicited
from scratch.

FUNCTIONAL INTERPOLATION

One application of the Functional Interpolation method was for dynamic BN modeling of the residual life
assessment of corroded sub sea pipelines. The paper does not use static BNs, but a time element is added.
The paper proposes improvements to Functional Interpolation to minimize expert burden, and to combine
it with the use of actual data (Aulia et al., 2021).
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4.8. CPT COMPARISON MEASURES

Once a CPT has been constructed using one of the methods described in this chapter, the next step is to
determine the accuracy. Assuming that there is a true CPT, there are many measures that could be used,
methods measuring distances between CPTs such as absolute differences, the Shannon-Jensen divergence,
the Kullback-Leibler divergence, the Root Mean Squared Deviation (RMSD), the total variation distance, and
the Hellinger distance. In addition, the percentage of agreement between CPTs can be measured when differ-
ent scenarios are entered into the BN, for instance by calculating how often the two CPTs agree on what state
the child node is most likely to be in.

This section will describe each of these measures, given that a true CPT is known. In practical cases, the
true CPT is rarely known. Therefore, when available, fully elicited BNs are assumed to represent the truth.

ABSOLUTE DIFFERENCES

Perhaps the most straightforward measure is to calculate the absolute difference between the probabilities of
the two CPTs. For each pair of probabilities, one from each CPT at the same location, the absolute difference
can be calculated. The average absolute difference, over all CPT values, can then be used to measure the
similarity between the CPTs.

Dx1.: KULLBACK-LEIBLER DIVERGENCE

The Kullback-Leibler (KL) divergence of P from Q can be interpreted as the expected surprise from using Q
as a model when the actual distribution is P. If both P and Q are pmfs that have s possible states, the metric
is defined as:

Q(i)
P(i)’
Since Dx.(P| Q) # Dx.(Q| P), the KL-divergence cannot be seen as a distance. A KL-divergence close to zero
shows that the two distributions are similar.

Dx(P|Q) == P(i)log (4.12)
i=1

Applied to CPTs, the KL-divergence will be measured between each CPT row. It would also be possible
to compare the KL-divergence between the joint distributions, but this also depends on the KL-divergence
of the conditional distributions, as shown in Appendix B.1. The average of the KL-divergence over all rows is
taken, as well as the maximal value. For a combination of parent node states k : (x{C Vs x’,§ ), the KL-divergence
is calculated as:

k b kg Pxelxf, . xp)
Dy (P(Xc| Xi,o0 Xn) |Q(Xc | X1y Xn)) = D, P(xC| 2T,y Xp) In —— 0
xceXc Q(xC | xl ""’xn)

In this thesis, the mean KL-divergence between two CPTs is used as the primary performance measure, and
is defined as:

1 # CPT rows

S DEL(P(Xc| Xty Xn) [Q(Xc| X1y ooy X))

DKL(CPTP H CPTQ) - # CPT rows
k=1

Djs: JENSEN-SHANNON DIVERGENCE

The Jensen-Shannon divergence is a smooth and symmetric version of the Kullback-Leibler divergence. It
is the average KL-distance between the distributions P, Q, and the equally weighted mixture distribution
between P, Q, defined as:

1 1 1
Dis(P1Q) = 3 Dia(PIM) + - Dia(QIM), where M= (P+Q).
The square root of the Jensen-Shannon divergence is often referred to as the Jensen-Shannon distance. Once
again, the closer this divergence is to zero, the more similar the two distributions are. Similar to the KL-
divergence, the JS-divergence for CPTs can be calculated on a row-by-row basis.
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RMSD: ROOT MEAN SQUARED DEVIATION
The Root Mean Squared Deviation (RMSD) is the root of the average of the squared errors. Let P be a vector
of n observations of the actual distribution, and Q a vector of length »n of observations from the model.

RMSD = 4 ‘ 1 an(P,- -Q;)2.
nia

A score close to zero shows that the distributions are in good agreement.

TVD: TOTAL VARIATION DISTANCE

The Total Variation Distance can be interpreted as the total difference between
probabilities that the two probability distributions can assign to the same event.
Figure 4.3 shows what the TVD graphically looks like, as it corresponds to half of
the area between the probability distributions in the continuous case. For the
discrete case, a sum is taken over all possible events. If pmfs P and Q each have
s possible states, this gives the following measure:

1 S
TVb=7 > (1P = Qi).
i=1 Figure 4.3: The Total variation

distance is half of the marked

This distance can be calculated for each row of the CPT, where P; and Q; repre- area between probability distri-

sent the distributions of the child node conditional on the parent nodes: butions.
1
TVDr == > (|P(xc|x1,.0Xn) = Qx| X1, 0o X))
xceXc

A TVD of zero would mean that all events are given the same probability for both distributions, the dis-
tance can take value in [0,1], so a score close to zero is wanted. Pinsker’s inequality bounds TVD by the

KL-divergence in the following way:
1
TVD(RQ) <\ / 3 Dr(P]Q).
H: HELLINGER DISTANCE

The Hellinger distance for two discrete probability distributions P = (py, ..., pr) and Q = (41, ..., ¢ ) is defined
as:

1 n
H(RQ)=—7=\| 2 (VPi-Vai)?
V2 i=1
The distance can be calculated by pair-wise comparing CPTs on each row. The TVD and the Hellinger distance
are related by the following inequality:

H?(PQ)<TVD(P.Q) <V2H(PQ).

The Hellinger distance takes value in [0, 1], where a value close to zero signifies a close similarity between the
two probability distributions.

PERCENTAGE OF AGREEMENT
Another performance measure, which is not as formally defined in terms of probability distributions, is the
percentage of agreement on the most likely state for the child node in different scenarios. As used for the
performance testing of EBBN (Wisse et al., 2008). Going over all possible combinations of parent node states,
the percentage is that of the cases when the true CPT and the constructed CPT give the highest probability to
the same child node state.

For each combination of parent node states k in the total set of combinations {(xi, ..., xs)}{_,, where
S =TI% s; is the total number of combinations that exist, it is checked if the child states are equal for the
constructed CPT and the true CPT:

1003, .+ &
Agreement % = < > 6{xc =%},
k=1
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where & {xé = 55(’% =1 when the child state of the true CPT xé is equal to the child state of the constructed

CPT %K, otherwise it is zero. If the CPTs agree on the child state for all combinations of parent states, the
agreement percentage is 100%. Thus, for this performance measure a value close to 100% is desired.







OVERVIEW OF PREVIOUSLY ELICITED
CONDITIONAL PROBABILITY TABLES

The availability of fully elicited Bayesian Networks is limited. There are not many cases of fully expert-elicited
CPTs. From those, often data are not made publicly available. In this thesis, a small selection of fully elicited
CPTs are used to test the CPT construction methods’ performance in Chapter 7. All of the CPTs are part of
three main BNs from different application areas: the abundance of pollinators (bees) (Barons et al., 2018),
the household food security in Victoria, Australia (Kleve & Barons, 2021), and the persistence of polar bears
(Atwood et al., 2016).

An overview of all of the CPTs included in the comparison is given in Table 5.1. For each CPT, information is
given on the structure of the BN, the total number of probabilities in the CPT, and how often these CPTs are
elicited separately by individual experts (and decision makers). For the Honey Bee Abundance CPT, ten ex-
perts’ elicitations are included, individually referred to as experts A-J, and the Equal Weights Decision Maker
(EWDM). Similarly for the Household Food Security CPT, experts A-E are included, as well as the EWDM and
Performance-based Weights Decision Maker (PWDM). Each of the CPTs included in the table parameterizes
a BN with a ranked child node and ranked parent nodes. Four of the CPTs in the Polar Bears BN are not
included in the table, as either the parent nodes are not ranked or they are equal to an already included CPT.

Table 5.1: Overview of CPTs included in the comparison, the "nodes" column contains the number of states for each of the parent nodes
in brackets and the number of child nodes after the arrow.

Bayesian network CPT nodes #values # elicitations
Pollinator abundance | Honey Bee Abundance 2,2,2) ->2 16 10 (+1)
Food security Household Food Security (3,2,2) ->4 36 5(+2)
Polar bears PrimPrey: Primary Prey Abundance (3,3)->3 27 1
Polar bears MrnPry: Marine Prey Base Quality 3,3)->3 27 1
Polar bears Mrn: Overall Marine Conditions (4,3) >3 36 1
Polar bears Ice: Overall Sea Ice Conditions (6,4,3) ->4 288 1
Polar bears TerrPry: Overall Terrestrial Prey/Food Availability (4,4) ->4 64 1
Polar bears Terr: Overall Terrestrial Conditions (4,3) ->3 36 1
Polar bears Hab: Overall Habitat Suitability (3,3) >4 36 1
Polar bears OthMor: Other Mortality or Removal Events (3,3,3) ->3 81 1
Polar bears EvMort: Event-driven Mortality 3,3,3)->3 81 1
Polar bears ADSur: Adult Survival 4,3,3) ->3 108 1
Polar bears SASur: Sub-adult Survival (4,3,3) ->3 108 1
Polar bears AFBod: Adult Female Body Condition (4,3,3) ->4 144 1
Polar bears Recr: Recruitment 4,3) >4 48 1
Polar bears Disturb: Sub-Lethal Human Disturbance (3,3,3,3) ->3 243 1
Polar bears BioStr: Other Biotic Stressors (3,3)->3 27 1
Polar bears CumPop: Cumulative Potential for Persistence (4,3,3) ->5 180 1

45



46 5. OVERVIEW OF PREVIOUSLY ELICITED CONDITIONAL PROBABILITY TABLES

The nodes column contains the BN structure for each CPT. For the Household Food Security CPT, the struc-
ture is given by (3,2,2) -> 4. This means that there are three parent nodes, of which one parent node has three
states and the other two have two states each. The child node has four states. Most of the CPTs that are in-
cluded in the table have two or three parent nodes, except for one, which has four parent nodes. Most of the
nodes included in the CPTs of the Polar Bears network contain three or four states, the nodes included in the
Food Security and Bee Abundance CPTs have fewer states.

The selection of fully elicited CPTs covers a broad range of CPT sizes. The smallest CPT included is made
up of 16 probabilities, and the largest contains 288 probabilities. In this chapter, each of the included BNs is
described in more detail individually. An overview is given on the structure of the BN, the application, and
the elicitation process.

5.1. POLLINATOR ABUNDANCE

The first BN application that is considered concerns the abundance of pollinators in the UK (Barons et al.,
2018). Figure 5.1 shows the complete BN of the paper. The influence of varroa control, the weather, and
the environment on the abundance of different types of pollinators is modeled. Varroa is a parasitic mite,
determined to be the key pest affecting honey bees by the experts in the study, and is used as a proxy for the
overall disease pressure on honey bees.

A group of eleven experts agreed to participate in the elicitations. Before the elicitation of the probabili-
ties, the experts defined the states of each of the nodes. After the states were clarified, the probabilities to fill
the CPTs of the network were elicited using the IDEA protocol, as introduced in Section 3.3.5. All CPTs in the
network were fully elicited, summing to a total of 32 values, 16 for the honey bee abundance, and 8 values
each for the other child nodes. For each CPT value, a confidence interval and best estimate were asked. Orig-
inally, the parent nodes (Varroa control, Weather and Environment) were supposed to have more than two
states, but this number was reduced to be able to finish the elicitation in time.

In addition to the probability assessments, the experts were asked to take part in a calibration exercise.
It was found that there was no significant difference in calibration scores between the experts. Finally, the
EWDM was chosen to parameterize the BN. One of the main conclusions of the paper was that "the quan-
tities provided by the experts show that varroa control has an enormous effect on the abundance of honey
bees" (Barons et al., 2018). The weather and environment have a less large effect.

In this thesis, only the CPT of the 'Honey bee abundance’ node is considered, as the other CPTs are small

enough for full elicitation. For those CPTs, using one of the CPT construction methods of Chapter 4 would
not reduce the expert burden significantly.

( Varroa control w ( Weather w ( Environment W

‘ Good ‘ Average ‘

\_ Poor \_ Unususal
Y

( Honey bee abundance ( Other bee abundance w (Other pollinator abundancew

Good ‘ ‘ Good ‘ Good }

\ Poor \_ Poor \ Poor

Figure 5.1: Bayesian network about pollinator abundance in the UK (Barons et al., 2018).

5.2. HOUSEHOLD FOOD SECURITY

The next application of BNs has to do with household food security in Victoria, Australia (Kleve & Barons,
2021). The influence of physical access to food, the availability of food, and equivalised income on the level
of food security is modeled by the BN in Figure 5.2. This is part of a larger BN to develop a food security inte-
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grated decision support system (IDSS). For the nodes of this sub-BN, no data was available to parameterize,
thus expert judgment was used.

Similar to the pollinator abundance application, this application also uses the IDEA protocol for eliciting
CPTs. A total of five experts participated in the study, where 48 values were elicited to fill the CPT, and addi-
tional calibration questions were elicited. The probabilities needed to fill the CPT were elicited using relative
frequencies, for example by Q1: Out of 100 people with high equivalised disposable income and good physical
access when food availability is good, how many will be food-secure? Again, for each CPT value, a best estimate
and a 95 % confidence interval were elicited.

The experts’ assessments of the second elicitation round were finally aggregated using performance-
based weights. It was found that there was one parent node with a dominating effect on the child node over
the other parent nodes. "Whilst the effects of physical access and food availability on food security status are
significant, household disposable income is by far the strongest determinant.” (Kleve & Barons, 2021).

( Equivalised income W ( Food availability W ( Physical access W

High ‘ Good ‘ ‘ Good ‘
Moderate \ Poor Poor

\_ Low

\ \ 4
( Household food security W

High
Marginal
Low

\ Very low

Figure 5.2: Bayesian network about household food security in Victoria, Australia (Kleve & Barons, 2021).

5.3. POLAR BEARS

The final fully elicited BN considered in this thesis studies the relative influence of environmental and an-
thropogenic stressors on the persistence of polar bears (Atwood et al., 2016). The BN, as shown in Figure 5.3
is significantly larger than the previous examples, with a total of 48 nodes.

In total, 21 CPTs were to be specified by the experts, the other 27 nodes are root nodes specified by uni-
form marginal distributions. The CPTs were filled by having an Excel file go around a team of 8 experts until
a consensus was reached. The elicitation process was not performed using one of the SEJ] methods as intro-
duced in Section 3.3, which means that no extra effort was put into preventing biases, such as anchoring,
from being present in the data. This also means that no calibration exercise was performed, thus for each
CPT, there is only one final assessment.

Most of the included nodes in the BN can be ranked, with the elevated or improved state being ranked the
highest, and the (greatly) reduced or (greatly) decreased receiving the lowest rank. In some cases, this ranking
had to be reversed to have positive influences between the child node and all parent nodes. The Ecoregion
node cannot be ranked, which means that the three child nodes, Foraging Sea Ice Distribution, Bears on shore,
and Terrestrial Maternal Den Access, do not have only ranked parent nodes. Although fully elicited CPTs exist
for these nodes, these are not included in the comparison. Additionally, it was found that the CPTs for BioStr,
Pol, and AntStr are exactly the same. Therefore, only the BioStr CPT is included in Table 5.1.
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Figure 5.3: Bayesian Network about the relative influence of environmental and anthropogenic stressors on the persistence of polar bears (Atwood et al., 2016).



IMPLEMENTATION AND EXTENSIONS OF
EXISTING METHODS

Three of the CPT construction methods that were presented in Chapter 4 - InterBeta, RNM, and Functional
Interpolation - are used to reconstruct the fully elicited CPTs introduced in Chapter 5. These three methods
were chosen because they are applicable to most of the CPTs included in the data, and provide flexibility. The
Noisy-OR/MAX models are not included as these can be confusing to elicit and provide less flexibility.

First, for each of these methods, new extensions are presented in this thesis. These extensions were de-
veloped as a response to some of the identified limitations of the CPT construction methods as reported in
Chapter 4. Then, the implementation of the original methods and the extensions are discussed in detail, and
so are the algorithms that were used to find optimal parameters if necessary'.

6.1. INTERBETA

The first CPT construction method that is tested is InterBeta. Based on some of the limitations and proposed
improvements to the method, as mentioned in Section 4.5.1, extensions have been developed in this thesis.
These include additional types of mean functions, additionally elicited middle rows, and the "ExtraBeta"
version, which not only uses interpolation but also extrapolation. Each of these extensions is introduced in
more detail in the following subsection.

Next, the implementation of the method in Python is outlined. This outline is based on the description of
InterBeta in Section 4.5. This is followed by a description of the algorithm for finding optimized parameters.
The weight parameters are chosen such that they minimize the difference between the previously elicited
CPTs and the constructed CPTs.

6.1.1. EXTENSIONS

One of the main limitations of InterBeta is the inflexibility of what rows are to be elicited from the experts, the
method calls for the best and worst row of the CPT to be assessed. Two of the extensions that are introduced
here address this limitation. First by adding an extra elicited row, an intermediate row between the best and
worst row, and secondly by giving freedom to experts to assess a "good" and "bad" row. But first, an additional
mean function is introduced as elaborated below.

ADDITIONAL MEAN FUNCTIONS
The arithmetic and geometric mean were previously tested on the Honey Bee Abundance CPT and Household
Food Security CPT (Barons et al., 2022). In addition, the paper states that the harmonic mean is also an option.
However, both the harmonic mean and the geometric mean have a large downside, as they equal zero if
one of the entries equals zero. Since the weight of the worst state of a node equals zero, there are often zeros
involved in calculating row weights. This means that both the harmonic mean and the geometric mean give
weight zero to all rows where at least one of the parent nodes is in its worst state.
To solve this problem, the "shifted geometric mean" is introduced. This mean function is based on the
geometric mean, but to omit the effect of zero entries, a constant is added to each entry before taking the

1The Python implementations of each of the discussed methods and the algorithms to find suitable parameters are available on request.
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mean, which is finally subtracted from the calculated mean. The exact formulation of the mean function is
given in the next section.

INTERBETA WITH ELICITED MIDDLE ROWS

As suggested by the title, the second extension of InterBeta not only requires the best and worst row to be
elicited but also one or more middle rows. This should add more freedom to the beta parameters. In this the-
sis it is investigated if also eliciting a middle row, which is a row where all of the parents are in an intermediate
state between the best and worst, increases the performance of InterBeta.

This particular type of intermediate row is chosen because it is in the middle between the best and worst-
case situations. It is also possible to use other rows, for example, all rows where the parent nodes are in one
of their extreme states, as the Functional Interpolation method uses. However, this would quickly add to the
expert burden, so only adding the middle row is considered in this thesis.

EXTRABETA

The final extension to InterBeta is called ExtraBeta, because it no longer solely relies on interpolation. The
extension allows experts to assess scenarios that are within their frames of knowledge. This is in line with
the ideas behind the Weighted Sum Algorithm as in Appendix A.3, where experts need to group compatible
parent configurations.

Instead of the best and worst row, a good and bad row is elicited. These rows will be in the top half of the
CPT and the bottom half of the CPT respectively. The exact details of which rows can be chosen by experts are
given in the next section. The rest of the CPT is then constructed by interpolating between the good and bad
rows and extrapolating outside of them. The method will have the same weight options as InterBeta: parent
weights, parent state weights, and row weights.

One potential limitation of this method is that, if experts do not assess the same CPT rows as input, itis not
possible to aggregate their assessments before constructing the full CPT. However, in a previous application of
InterBeta, it was found that there does not exist a significant difference between interpolating the aggregated
expert assessment or aggregating the interpolated assessments (Barons et al., 2022).

6.1.2. IMPLEMENTATION

Based on the description of InterBeta in Section 4.5, the function InterBeta is implemented in Python. The
function includes all different additional weight versions of InterBeta and uses the appropriate version based
on the given input data. The implementations of the extensions are also introduced in this section. The
implementation of these extensions is largely the same as the original InterBeta implementation, thus only
the differences will be highlighted.

InterBeta The function first sets the parameters depending on the input given. If no input is given for a
type of parameter, they are set to the default values:

. 2
* bestrow: a=4, =1, u=0.8, 02:%,

. o _ _ 2_2
worstrow: a=1, =4, u=0.2, o ==,

° parent weights: w; =1foralli=1,..,n,

° parent state weights: w;; = w;, w2 = wW; - s:’—jl wi3=w;— % oy Wi 5 =0.

In case elicited rows are given as multinomials, the Beta distribution parameters a, 8 are chosen by the
method of moments, which are then further optimized by a greedy search algorithm as described in Section
4.5.

In Figure 6.1 the improvement of the KL-divergence per iteration of the beta fitting function is shown.
The multinomials that are used in this example are based on CPT rows that are simulated using correlation
structures as given in Section 8.1, with three parent nodes that each have three states. The number of states
for the child node is varied from two to six. The figure shows the results of fitting beta distributions to the
rows of 200 CPTs, each containing 27 rows. After about 900 iterations, the KL-divergence stopped improving,
therefore 1000 iterations were chosen to fit the beta distributions.

Once the beta distribution parameters have been found, the next step is to set the weights. If parent
weights w; > 0 are specified, they are used for the determination of the parent state weights, which are in turn
used to determine the row weights. These row weights are in [0,1], where the worst row receives weight 0
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Figure 6.1: The improvement of the KL-divergence for each iteration of the beta fitting function, when applied to simulated multinomials
with 2 to 6 states.

and the best row receives weight 1. Only when the row weights are given as input by the experts, they can be
outside of [0,1], but this should be done with care to make sure that the beta distribution parameters do not
become negative values. If input is given for the parent state weights, it is made sure that the state with the
largest weight, which is generally the best state, receives a weight equal to the parent node weight. The worst
state receives weight zero.

In case the row weights are not given as input they can be calculated by different mean functions. Apart from
the previously tested arithmetic and geometric means, the harmonic mean and a shifted geometric mean can
be used as well:

arithmetic mean:

M=

1
— 2 Wi, j»
nia

S|=

n
geometric mean: ( wi,j) ,
i=1

S|

n
shifted geometric mean: (H(a),-'j + 6)) -6,
i=1

n

harmonic mean: e
S on

For both the geometric mean and the harmonic mean it holds that, if one of the state weights equals zero, the
resulting row weight will also be zero. This would result in all scenarios where at least one of the parent nodes
is in its worst state to receive weight zero. To omit the influence of the zero values for the geometric mean, the
shifted version can be used, where ¢ is added to all state weights, and finally subtracted from the result. Other
methods exist, which either ignore the zeros completely or optimize the value of 6 to each data set (de la Cruz
& Kreft, 2018), but these are not applicable for such small sets of entries. In this thesis, the value of § =1 is
chosen based on trial and error. Figure 6.2 shows the row weights calculated with each of the mean functions,
for example, a BN with three parent nodes that each have three states, where the parent and state weights are
the default values. The figure emphasizes that the weights are zero for a large chunk of the CPT when either
the geometric mean or harmonic mean is used. The shifted geometric mean looks like a slightly smoothed
version of the arithmetic mean.

Once the row weights have been calculated, beta distribution parameters are determined for each row using
Equation (4.11), or by interpolating the mean and variance in the same way. The weights are then used to
determine a and § by the method of moments (4.9). For each row, let ., B be the corresponding parameters.
Then, the cdf of beta distribution, denoted by F(x; a, B¢ ), is discretized to calculate the CPT row:

(Ll_i;ak»ﬁk)_F(

; Sc—1
P(Xc = x5 | (X1 = X1, 0 Xp = X)) = F <

?akrﬁk); (6.1)
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Figure 6.2: Example: calculated weights when the arithmetic, geometric, shifted geometric, or harmonic mean is used.

where (X = x1,..., X = Xp) is the combination of parent node states corresponding to the kth row, and
i=1,..,Sc, with s¢c being the number of child states. Figure 6.3 shows how the domain of the child node
distribution [0,1] is divided in s¢ sub-intervals of equal width. Then the discretization is done by calculating
the probability density within each sub-interval.

[)
.
°
°
.
®
[
.7

o

worst best

Figure 6.3: Example of the discretizing method for a beta distribution for a child node with four states.

InterBeta with middle rows elicited In addition to the best and worst row, a middle row is needed as input.
If all parent nodes have at least three states, the middle row is the combination of all parent nodes being in
their second state. If all parent nodes have more than three states, more middle rows can be given as input.
The number of middle rows that can be given as input is equal to min;_;,_,(s;) - 2.

The weight assignment then proceeds in the same way as for the original InterBeta, which means that also
the weights for the middle rows are not set. The only difference comes when the parameters are interpolated,
a piecewise linear interpolation is used, where the middle rows are set points.

ExtraBeta For the ExtraBeta method, two rows are required as input, a "good" and a "bad" row. A good

row is defined to be a row with a default weight larger than 0.5. Similarly, a bad row is defined to be a row

with a default weight of less than 0.5. Additionally, the good and bad row should be specified with different

multinomials or parameters, and the mean of the good row should be larger than the mean of the bad row.
Using the following equations, a parameters are found for the best and worst row of the CPT:

Wt = Wgood
a4 = good + (Xgood = Apaa)  —————, (6.2)
Wgood — Whad
Whad — W)
@) = Apad — (Agood = Apad ) ———————— (6.3)

Wgood — Whad

where initially w4 = 1 and w) = 0. If these values result in negative a, the wy, w, are gradually decreased, and
increased, until positive a4, @) are found. The same method is used to find best values for 3, B, .

Once the beta distribution parameters are found for the best and worst row, the rest of the CPT is calculated
in the same way as for InterBeta.
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6.1.3. ALGORITHM

The method that is used to optimize weights for the InterBeta method, returns the optimized weights for
each different version. For each type of weight, first, initial weights are found and then optimized to fit the
true CPT. The algorithm starts with the row weights, which are then used as a basis to also find initial values
for the parent and parent state weights.

Row weights The initial row weights are determined based on how much the mean of the child node dis-
tribution shifts between rows. Thus for each CPT row, the means of the child node distribution will be com-
pared. The child node distribution for each row k of a CPT is given by a multinomial (p; k..., ps,, k). Where
each probability p; i is assigned to an interval [ a;, b;) that divides the unit interval [0,1] in s¢ equally sized
intervals. The mean p of the child node distribution for each row k is then determined in the following way:

< bi-a;

Le= Y Pik: . (6.4)
i=1 2

For the initial row weights, the difference between the mean of the child node distribution for row k and the
worst row is used. This difference is then divided by the difference between the means of the best and worst
row to normalize the weights between zero and one:

W = |1y —
|ty =

In the Python implementation, the weights are rounded to two decimals.

The row weights are then optimized one at a time. To ensure the optimal row weight is not missed, the row
weights that are tested range between wj —2 to wy + 2. This means that also negative row weights and row
weights larger than one are tested, as long as they result in positive a, § parameters.

Using these possible row weights, beta distribution parameters are calculated, which are then used to
calculate the CPT row using Equation (6.1). By calculating the KL-divergence defined in Equation (4.12),
the constructed row is compared against the elicited (true) CPT row. The row weight that produces the KL-
divergence closest to zero is chosen to be optimal.

Parent weights The initial parent weights are determined based on the optimized row weights. The in-
tuition behind these weights is that they are based on the relative shift of the mean when the parent node
switches between the best and worst state, while the other nodes remain in the same state. Thus, the rela-
tive weight of parent node i, PW;, is the optimized row weight of the row (X; = x{,...,Xi = xlT,...,Xn = x}).
Only positive weights are accepted, if a negative or zero weight is found, this is replaced by 0.01. The weights
are normalized such that the smallest weight equals one and are rounded to the nearest half, such that they
conform to possible elicited weights, as it is unrealistic for experts to give more precise weights than that.
For the optimization of the weights, a grid search approach is chosen. The smallest initial parent weight
remains fixed, whilst the others are varied over a grid with range [PW; -5, PW; + 5]} and integer steps. The
parent weights that lead to the smallest KL-divergence between the constructed CPT and the true CPT are
chosen. If these newly found weights are on the edge of the grid search range, the grid search is repeated using
these newly found weights. After this first grid search process is finished, a refined grid search is performed
around the optimally found weights PW;, with a grid step of 0.5 and range [PW; - 0.5, PW; +0.5]"7".

Parent state weights The same principle as for the parent weights can be applied to find the initial parent
state weights. In this case, the shift of the mean of the child node distribution is measured for all CPT rows
for which one parent node moves from its worst state to another state, whilst the other nodes are in the worst
state. In practice, the initial parent state weight PSW; ; for node i and state j is equal to the optimized row

weight of the row (X; = x%, o Xi = x{, woXn= x,ﬁ), where j =1,..., s;. The found weights are then transformed
such that the weight of the worst state is zero, and the weight of the best state is equal to the previously found
optimized parent weight.

Finally, for the parent state weights, a greedy evolutionary search algorithm is used. During the search,
the weights of the best and worst state remain fixed, while the other state weights are changed iteratively in
the following way:

PSW;j=w+0.05-Z, where Z~N(0,1),
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where each PSW;, j is rounded to two decimals. Only improvements in the KL-divergence between the con-
structed CPT and the true CPT are accepted, otherwise the adjusted weight is discarded.

Extensions For the extensions where middle rows are elicited, the algorithm for finding optimized weights
does not change. For the ExtraBeta method, it does change slightly. As before, first, the optimal row weights
are determined on a row-by-row basis, starting with the best and worst row parameters using Equation (6.3).
The weights for these are then set to one and zero, after which the remaining row weights are determined in
the same fashion as was done for InterBeta.

The algorithm to find the parent weights and parent state weights are the same as for InterBeta.

6.2. RANKED NODES METHOD

The original version of the Ranked Nodes Method (RNM) uses trial and error to find fitting weights and a
variance parameter. The implementation of this method will be outlined in this section, alongside with the
implementation of an extended version. The extended version will be introduced in this section, and the
difference in implementation with the original version is discussed.

6.2.1. AUTORNM

The extended version of RNM proposed in this thesis does not depend on experts finding suitable weights
by trial and error, instead, these weights are optimized to fit a set of elicited rows. This explains the name
AutoRNM as RNM with automated weight determination. This version requires a set of elicited CPT rows as
input instead of weight and variance parameters. The suitable weight and variance parameters are then fit to
these elicited rows.

The algorithm that is used by AutoRNM is the same as is used for RNM to reconstruct previously elicited
(true) CPTs. The algorithm is discussed after the implementation section.

6.2.2. IMPLEMENTATION

For RNM, two methods are implemented in Python, the original version as described in Section 4.4.1, and Au-
toRNM. AutoRNM makes use of the original RNM implementation after finding optimal weights and variance
parameters.

Original RNM As input, the method requires a set of weights for the parent nodes, a variance parameter for
the entire child node distribution, and a weight function to be specified. In addition, a parameter p can be
specified which is the number of sample points that are used to calculate the CPT values.

The method starts by determining the state intervals of the parent nodes and the child node. As previously
described, a node with s states will be given state intervals [0, % , [%, % Ve [s;sl, 1], from the worst to the best
state. The intervals have an equal width with their union covering the unit interval.

Once the state intervals have been assigned, the method goes through all possible combinations of parent
node states. For each combination, p equidistant sample points z;  are taken from each parent node state
interval, so in total n- p sample points are necessary for each combination. The method then iterates through

the set of sample points {(z x, ---’Zn,k)}ZZl and calculates the mean values ;. using one of the Equations
(4.2), (4.3), (4.4), or (4.5). The values of the CPT are then calculated using Equation (4.6), which uses the
truncated normal distribution with the calculated means.

Once the CPT values have all been calculated, all zero values are replaced by 0.001 and the rows are nor-
malized such that they sum to one.

AutoRNM AutoRNM is implemented as an extension of the original RNM. For AutoRNM, no weights or
variance parameters are used as input, but instead, the method requires n + 1 or 2(n+ 1) CPT rows to be
elicited from experts. If the weight function is not known beforehand, the function requires 2(n +1) CPT
rows as input, with which all weight functions can be tested. If the weight function is known beforehand,
n+ 1 rows are enough as input. The method then uses an optimization method to find fitting weights, a
variance parameter, and a fitting weight function that can be used for the original RNM.
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The scenarios S, and Sy, are defined as:

Sa={(X1=x%1,.0, Xp=2Xn)|x; = xlTVi £k, X = xi},’c‘zl, (6.5)
Sp={(X1=xX1,.0, Xp=2n)|x; = x%\ﬁ £k, x; = xi}zzl. (6.6)
Sq is the set of scenarios where all parent nodes are in their best state except for parent node k, which is in its
worst state. Sy, is the set of scenarios where all parent nodes are in their worst state, but only node k is in its
best state. Additionally, define S}, to be the set S, plus the scenario where all parent nodes are in their best
state, and SZ the set containing S;, and the scenario where all parent nodes are in their worst state.
Then the input for the different weight functions is the following:
* WMEAN: S}, S7,or ST US;,
° WMIN: S},
* WMAX: S},
* MIXMINMAX: S}, S/, or S;US;.
The method then uses these elicited rows to find fitting weight and variance parameters. This optimization
algorithm is similar to the algorithm that is used to find optimal weights for the original RNM, which will be

described in the next section. The main difference is that, when the parameters are optimized, the perfor-
mance is measured only on the elicited rows instead of the full CPT.

Finally the extended RNM function uses the implementation of the original RNM to calculate the CPT.

6.2.3. ALGORITHM

The algorithm to find suitable weight and variance parameters starts by finding an initial value for the vari-
ance based on the Method of Moments. For each row of the true CPT, which is described by a multinomial
with s¢ values: (pi i, ..., Psc k), the mean (u) and the variance (0?) are calculated as follows:

3, b; - a;

= ik = 6.7)
i=1
Sc b a;

o?= 3 (=5 ) pig (6.8)
i=1

where [a;, b;] are the state intervals of the child node.

The next step is to find weight parameters. As described by Laitila and Virtanen, 2016, there are certain
interpretations of the weights linked to the state intervals. Let z = {z,...,z,} be a combination of sample
points of the parent node’s state intervals, and let z' = {z1,..., 2k + Az, ..., 2, } be the combination where only
the kth sample point is changed. Then for WMEAN, it is found that:

wNo Wi _ Ap
S e
Ljimiwj  Azg

which means that the normalized weight wkN can be approximated by using the difference in the mean be-
tween two combinations of parent states where only one state has changed. In the algorithm, the scenarios
Sq and Sy, in Equations (6.5) and (6.6) are compared to the scenario where all parent nodes are in their most
positive state (S}, S;;) and where all parent nodes are in their most negative state (S, S).

Let Sfl be the scenario where all parent nodes are in their most positive state, except for node 7, which is
in the most negative state. Similarly, SZ is defined such that only parent node i is in the most positive state.

The initial weight parameters can then be calculated in the following way:

s, — ki +lus- — kg |

2(Zmax - Zmin)

li/i = )
where Z,,4x — Zmin is the distance between the most positive and most negative state for parent node X;.

The state intervals for the most positive and most negative states are known to be [0, é) and [sigl ,1], the
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midpoints of each of these intervals are taken for Z,,;, and Z,,, respectively. Thus, the following values are
taken:

AT s, —pgi | +|ps. — pgi|

4 si S

~mm 2sc ) - W = + 5 b . (69)

Zmax :1_E s

Next, for weight function WMIN, let z; be such that:

1 n
—Z <zp, Vil=1,.,ml#]. (6.10)
ns

So, the sample point z; must be smaller or equal to the average of the combination of sample points that
describes the scenario, which in turn needs to be smaller or equal to all other sample points. If this condition
is attained, the following relationship exists:

Xj12j N
p-zi

w;=1+

To apply this relationship to find suitable initial weights for WMIN, the scenarios S, can be used, as these
match the condition in Equation (6.10). Then, the initial weights can then be calculated by:

R (SC_l)Zmax+Zmin_(sC_1)l~15i
wl:1+ — ﬂ,
Hgi = Zmin

where Z,,,;, and Z,, 4 are as in Equation (6.9).

Closely related to W MIN is the weight function WMAX, which needs z to be such that:

:\H

n
Z <z, Vi=1,.,nl#]. (6.11)

In this case, the sample point z; needs to be the largest instead of the smallest. If this condition is attained,
the following relationship exists:
np- Z?:l Zj

zZi—p
The scenarios Sy, are used, as these fulfill the condition of Equation (6.11). This leads to the following equation
to find initial weights for WM AX:

wi:1+

(SC - 1)I15i - (SC - 1)2max + Zmin
w;=1+ a~ ,
Zmin_,usé

where Z,,,;, and Z,,,4 are as in Equation (6.9).

Finally, for weight function MIXMINMAYX, the relative weights can be found by using the following:

WMIN = hax 2, {2} -minio, iz}

wmax =1—wmin.

{ _ maxi:l,.,,n{zi}_”

In this case, only one scenario would be enough to find weights, but to filter out any possible oddities (e.g.,
the effect of a dominant parent node), both sets of scenarios S, and S, can be used. So, the set of scenarios
that is used is S, = S4 U Sy, which means that for all scenarios the Z;,,, and Z,,;, remain the same. This
results in the following equation:

1 9 Zmax—, ,ustub
WMIN = 35¢ 24i=1 Zmax—Zmin’ (6.12)

wymax =1-wmin.
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Once both initial values are found for the variance and the weights, the feasibility is checked. If one of the
found initial weights for a weight function is negative, the weight function is declared to be infeasible. If the
weights are feasible, they are optimized using a grid search algorithm, in the same way as the parent weights
were optimized for InterBeta. After the optimized weights are found, the variance is optimized using a greedy
search algorithm. Iteratively, the variance is varied slightly, and only improvements in the KL-divergence are
accepted. The algorithm stops after a set number of iterations.

When weights are needed for the original RNM, the KL-divergence is measured between the constructed
CPT by RNM and the complete true CPT. For the extended version, the same process is used, but the KL-
divergence is only measured between the elicited rows of scenarios S;, Sj. Another main difference in the
optimization process for the two methods is that for the original method the weights are rounded to halves,
whereas for the extended version, this is not the case. This is done to emulate the real situation, where experts
are likely to not give more precise weights than halves.

6.3. FUNCTIONAL INTERPOLATION

The final CPT construction method that is included in this comparative study is Functional Interpolation.
Unlike the other two methods, this method only requires elicited CPT rows as input, which means that there
is no algorithm needed to find optimal parameters. In addition to the normal distribution which was the
distribution used in the paper by Podofillini et al., 2014, two other distributions are implemented, which are
introduced in the next section. The section goes on to discuss the implementation of the method in Python
based on the description in Section 4.6.

6.3.1. EXTENSIONS
In addition to the normal distribution, also the truncated normal distribution and the beta distribution will
be considered for the Functional Interpolation method. These two distributions are chosen because they
are used for RNM and InterBeta. The beta distribution should give more flexibility than either of the normal
distributions, as it can also represent bimodality. As for InterBeta, it is possible to interpolate the a, 8 or the
mean and variance of the beta distribution.

The implementation of the other distributions does not change much from the original method, other
than using different fitting methods to the elicited multinomials. These differences are highlighted in the
next section.

In addition to using different distributions, it is also possible to use parent weights, or even parent state
weights, like for InterBeta. This is not investigated in this thesis as Functional Interpolation is a method
that poses a relatively large burden on the experts.

6.3.2. IMPLEMENTATION

As previously mentioned, the Functional Interpolation method only requires elicited CPT rows as input. The
specific rows that need to be elicited are those where either all parent nodes are in their most positive state,
all are in their most negative state, or one of the scenarios in S, or S, as described for the extended RNM
in Equations (6.5) and (6.6). The remaining, unelicited, rows are then constructed in three steps: fitting a
distribution to the elicited rows, interpolating the found distribution parameters for the other rows, and then
discretizing the distributions with the interpolated parameters again.

The process for fitting the normal distribution is based on using the pdf instead of the cdf. For each elicited
CPT row, the assessments are given as a multinomial with each probability assigned to the rank of the child
state, so, the multinomial ( py i, ..., Ps.,k ) Wwould be corresponding to the values (1, ..., s¢). Using the method of
moments a mean and variance can be calculated. The normal distribution with the found mean and variance
can then be discretized by calculating the probability density at each value, which is then normalized such
that it sums to one. The mean and variance parameters are then optimized by minimizing the MSE between
the true CPT row and the discretized CPT row. In Figure 6.4 an example is shown for a child node with three
states. If the normal distribution was fit exactly, the pdf would go through each of the points perfectly.

As opposed to the normal distribution, the truncated normal and beta distribution are discretized based
on the cdf. For the truncated normal and beta distribution, it is assumed that the multinomial corresponds
to the intervals ([0, é), o [1- é, 1]). The distributions are then discretized by calculating the probabilities

P(a; < X < b;) for each interval [ a;, b; ), like in Figure 6.3. The parameters are then optimized by minimizing
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Figure 6.4: Example of a probability density function of a normal distribution fit to a multinomial (p1, p2, p3).

the KL-divergence between the discretized CPT row and the true CPT row.

After the parameters are found for the elicited rows, these are interpolated to find the parameters for the
remaining rows. Since the elicited rows are all combinations of the parent nodes being in one of their extreme
states, a hypercube can be used where the parameter values are located at each of the corners. Let the worst
state be zero and the best state be 1, then denote a distribution parameter by px,, . x,. Then pg o is the
parameter of the row where all parent nodes are in their most negative state.

For example, for n = 3 it would become:

P31, %25 = Po00 - (1=%1) - (1-%2) - (1-X3) +p1oo-X1-(1-%2) - (1-X3) +... + p111- X1 - %o - X3,

where ; = S’_l_rsw € [0,1] is the value for the state
x; of parent node i which has s; states in total. So, ev-
erywhere the data point has a 0 in the subscript, it corre-
sponds to a term (1 - X; ). Everywhere the data point has a Porr P
1 in the subscript it pairs with the term %;. For the three-
dimensional case, a visual representation of the interpola-

tion is shown in Figure 6.5. As for InterBeta, it is possible to Poos
interpolate the «,  or the mean and variance of the beta
distribution.

When the distribution parameters are determined for

each row, the CPT values are calculated by discretizing the
distributions as described in the first step. Thus, when the Prio
normal distribution is used we find that for row k:

p]()]

P(Xc = %G| (X1 = X100 X = X)) = f (Rank(x}); pr, 0%) .- Pt 7 o0

For the truncated normal and beta distribution, Equation

(6.1) or a similar version is used. Finally, any probabilities Figure 6.5: Visual guide for interpolation on a hypercube, ex-
equal to zero are replaced by 0.0001, then the found prob-  ample for three dimensional case.

abilities are normalized such that they sum to one.



PERFORMANCE OF CPT CONSTRUCTION
METHODS ON EXPERT-ELICITED CPTS

Each of the introduced methods and their extensions from Chapter 6 are used to reconstruct the fully elicited
CPTs of Chapter 5. This chapter will first treat each CPT construction method separately, where the results of
all extensions of each method are compared. The InterBeta section also contains an analysis of interpolated
beta distribution parameters on a row-by-row basis.

The section continues with a comparison of the results of all three CPT construction methods applied to
the fully elicited CPTs. This comparison will not only assess the performance in terms of accuracy but also in
terms of the burden each method places on experts.

7.1. INTERBETA

In this section, for each version of InterBeta, the different choices for the mean function and parameters that
are interpolated are compared. Either the a/f or the mean/variance of the Beta distribution are interpolated
using one of the following mean functions: arithmetic, geometric, shifted geometric, or harmonic. First, the
original InterBeta method will be discussed, after which the variation where also the middle rows are elicited
is analyzed and finally results of ExtraBeta are presented.

ORIGINAL INTERBETA

To start, Figures 7.1 to 7.4 show the mean KL-divergence between the constructed CPT and the fully elicited
(true) CPT for the best and worst, parent weights, parent state weights and row weights versions of Inter-
Beta. In Table C.2, the KL-divergence and percentage of agreement are given for each best-performing mean
function and set of interpolation parameters.

It is noteworthy that for each version of InterBeta that requires more specific weights as input, the perfor-
mance improves. For each version with more input parameters, these can be chosen such that the resulting
row weights are equal to the row weights determined by a version requiring fewer weight parameters. Thus,
the following holds:

DKL(CPwa ” CPTtrue) 2 DKL(CPpr H CPTtrue) 2 DKL(CPTsw H CPTtrue) 2 DKL(CPTrw H CPTtrue),

where bw is best and worst, pw is parent weights, sw is parent state weights, and r w denotes the row weights
version of InterBeta. Since this relationship is known beforehand, the question is not which version of Inter-
Beta is the best. Instead, the relative improvement between each version with respect to the expert burden
is of interest. This question will be revisited in Section 7.4. The other remaining topic of interest is which
mean function performs best, in combination with which set of interpolation parameters. This topic has
been addressed previously, by comparing the arithmetic mean and geometric mean (Barons et al., 2022). In
this section, the topic will be revisited, where the shifted geometric mean and harmonic mean are taken into
consideration as well.

First, consider the best and worst version, as shown in Figure 7.1. For all three BNs: Pollinator Abundance,
Food Security, and Polar Bears; a clear difference can be seen between using the different mean functions.

59
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In most cases, the arithmetic or shifted geometric mean performs the best, which could have been expected
when Figure 6.2 is considered. For the Polar Bears BN, it also becomes clear that it is better to interpolate the
a/p than the mean/variance. This difference is less significant for the Pollinator Abundance CPT and Food
Security CPT.

The results of the parent weights version of InterBeta are presented in Figure 7.2. In this case, n extra param-
eters are added as input, which is the number of parent nodes. The performance results have not changed
much from the best and worst version. For the Pollinator Abundance BN, it remains clear that the geometric
mean and harmonic mean perform the worst. But the difference between the shifted geometric mean and
arithmetic mean, and interpolating the a/f versus the mean/variance remains very small. A little more has
changed for the Food Security CPTs, where the arithmetic mean started outperforming the shifted geometric
mean. For the Polar Bears BN, the preference for interpolating the a/8 remains. There is a slightly larger
improvement for the arithmetic mean than for the shifted geometric mean. In general, the arithmetic mean
and shifted geometric mean, where the a, §§ are interpolated, remain the best-performing combinations.

Now focusing on the performance of the state weights, see Figure 7.3. Since the parent nodes in the Polli-
nator Abundance CPT do not contain more than two states, the results are equal to the results of the parent
weights version. For the Food security BN there is one parent node with three states, which means that there
is one extra parameter as input for the parent state weights in comparison to the parent weights. This has
had the most significant effect on expert E, where arithmetic mean with a/f interpolation started perform-
ing significantly better. For the Polar Bears BN, the performance change is case dependent. There is no clear
pattern to what characteristics of a CPT constitutes to the largest improvement in performance. Still, for most
cases, the arithmetic or shifted geometric mean with a/f interpolation performs the best. The performance
of these two combinations is very similar for most CPTs. Only for three CPTs, the arithmetic mean using the
mean/variance as interpolation parameters comes out the best.

Finally, the performance of the row weights version is analyzed, see Figure 7.4. First note that the order of
magnitude of the y-axis has decreased significantly for this method. The type of mean function no longer has
an influence on the performance, as the row weights are pre-determined. The performance differences that
are visible are likely due to fitting errors, resulting from fitting the beta distribution to the best and worst CPT
rows. As the other CPT rows are calculated, these fitting errors are propagated. The choice of interpolation
parameters remains an influence on the performance results. There is no clear "winner". However, for the
larger CPTs included in the Polar Bears BN, which have at least 81 values, interpolating the a, 8 shows better
results than interpolating the mean and variance. For the smaller CPTs, the best-performing set of interpola-
tion parameters alternates between being a/f and mean/variance.

In general, there seems to be a preference for using either the arithmetic mean or shifted geometric mean.
When the best and worst version is used, there is a clear preference to interpolating the a, 8, but as the Inter-
Beta version becomes more flexible with more parameters, this slightly better performance fades. So, overall,
it can be noted that the performance of the mean function and the interpolated parameters depends on the
CPT. So this leads to the questions:

* When is it better to use the arithmetic mean or the shifted geometric mean?
* When is it better to interpolate the a, § or the mean and variance?

In Section 7.1.1 a first attempt to answer these questions is made. A closer look is taken at the parameters of
the beta distribution for each separate CPT row and what the effect is of interpolation between the param-
eters of the best and worst row. This will also help to showcase why the variations of InterBeta perform so
differently.
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INTERBETA WITH MIDDLE ROWS ELICITED

When comparing the different mean functions and interpolation parameters for InterBeta with elicited mid-
dle rows, the differences become less clear. Figure 7.6 contains the performance in terms of the mean KL-
divergence. In this case, the performance is only given for the Polar Bears BN, as both the Food Security and
Bee Abundance CPTs do not contain middle rows as defined in Section 6.1.2. In Table C.3 also the scores of
the best-performing mean function in combination with interpolation parameters are given in terms of the
mean KL-divergence and the percentage of agreement.

For the best, worst and mid version in Figure 7.6a, the arithmetic and shifted geometric mean, where the
mean/variance are interpolated, perform best for the CPTs having more than 81 values. For the smaller CPTs,
there is not one type that performs significantly better than the others. What is remarkable, is that using the
arithmetic mean or shifted geometric mean with a/§ interpolation performs significantly worse, even though
it performed the best for the original InterBeta.

For the parent weights version and parent state weights version in Figures 7.6b and 7.6¢, a division has
grown between using the different types of mean functions. This is mostly clear for the larger CPTs, where
the arithmetic mean and the shifted geometric mean are once again the favorites. As before, there is no clear
better choice between what parameters to interpolate, which holds for all CPTs.

However, for the row weights version in Figure 7.6d, it does become clear what parameters are best to be
interpolated. For all CPTs, interpolating the a/f performs better than interpolating the mean/variance. As
was the case for the original InterBeta with row weights, there is no significant difference between the mean
functions, which is because these do not play a role in determining the row weights in this case.

COMPARISON OF INTERBETA WITH OR WITHOUT ELICITED MIDDLE ROWS

After discussing the original InterBeta and InterBeta with elicited middle rows separately, their performance is
further compared. For each application of an InterBeta version, the mean function and interpolation param-
eters are chosen that have the best performance in terms of the mean KL-divergence. For a full comparison
of the performances of all Polar Bear CPTs, see Figure C.1 in the Appendices. In this section, three CPTs are
focused on: Ice, Recr, and MrnPry; of which the results are shown in Figure 7.5.

For each of the three CPTs, the best and worst (and mid) version is better for the original InterBeta than
the extended version with elicited middle rows. For Ice and Recr, the same can be seen for the parent weights,
state weights, and row weights versions. However, this is not the case for TerrPry, for which the elicited middle
rows do improve the performance of these versions.

In general, when all CPTs are taken into account of the Polar Bears BN it becomes clear that in most cases
it is better to use the original InterBeta method and to not increase the complexity with extra elicited rows.
Especially when considering the difference in performance between the best and worst (and mid) versions,
eliciting middle rows is not beneficial. For two of the CPTs, the elicited middle rows do improve performance
when the parent weights or state weights versions are used. Only the row weights version of InterBeta with
elicited middle rows outperforms the original InterBeta regularly. This is the case for more than half of the
CPTs but at a cost of a significantly increased expert burden.

Interbeta versus InterBeta with mids elicited (Polar Bears)
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BN best and worst

1.4 4 BN parent weights

B state weights
row weights
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067 state weights
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mean KL-divergence

Ice TerrPry Recr

Figure 7.5: Comparison of the KL-divergence of all original InterBeta versions versus all InterBeta versions where the middle rows are
elicited as well, for the three CPTs of the Polar Bears BN: Ice, Recr, and TerrPry. With optimally chosen mean function and interpolation
parameters.
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EXTRABETA

The final extension to InterBeta that is tested is ExtraBeta. ExtraBeta will be applied using the arithmetic mean
and the shifted geometric mean. The arithmetic mean results are the main focus and the shifted geometric
mean results can be found in Appendix C. As the geometric and harmonic means were found unsuitable
for InterBeta in the previous section, and the foundation of ExtraBeta is the same as that of InterBeta, these
means are not considered. Additionally, the interpolation parameters are fixed to the a and .

For each CPT of Table 5.1 alist of potential combinations of 'good rows’ and "'bad rows’ is made, that follow
the restrictions as stated in Section 6.1.2. Thus, the default weight of a good row is larger than 0.5, and for a
bad row, this is less than 0.5. In addition, for each combination, the mean of the good row must be strictly
larger than the mean of the bad row. Then, each potential combination of a good and bad row is used as input
for ExtraBeta. Some of the main results of ExtraBeta for different input rows are given in this section, starting
with the results for the Pollinator Abundance BN.

Pollinator Abundance For the first CPT, there are sixteen potential combinations of good and bad rows
that are tested for each expert’s assessments. In Figure 7.7 the results of applying ExtraBeta to reconstruct
all experts’ CPTs are shown in one graph. The performance measured in terms of the mean KL-divergence
is presented against the absolute difference between the means of the input good and bad rows. The orange
dots represent the results of InterBeta, which is equal to having the best and worst row as input for ExtraBeta.
The yellow dots are all results for which either the best row is included in the input or the worst row, the blue
dots are the results when the best and worst row are not used.

The results when using the shifted geometric mean instead of the arithmetic mean are shown in Figure
C.2 in Appendix C. The figure is very similar to Figure 7.7, thus the following remarks hold for both mean
functions.

There seems to be a trend, that as the difference of the means of the good and bad row gets larger, the
performance improves. This is mainly clear for the parent weights version, for the best and worst version
this trend is also visible to a lesser extent. For all versions, there are many combinations of input rows that
don’t include the best or worst row which perform as good as, or even better than, InterBeta. When the row
weights version is considered, there exists little difference in performance between using different input rows.
Especially when the difference in mean is larger than 0.2 there are no significant performance differences.
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Best and worst Parent weights Row weights

KL-divergence
° o
= i~
G S

o

=

o
T

o

°

&
-

0,00 > > {0 San® @oe 8on e oo

000 005 010 015 020 025 030 035 040 000 005 010 015 020 025 030 035 040 000 005 010 015 020 025 030 035 040

difference in mean between elicited multinomials

Figure 7.7: Results of reconstructing Pollinator Abundance CPTs using ExtraBeta (arithmetic, a/8) with all potential combinations of
good and bad rows as input. Including the InterBeta results (orange), the results when either the best row or the worst row is included as
input (yellow), and the results when the best and worst row are both not used (blue).

Food Security For each of the Food Security CPTs, there are 25 combinations of good and bad rows. The
results of using ExtraBeta are shown in Figure 7.8, using the same format as the Pollinator Abundance results.
The performance results of ExtraBeta using the shifted geometric mean are shown in Appendix C, in Figure
C.3. In this case there is an even more clear trend visible, as the distance between the means grows, the
performance of ExtraBeta improves. For the parent weights, state weights, and row weights versions; an
elbow is visible in the graph when the difference between the means of the elicited multinomials is equal to
0.25. The effect of using the best or worst row as input is less large than was seen for the Pollinator Abundance
CPTs.
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ExtraBeta results using the arithmetic mean (Food Security)
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Figure 7.8: Results of reconstructing Food Security CPTs using ExtraBeta (arithmetic, @/f) with all potential combinations of good and
bad rows as input. Including the InterBeta results (orange), the results when either the best row or the worst row is included as input
(yellow), and the results when the best and worst row are both not used (blue).

Therefore, in addition to marking the results based on whether or not the best or worst row was included
as input for ExtraBeta, the results are also colored based on what state the dominant parent is in. As stated
in Section 5, it was found that the equivalised income has the largest influence on the child node'. In Figure
7.9, the same results as in Figure 7.8 are shown, but with a different type of coloring. In this case, the dots are
colored green for which the equivalised income is in its best state for the good row and in its worst state for
the bad row. The same type of plot for the shifted geometric mean is shown in Figure C.4 in Appendix C.

There is a visible distinction in performance. If the dominating parent is fixed to the extreme states as
input for ExtraBeta, the performance is in general better than using other rows. Especially for the parent,
state, and row weights versions of ExtraBeta, the performance is close to InterBeta when fixing the dominant
parent. This is mainly due to the fact that fixing the dominant parent to its extremes states makes sure that the
input rows are significantly different scenarios, which has the results that the difference between the input
row-means is relatively large.
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Figure 7.9: Results of reconstructing Security CPTs using ExtraBeta (arithmetic, a/f) with all potential combinations of good and bad
rows as input. Including the InterBeta results (orange), the results when the good row has equivalised income in its best state and for the
bad row equivalised income s in its worst state (green), and the results for remaining combinations (blue).

Polar Bears The final set of elicited CPTs that ExtraBeta is tested on is part of the Polar Bears BN. Four of the
Polar Bear CPTs are not considered as they were too large to test all possible input row combinations within
a reasonable time, these CPTs each have more than 144 values. The results of reconstructing all considered
CPTs of the Polar Bears BN can be found in Appendix C in Figure C.5 and C.6 for the arithmetic mean, and
in Figures C.7 and C.8 for the shifted geometric mean. Three of the CPTs are chosen, each with a dominant
parent node. The ExtraBeta reconstruction results of these three CPTs are shown in Figure 7.10.

As was found for the Pollinator Abundance and Food Security CPTs, there is a negative trend for the
mean KL-divergence as the mean between the input rows becomes larger. As more weights are added to
the method, the mean KL-divergence decreases for all combinations of input rows. Focusing on the parent
and state weights results of ExtraBeta on the SASur CPT, the performance of ExtraBeta starts to plateau when
the mean difference of the input row becomes larger than 0.5. For the row weights versions, this already hap-

I This is supported by the weights that are found for the parent weights version of InterBeta when applied to the Food Security CPTs as
shown in Figure 8.1b.
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pens for a mean difference of 0.2. For the TerrPry and Recr CPTs, the trend only starts to degrade when the
state weights or row weights versions are considered.

When the dominant parent node is set to the best state for the good row and to its worst state for the bad
row (as shown by the green dots) a relatively large difference between the input row means is guaranteed.
As a result, the ExtraBeta results of setting the dominating parent to its extreme states for the input rows are
close to the InterBeta results. For the Recr CPT, the results are extremely close, which is due to the parent
being fully dominant. When a fully dominant parent is in its best state, the child node distribution is equal to
that of the best row, and when it is in its worst state, the child node distribution is equal to that of the worst
row. As weights are added to the ExtraBeta and InterBeta methods, the difference in performance decreases
considerably.
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Figure 7.10: Results of reconstructing three Polar Bears CPTs using ExtraBeta (arithmetic, &/f) with all potential combinations of good
and bad rows as input. Including the InterBeta results (orange), the results of the dominant parent node fixed to its best and worst state
for the good and bad row respectively (green), and the results for the remaining combinations (blue).

In general, for part of the good and bad input rows of ExtraBeta, the results are very similar to the results of
InterBeta. In some cases, the performance of ExtraBeta is even better than InterBeta, but at the cost of an
increased elicitation burden. The elicitation burden is increased due to experts having to choose the to-be-
elicited rows themselves. To increase the likelihood of experts selecting rows as input that perform similar
to, or better than, InterBeta, the difference between the means of the input rows should be chosen as large
as possible. In an elicitation, experts should therefore be guided in the row-selection process. For instance,
when a dominating parent is present, it was found to be good practice to set this to the extreme states. This
particular method will be revisited in Chapter 8, where the idea is tested on simulated CPTs.

7.1.1. ROW-BY-ROW BETA PARAMETERS

As a final analysis of InterBeta applied to the CPTs from Table 5.1, the child node distribution at an individual
row level is considered. For each of the CPTs beta distributions are fit to the separate CPT rows using the same
method as was used to fit the best and worst row of the InterBeta method. The found parameters can then be
plotted and compared, to see what are the effects of interpolating parameters.

To study the calculated parameters by InterBeta, which depend on what parameters are interpolated be-
tween, the interpolation curves between the best and worst rows are plotted for each CPT. This is done for
both the a, f and the mean and variance in side-by-side graphs. Note that these parameters relate to each
other by Equation (4.9), so each point in the /g graph pairs with a point in the mean/variance graph. Finally,
the fitted beta distribution parameters for each separate row can be compared with the interpolation curves.
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The three expert-elicited BNs are each treated separately, starting with the Pollinator Abundance BN.

POLLINATOR ABUNDANCE
For experts A and ], fitted beta distributions to their elicitations are shown in Figure 7.11a. For a full overview
of all experts see Figure C.9a and C.9b in the Appendices. In the figures, each dot represents the parameters
of a fitted child node distribution to one CPT row, the lines show the interpolation line between the best and
worst row, for the a, § in blue and for the mean, variance in red. So, all of the parameters of the constructed
CPT rows by InterBeta lie on these lines, the exact positioning depends on the weight parameters.

If the a, B are interpolated, the corresponding blue curve for the mean and variance looks concave, with
a higher variance for intermediate rows. For the elicited CPTs, the variance obtained by interpolating a/p is
always higher than when the mean and variance are interpolated. This idea was further tested in Appendix
B.2, where it was found that the variance is not always concave. However, in almost all cases, the variance
curve obtained by interpolating a/f lays above the linearly interpolated variance. For all experts, there is at
most one fitted mean/variance parameter point that lies under the interpolation line between the best and
worst row, and thus most lie above. This could suggest that a concave relationship between the mean and
variance is most fitting. The best-case scenario would be for one of the interpolation curves to go through all
scattered CPT row parameter points. Although this was not always found in practice, interpolating the «,
does come a little closer to reaching the true fitted parameters.

Figure 7.11b shows all of the fitted beta distributions to all CPT rows of all experts in one graph. There is a
clear trend visible for the mean and variance, where the variance looks to have a quadratic relationship with
respect to the mean, or, at least there seems to be a higher variance for the intermediate rows than for the
best and worst row. For the a, § parameters, some sort of rotated quadratic relationship can be seen.
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(a) Fitted beta distribution parameters for each CPT row for Experts A and I, including
the interpolation line for a, § (blue) and for the mean and variance (red).
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all elicitations in one figure.

Figure 7.11: Overview of fitted beta distribution parameters to the elicited Pollinator Abundance CPT rows.

FOOD SECURITY

Similar to the pollinator abundance overview, two elicited CPTs are selected for further investigation. Figure
7.12a contains the fitted beta distribution parameters for experts A and E, and the full overview can be seen
in the Appendices in Figures C.10a and C.10b. Once again, the curves show the interpolation lines that are
used by InterBeta to determine the beta distribution parameters. For both experts, the blue line, representing
the linear interpolation of the «, §, fits the fitted parameter points better than the red line. The mean and
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variance do not seem to have a linear relationship but rather a relationship approximating a concave one, as
was found for the Pollinator Abundance case. Most of the fitted mean/variance parameter points are above
the linear interpolation line between the best and worst row.

When all of the fitted beta distributions of all experts are considered at once, like in Figure 7.12b, there
are no immediately visible relationships present. Most of the experts agree on a mean close to one and a low
variance for the worst row, which can be seen in the graph from a large density of points close to a mean of
one and a variance of 0.02. For the best row, the experts’ means lie closer to 0.5 and are more spread out. This
might be part of the reason there is no clear relationship, as the mean does not cover the complete range of

(0,1).
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Figure 7.12: Overview of fitted beta distribution parameters to the elicited Food Security CPT rows.

POLAR BEARS

For the Polar Bears BN, there is more variability, as the included CPTs are each modeling different concepts.
For a selection of CPTs the fitted beta distribution parameters are scattered in Figure 7.13, for the full overview,
see Figures C.11a and C.11b. Not only the interpolation lines between the best and worst row parameters are
shown, but also the line for the middle rows is included. In this case, the interpolation line of the mean and
variance resulted in a curve for the a, 8 that contains values a >> 100, § >> 100, which would have made the
graphs unreadable and it is thus left out.

A quick look would suggest that the piecewise interpolation curves of the InterBeta version with middle
rows elicited fit the points better than the original InterBeta which only relies on the best and worst row.
However, it was previously found that, in general, InterBeta with elicited middle rows does not perform better
than the original InterBeta. One potential cause is the lowered variance for the intermediate rows. The elicited
middle rows of the Polar Bears BN have a variance close to zero, which also forces the variance of the other
intermediate rows to be smaller than when this middle row is not used. So although more CPT rows are
approximated more closely, also more CPT rows are approximated worse.

For most of the specified CPTs included in the Polar Bears network, the best and worst rows have a vari-
ance close to zero and a mean close to one or zero, respectively. This leads to the interpolation curves being
very similar for each CPT, each having an approximate maximum variance of around 0.03. All intermediate
rows have a variance that is larger than the best/worst row.
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Figure 7.13: Fitted beta distribution parameters for each CPT row for CPTs MrnPry, TerrPry, and CumPop, including the interpolation
line for a, B between the best and worst row (blue) and between the best, worst and middle rows (green).

7.2. RNM

Following InterBeta and all its versions and extensions, RNM and AutoRNM are applied to reconstruct all
CPTs included in Table 5.1. Although not all of the CPTs conform to the criteria of RNM, the methods are im-
plemented in such a way that this does not hinder the CPT construction. The Household Food Security CPT
and nine out of sixteen of the Polar Bear network CPTs do not have an equal number of states for all parent
nodes and the child node. This means that Proposition 4.4.1 cannot be attained for 16 out of 34 CPTs. The
remaining CPTs do have an equal number of states for all parents and the child node, in addition, the elicited
CPT values conform to Proposition 4.4.1.

In Figure 7.14 the performance results are shown for both RNM versions, where the performance is measured
in terms of the mean KL-divergence. Table C.1, in Appendix C, also contains these results in addition to
the percentage of agreement between the constructed CPT and the fully elicited CPT. For all of the included
results of AutoRNM, the set of elicited rows that were used as input was S}, U S7, as defined by Equations (6.5)
and (6.6).

The Figure shows that both versions have similar performance. For the Pollinator Abundance CPTs, Au-
toRNM performs slightly better than RNM for all experts apart from expert E This can be explained by the
fact that the elicited rows cover all of the CPT, so the full CPT was used as input. Thus, the weights could be
optimized based on the full CPT, without the restriction of having rounded weights, which is a perk over the
original RNM. The reason why AutoRNM does not always perform better when constructing Pollinator Abun-
dance CPTs is likely the imperfect weight optimization. The method uses a greedy search algorithm with 1000
iterations, in comparison to a grid search which is used for finding optimized weights for RNM.

Also for the other BNs, AutoRNM can outperform RNM, even though the weights are optimized using less
data. The cause for AutoRNM’s better performance for certain CPTs is that the weight and variance param-
eters are not rounded, whereas for the original version, the weight parameters are rounded to the nearest
half and the variance is rounded to four decimals since it cannot be expected from experts to be more precise
than that. This allows the two versions of RNM to be compared in a more realistic manner. This highlights the
benefits of AutoRNM, as it gives an alternative to eliciting weights and is able to choose more precise weights.

In general, for most of the CPTs, there exists little difference between the performance of RNM and Au-
toRNM.The average absolute difference in KL-divergence is 0.028 for the Polar Bears BN, 0.019 for the Food
Security BN, and 0.001 for the Pollinator Abundance BN. The maximal absolute difference is found to be 0.068
for the Polar Bear Ice CPT. Comparing the difference in the percentage of agreement is similar, with an aver-
age difference between the original and extended version of 4.4% for the Polar Bears BN, 13.1% for the Food
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Figure 7.14: Mean KL-divergences of constructed CPTs using the original Ranked Nodes Method versus the extended version.

Security BN, and 3.4% for the Pollinator Abundance BN. A maximal difference of 25% is found for the Polar
Bear Mrn CPT and experts C and E of the Food Security CPT.

The Polar Bear CPTs are ordered by the number of values in the CPT, with PrimPrey being the smallest and
Ice the largest. There is no clear trend visible of how the performance changes when CPTs become larger.

In general there is not one version that performs better for

every CPT. This malnly shows that optimizing the Welght 5 Input parameters needed for original vs. extended RNM
and variance parameters based on only the extreme sce- i
narios, where weights are not rounded to halves, is not al- T2

ways inferior to optimizing based on the full CPT. Thus,
the main difference is in the number and type of parame-
ters that are needed as input.

In most cases, the original RNM requires fewer param-
eters to be elicited than AutoRNM. Although, for RNM trial
and error is used to find appropriate weights, even when
multiple trials are required, RNM still needs fewer param-

SRS

number of child node states
w

eters than AutoRNM. Let 7 be the number of trials needed extended RNM uses less parameters
to find weights for RNM, then AutoRNM requires less pa- )
rameters if: 1 2 3 i 5 6 7 8 s 10

number of parent nodes

2+2ns.<2n+2+7(n+1), Figure 7.15: Number of child node states and parent nodes in

2n+1 ( n+1 ) a BN such that the original RNM and extended RNM require
SeL—MmMmm88™, an equal amount of input parameters, in case the original
2n RNM requires 2 trials to find suitable weights.

where n is the number of parent nodes. The graph of this

inequality is shown in Figure 7.15 for 7 = 2. In Appendix C a more detailed version with a graph for multi-
ple values of 7 can be found in Figure C.13. Assuming that the elicitation burden is equal for the different
types of parameters, and the child node has two states, it is less burdensome for the experts to use AutoRNM.
However, when the child node has more than two states, the original version requires fewer parameters to be
elicited, assuming the parameters are found in two trials.
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In Section 7.4 both RNM and AutoRNM will once again be compared, together with InterBeta and Functional
Interpolation, but then also in relation to the burden.

7.3. FUNCTIONAL INTERPOLATION

The results of using the Functional Interpolation method to construct CPTs are shown in Figure 7.16, and the
exact values are also shown in Table C.1 in Appendix C. First, note that the y-axis of the Pollinator Abundance
graph is in the order of 1e — 7, which makes the difference between the different distributions very small.
For those CPTs the performance is very good, as the KL-divergence is close to zero. This is because, for the
Pollinator Abundance CPTs, the entire CPT was used as input. Thus the only cause for the KL-divergence
not to be equal to zero is the distributions not exactly fitting to the elicited multinomials. The main result
from the application of the Functional Interpolation method to the Pollinator Abundance CPTs is that the
truncated normal distributions cannot be fit to the CPT rows as accurately as the other distributions.

Moving on to the Food Security BN, once again the truncated normal does not perform the best. For these
CPTs, the beta distribution seems to be the best choice. In this case, a partially elicited CPT is used as input,
but a significant part is used, only four out of twelve elicited CPT rows are not used as input. There is also little
difference to be found between interpolating the «, f or mean and variance of the beta distribution. This may
also be explained by the low number of CPT rows that need to be calculated based on interpolation.

The real differences are starting to show for the CPTs in the Polar Bears BN. For each of the included CPTs
at most 44% of the elicited CPT is used as input, which means that the CPT construction relies more on inter-
polated parameters than when applied to the Pollinator Abundance or Food Security CPTs. For most CPTs,
the truncated normal distribution is once again the least good option, and the beta distribution where the
mean and variance are interpolated is often the best option. Only for the Recr CPT, the results of the beta
distribution with mean/variance interpolation are drastically worse.
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Figure 7.16: Mean KL-divergences of constructed CPTs using the Functional Interpolation method with different probability distribu-
tions.

Using the Functional Interpolation method with the beta distribution is very similar to InterBeta, the only
difference being that there are no weights that are specified and more than just the mean and worst row is
elicited. It would be possible to also elicit weights for the Functional Interpolation method, but since the
elicitation load is already significantly higher than for InterBeta, this would only be good practice for large
CPTs with nodes that contain many states. In that case, both parent weights and parent state weights would
be options to consider. Row weights are not applicable, as the interpolation is in a hypercube and not on a
curve.
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The results of using Functional Interpolation to reconstruct CPTs have shown that the beta distribution is a
better fitting distribution than the normal and truncated normal distributions. To substantiate this finding,
the three distributions are fit to all CPT rows individually as well. The multinomials that are derived from the
discretized distributions are then once again compared to the original CPT rows. The results can be seen in
Figure 7.17. For each of the BNs, the beta distribution has the lowest KL-divergence, which is significantly
lower than the fitting errors found for the normal and truncated normal distribution. The difference between
the normal and the truncated normal distribution depends on the BN. For the Food Security BN, the nor-
mal distribution fits the worst by far. For the other BNs, the truncated normal distribution has the highest
error. These results highlight that the beta distribution is the best-fitting distribution when used to represent
multinomials.
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Figure 7.17: Fitting error of the normal, truncated normal, and beta distribution over the CPT rows of all CPTs in Table 5.1, in terms of
the KL-divergence.

7.4. COMPARISON

In this section, the performance (as measured by the KL-divergence) results of InterBeta, RNM, AutoRNM,
and Functional Interpolation will be compared, both in terms of accuracy and elicitation burden. The results
of ExtraBeta are left out of this comparison, as there are too many combinations of input parameters that
were tested. The ExtraBeta results are comparable to the InterBeta results for certain input rows, but with an
elicitation burden that is increased with two parameters, as shown in Section 7.1.

The results for InterBeta and InterBeta with middle rows elicited are shown for all four versions: best
and worst, parent weights, parent state weights, and row weights, where the best-performing mean function
and interpolation parameters are used. Both RNM and AutoRNM are included in the comparison, and for
Functional Interpolation, only the best-performing distribution is taken. A full overview of the results for all
CPTs can be seen in Figure C.12, alongside the Tables C.1, to C.3 in Appendix C. Only a selection of CPTs is
chosen to be discussed in more detail.

Figure 7.18 shows the results for four of the fully elicited CPTs, two CPTs are part of the Polar Bears network:
Ice and Recr. The other two CPTs are the PWDM decision maker’s results for Food Security and the EWDM
CPT for the Pollinator Abundance BN. Starting with the Ice CPT on the top left, which is the largest CPT
that is included in this study. Overall, InterBeta with row weights has the lowest mean KL-divergence, but
also requires 78 parameters to be elicited. The original InterBeta using only the best and worst row already
outperforms RNM, AutoRNM and Functional Interpolation whilst requiring fewer parameters as input. Also
eliciting parent weights decreases the KL-divergence by almost 30%, but this decrease flattens when the par-
ent state weights are elicited, with only roughly an 8% decrease compared to the parent weights. Therefore,
InterBeta with parent weights is a good choice, that can reduce the number of parameters that need to be
elicited with 96%.

Similar results are obtained for the Recr CPT, where the original InterBeta has relatively good performance
whilst requiring the least amount of parameters. InterBeta with mids elicited and row weights has the overall
best performance but needs almost half of the CPT size as input. The mean KL-divergence of RNM is in
between the parent weights and parent state weights version of InterBeta.

For the EWDM of the Food Security CPT, InterBeta outperforms RNM with all versions. Then using parent
weights improves the performance significantly. There is little added value to using parent state weights or
even row weights. Similar results are found for the experts A-E for Food Security, considering both perfor-
mance and required input, the parent weights or parent state weights options are the best.




74 7. PERFORMANCE OF CPT CONSTRUCTION METHODS ON EXPERT-ELICITED CPTS

Polar bears Ice (288) Polar bears Recr (48)

0.41

0.24

10 20 30 2 50 650 70 80 8 10 I 12 16 18 20 2 24
Food security PWDM (48) Pollinator abundance EWDM (16)

0.200 +

performance

01754 0.0150

0.150 0.0125

01251 0.0100

0.100 4
0.0075 4
0.075 4

0.0050 4
0.050

0.025 4 T T 0.0025 I
0.000 0.0000

10 15 20 25 30 4 6 8 10 12 14 16

number of parameters

» RNM e InterBeta state weights InterBeta mid state weights
AutoRNM InterBeta row weights InterBeta mid row weights

e InterBeta best and worst e InterBeta mid best worst and mid Functional Interpolation

e InterBeta parent weights e InterBeta mid parent weights

Figure 7.18: Comparison of the KL-divergence between four elicited CPTs and constructed CPTs for the following methods: InterBeta,
RNM, and Functional Interpolation.

Finally, for the Pollinator Abundance CPTs, it is found that both InterBeta with row weights and Func-
tional Interpolation can reconstruct the CPT with a KL divergence smaller than 10™* and a percentage of
agreement score of 100%. This comes as no surprise for the Functional Interpolation method as it requires
the full CPT as input. InterBeta with row weights needs almost 2/3 of the CPT size as input. Note that the
scale of the mean KL-divergence is in the order of 1072 which means that all methods perform relatively well.
Even InterBeta using only the best and worst row, which requires only four parameters to be elicited, has a
mean KL-divergence of less than 0.055 for all experts’ assessments A-]J.

Finally, comparing the overall performances of the CPT construction methods, InterBeta is in general the best
choice. The method offers the most flexibility with the different versions. In general, the parent weights ver-
sion provides a significant improvement over the best and worst version, with only a relatively small burden
increase. The state weights or row weights versions do provide even better performances, but this comes at a
relatively high cost.

The next best-performing method seems to be Functional Interpolation. In many cases, it performs sim-
ilarly to the row weights version of InterBeta. For BNs where the parent nodes have more than three states,
the Functional Interpolation method requires fewer parameters to be elicited in all cases but one. Especially
if experts are more comfortable in assessing probabilities or relative frequencies than assigning weights to
rows, Functional Interpolation should be chosen over InterBeta with row weights.

7.5. CONCLUSION AND DISCUSSION

For the InterBeta method, it was found that using the arithmetic mean or the shifted geometric mean yielded
the best results. The performance difference between interpolating the a/f or the mean/variance is small,
but in general in favor of the a/B. This is later also supported by the fact that linearly interpolating the /8
almost always results in a non-linear variance curve that lies above the linearly interpolated variance, as
shown in Appendix B.2. This was in line with the variances found for the individual rows of the fully elicited
CPTs.

The variation of InterBeta where additional middle rows are elicited, did not show to be promising for all
CPTs. The best and worst version of the original InterBeta outperformed InterBeta with elicited middle rows,
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for all Polar Bears CPTs. In two out of the sixteen Polar Bear CPTs, the parent and state weights versions of In-
terBeta with elicited middle rows performed better than the original InterBeta method. Due to the significant
increase in elicitation burden and the mediocre CPT reconstruction performance of eliciting middle rows,
this is not recommended. In future work, it could be investigated whether eliciting other types of middle
rows helps improve the method, for example, the rows that the Functional Interpolation method uses.

The ExtraBeta variation did have promising results. For several combinations of input CPT rows, that were
not equal to the best and worst row, the original CPT can be reconstructed at least as good as by InterBeta. It
was found that the larger the distance between the means of the input CPT rows, the smaller the mean KL-
divergence between the constructed and true CPT. If there is a dominant parent node, that has a significantly
larger influence on the child node distribution than the other parent nodes, fixing this node to the best state
for one input row and to its worst state for the other forces a large difference between the CPT row means.
This results in a lower KL-divergence.

The next method that was included in the comparison is the Ranked Nodes Method (RNM) and the extended
version, AutoRNM. The main conclusion that can be drawn is that in most cases there is no significant differ-
ence between both versions of RNM. Thus the main difference is the elicitation burden. If experts are more
comfortable giving weights to parent nodes and finding a CPT using trial and error, the original RNM version
is the better choice. Otherwise, if experts are more comfortable in assessing probabilities or relative frequen-
cies, the extended version is recommended.

The final model included in the comparison is the Functional Interpolation method. It was found that it is
best practice to use the beta distribution, only for a few cases the normal distribution was a better fit. Overall,
Functional Interpolation was among the best-performing methods for constructing CPTs. The main down-
side is the relatively large elicitation burden it places on the experts.

From the comparison of the CPT construction methods it was found that InterBeta with parent weights is
the best option for most CPTs. Other methods, state and row weights versions of InterBeta and Functional
Interpolation, generally outperform the parent weights version, but with a significantly increased elicitation
burden. Only the best and worst version of InterBeta requires fewer parameters but has a significantly worse
CPT construction accuracy. Therefore, in the next chapter, InterBeta will be further investigated when applied
to reconstruct simulated CPTs.







INTERBETA APPLIED TO SIMULATED CPTS

Following the application of CPT construction methods to fully elicited CPTs that were part of past studies,
simulated CPTs will be used for further investigations involving InterBeta (the best performing method) and
the proposed extension ExtraBeta. The simulated CPTs will be based on correlation structures found in the
previously elicited CPTs. This chapter starts with a short analysis of the correlation structures that can be
found in the elicited CPTs. Based on the common correlation structures, a selection of structures is chosen
on which the simulations are based. Following this analysis, an overview is given of the method for simulating
CPTs.

Then, the setup and results of the performed simulation studies are described. Spread over individual
sections the following research questions are answered:

1. How do the arithmetic mean and shifted geometric mean compare in effectiveness for different com-
binations of parent node state counts and correlation structures?

2. What is the influence of a growing number of parent states and child states on the performance of
InterBeta, and which InterBeta versions are optimal for different combinations of parent and child state
counts?

3. Does varying the discretization intervals of the child node influence the performance of InterBeta?

4. What guidelines can be formulated for the ExtraBeta method, to help experts choose appropriate input
rows?

For each of the questions above, the performance will be measured both in terms of the mean KL-divergence
and the percentage of agreement between the CPTs constructed with InterBeta (or ExtraBeta) and the simu-
lated 'true’ CPTs, using the formulae in Section 4.8. To assess the elicitation burden, a short overview is given
on how the CPT size grows as the number of child node states and parent node states increases, and on how
this growth affects the number of required InterBeta parameters.

8.1. CORRELATION STRUCTURES
The correlation structures corresponding to the elicited CPTs are used to simulate CPTs. To calculate the
correlation structure of a CPT, first a set of 10,000 points is sampled from the sub-BN that consists of the child
node (described by the CPT that we want to determine the correlation structure of) and its parent nodes. As
the distributions of the parent nodes are not generally known, these are represented by uniform marginal
distributions. To sample a point from the sub-BN, first the parent node states are sampled from uniform
distributions. The sampled parent node states determine the row (multinomial) of the CPT that is used to
sample the child node state from. The Spearman rank correlation matrix is then calculated using the sample
of 10,000 points.

The maximum absolute value of the Spearman rank correlation between any of the parent nodes was
found to be 0.018, which is close to zero. This was to be expected as the parents are represented as indepen-
dent in the BNs.

77



78

8. INTERBETA APPLIED TO SIMULATED CPTSs

Ice

Disturb

CumPpop o

AFBod

sAsur -

Adsur o

othMor 4

EvMort

Terrpry

PrimPrey -

MmPry -

Biostr 4

Rank correlations between child and parent nodes

Polar bears

Food security

I

= parent 1
= parent 2
W parent 3
= parent 4

00 02 04 06 08 1.0 12 14

Pollinator abundance

Ice

Disturb

Cumpop

AFBod

SASur

Adsur

OthMor

EvMort

Terrpry

PrimPrey

MmPry

Biostr

InterBeta parent weights (arithmetic)
Polar bears

Food security

EWDM

= parent 1
= parent 2
= parent 3
. parent 4

[ 10

20 30 4 50 60
Pollinator abundance

HHIH

°
°
°
I
°
=
°
S
°
®
°
N
IS

00 02 04 06 08 10 12 14 0 10 20 30 40 50 0 20 40 60 80 100

(a) Spearman rank correlations. (b) Optimized parent weights.

Figure 8.1: Spearman rank correlations between the child node and all of the parent nodes, and optimized parent weights for the Inter-
Beta method with a, B interpolation using the arithmetic mean, for all elicited CPTs. In the plots, blue is for parent 1, orange for parent
2, green for parent 3, and red for parent 4.

The Spearman rank correlations between the child node and all of the parent nodes are shown in Figure 8.1a.
The correlations are displayed using a stacked bar plot, where the total length of each bar represents the sum
of the correlations, which may be larger than one. Alongside the correlations, the found optimized parent
weights of the InterBeta method are shown in Figure 8.1b. For some of the CPTs - such as for Disturb, Mrn,
Terr, PrimPrey, and Biostr - the found correlations are similar between the child and each parent. In that case,
also the found parent weights are of similar magnitude. On the other hand, for certain CPTs, such as SASur,
AdSur and all of the Food Security CPTs, the correlations are significantly different for all parents. This is
reflected by the found parent weights as well, where the weights may differ by an order of magnitude.

In addition, these findings can also be compared to the InterBeta results as shown in Figures C.12 and
C.1 in Appendix C. The CPTs for which the largest difference occurs between the performance of the best
and worst version and the parent weights version, also turn out to be the CPTs with the largest differences
between the child-parent correlations.

Apart from the relative differences of the correlations within one CPT, there also exist absolute differences
between the CPTs. The sum of the correlations of the Polar bears BN is considerably larger than the sums of
the correlations for both the Food security BN and the Pollinator abundance BN. For experts A and C of the
Food Security BN, negative correlations are found between the child node and parent node 1 (Varroa control).

The relationship between the correlations and the opti-
mized parent weights for InterBeta becomes more evident
when they are plotted against each other. In Figure 8.2 the
normalized values of the correlations between the child | . .
and parent nodes are plotted against the normalized val- o . %o

ues of the parent weights. The correlations and weights

are both normalized such that they sum to one, by di-
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Figure 8.2: Normalized child-parent correlations plotted
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Thus, the differences between correlation structures are

linked closely to the optimal parent weights for InterBeta

and influence the performances of the different versions

of InterBeta. Four types of correlation structures between

the child node and the parent nodes are chosen, based on the observed correlation structures of the elicited
CPTs, to use for the simulations in this chapter:

* Equal low (eqL): equal correlations between the child node and all parent nodes, with a sum close to
0.7: (0.23,0.23,0.23). Similar to Pollinator abundance expert C.

* Equal high (eqH): equal correlations between the child node and all parent nodes, with a sum close to
1.1: (0.37,0.37,0.37). Similar to Disturb, OthMor, BioStr.

e Increasing (incr): correlations are relatively increasing, summing to : (0.15,0.3,0.45). Similar to Polli-
nator abundance expert G.

* OQutliers (out): correlation for one parent significantly larger than for the other: (0.1,0.1,0.8). Similar to
SASur and AdSur.

The correlations between the parent nodes are set to zero. This means that the correlation matrix between
the parent nodes is equal to the identity matrix. Thus the following Spearman rank correlation matrices are
used:

1 0 0 0.23] 1 0 0 0.37
0 1 0 023 0 1 0 037
EqL: 0 0 1 023 EqH: 0o o0 1 037
023 023 023 1 | 037 037 037 1
[ 1 0 0 0.15] 1 0 0 0.10
Iner: 0 1 0 030 out 0 1 0 0.10
) 0 0 1 045 : 0 0 1 0.90
[0.15 030 045 1 | 0.10 0.10 090 1

8.2. CPT SIMULATION METHOD
Given the correlation structures defined above, a multivariate normal distribution is constructed, which is
then converted into a Gaussian BN which is convenient for simulations. To specify the multivariate normal
distribution, the covariance matrix is calculated from the corresponding Pearson correlation matrix. Once
the (continuous) Gaussian BN is specified, for each CPT that is to be simulated, a sample is taken on which a
discrete BN is fit.

The first step of the process is to convert the Spearman’s correlation (p) matrices into Pearson’s correlation

(r) matrices, using:
1 . (7[ )
r=-=sin{—=p].
2 6"

To ensure that the found Pearson’s correlation matrix is positive semi-definite, the closest positive semi-
definite matrix is calculated using the algorithm by Qi and Sun, 2010. Once this is found, it is converted
to a covariance matrix (), using:

¥ =diag(o)-r-diag(o),

where diag(o) is the matrix with the variance on the main diagonal and has zero entries outside of the main
diagonal. X is then the covariance matrix that will be used for sampling. In addition to the covariance matrix,
a vector containing the mean values of all the variables is needed. For the simulations, the null vector is used
for the mean.

The CPTs are generated with the help of the R package bnlearn (Scutari, 2010). The variance matrix and
mean vector are then used to specify a multivariate normal distribution, which is converted into a Gaussian
Bayesian network using the R function mvnorm2gbn (Pourahmadi, 2011). From this new continuous BN,
a sample is taken, which is then discretized into the wanted number of levels according to the number of
parent and child states, using Hartemink’s Algorithm (Hartemink, 2001). This method was chosen, as it was
previously found to best replicate the correlation structure of BNs (Marcot & Hanea, 2021). Finally, a discrete
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BN is fit to the discrete data using bn.fit (). The fitted CPT of the child node can then be used for the
simulations.

For each replication of the simulation, a new sample is taken from the continuous BN, which is once
again discretized such that a discrete BN can be fit to it. This ensures that in each iteration of the simulations
a slightly different CPT is generated.

Unless specified otherwise, for each of the simulation studies, the BN structure is kept the same, where the
CPT of one child node with three parent nodes is generated. The simulations are all repeated 100 times, and
the mean and 95% confidence intervals of the performance measures (mean KL-divergence, and percentage
of agreement) are reported. The confidence intervals are determined based on the normal distribution:

- 1.96-S _ 196-S
CI:[X— , X + ],
100 100

where X is the sample mean and S? is the sample variance.

8.3. ELICITATION BURDEN

The size of a CPT was previously defined in Equation 2.6, and is dependent on the number of child node states
sc and parent node states s; for each parent i € {1,..., n}. For InterBeta, the elicitation burden also depends
on the chosen version/variation:

e best and worst: 2- s¢,

° parent weights: 2-s¢ + n,

o state weights: 2-s¢ + Y1 i,
* row weights: 2-s¢ + 11 s;.

For all versions, the relative elicitation burden with respect to a full CPT elicitation is shown in Figure 8.3. The
same structure notation for the BNs is used on the x-axis as in Table 5.1, which is denoted by (s1, s2, 53)— > s¢.
As the number of parent nodes grows, the differences between the relative elicitation burden of the best and
worst, parent and state weights versions decreases. At the same time, the relative elicitation burden of the
row weights version stays large.

The relative elicitation burden of the row weights version depends heavily on the number of child states.
The following relationship can be found:

. L ) 2-sc+ 1%, s 2 1 1
Relative elicitation burden row weights: ¢ l:l[l L . = =5
sc-Ilizisi Ilimsi sc sc

Thus, for the row weights version of InterBeta, at least é of a CPT needs to be elicited. So, the row weights
version is the most burden-reducing for a large number of child states but stays the most burdensome ver-
sion.

Elicitation burden of InterBeta

InterBeta version
07 —— best and worst
—— parent weights
—— state weights
row weights

variance

N
N
R

7

A a a
A >

v v v v v v o
& < & & & & &

Figure 8.3: Relative elicitation burden for the InterBeta versions, for increasing numbers of parent states and child states. For a fixed
structure with one child node with three independent parent nodes.
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8.4. ARITHMETIC MEAN VERSUS SHIFTED GEOMETRIC MEAN

The first question that is addressed in this chapter is How do the arithmetic mean and shifted geometric mean
compare in effectiveness for different combinations of parent node state counts and correlation structures? To
answer this question, both means are tested on simulated data with a varying number of parent node states
and correlation structures. The BN structure is fixed to one child node with three independent parent nodes.
In addition, the number of child node states is fixed to three.

The results are shown in Figure 8.4, based on the mean KL-divergence. The results of the percentage of
agreement are shown in Figure C.14, in Appendix C. The number of parent states for each parent are varied
between two and four on the x-axis, denoted by (s1, 2, s3), where s; is the number of states for parent i. Also
note that the row weights version of InterBeta is not included in this graph, as this version does make use of
the mean function.
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Figure 8.4: Mean and 95% confidence interval of InterBeta performance (KL-divergence), over 100 replications, on simulated data with
four different correlation structures. The arithmetic and shifted geometric mean are compared, with «, § as interpolation parameters.

First, the performance differences between the arithmetic mean and the shifted geometric mean are dis-
cussed. The arithmetic mean performs better than, or as well as, the shifted geometric mean for all combina-
tions of correlation structure and number of parent nodes. This difference in performance is mainly visible
for the parent and state weights versions. For the eqL, eqH, Incr correlation structures, the performance dif-
ference becomes smaller as the number of parent nodes increases. When each parent node has three or more
states, the 95% confidence intervals become wider and overlap for both mean functions. In future research,
the range of the number of parent node states could be enlarged, to see how the graph continues for larger
numbers of parent states. For the Out correlation structure there is little difference in performance for the
best and worst version of InterBeta, but this changes when parent or state weights are added. In that case, the
arithmetic has a significantly lower mean KL-divergence.
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Considering the percentage of agreement results as shown in Figure C.14 in Appendix C, the arithmetic
mean scores better than the shifted geometric mean in most situations. Only for the Out correlation structure,
when the best and worst version of InterBeta is used, does the shifted geometric mean perform better than
the arithmetic mean for certain combinations of parent node state counts. This is mainly seen when the
number of parent states is not equal for each parent.

Another thing that stands out is the dip in the graph of the best and worst version results when the parent
nodes have three states each. What is especially interesting, is that the best and worst version of InterBeta
performs better when all parent nodes have three states, than when the parent nodes have varying numbers
of states. When the number of states for each parent node grows larger than three, the graph quickly rises if
there is no outlier in the correlation structure, like in Out.

In general, for most cases, the arithmetic mean should be chosen over the shifted geometric mean. Only
when the number of parent states is not equal for each parent, the correlation structure is assumed to have
an outlier, and the best and worst version of InterBeta is chosen; it is better to use the shifted geometric mean.
However, when it is known that there is an outlier, it is recommended to use (parent) weights, which means
that the situation for which the shifted geometric mean is better should not occur. Therefore, based on the
performed simulations, the arithmetic mean is the preferred mean when the parent nodes have at most four
states.

8.5. NUMBER OF PARENT STATES VERSUS NUMBER OF CHILD STATES

After comparing the performance of the arithmetic mean and shifted geometric mean, the following simu-
lation study is performed to investigate the influence of varying the number of child node states and parent
node states simultaneously. The structure of the BN is fixed to one child node with three independent par-
ent nodes, where each parent node has an equal amount of states s,. Throughout this simulation study, the
arithmetic mean is used as was concluded in the previous section.

Let’s start with the performance results in terms of the mean KL-divergence of the eqL correlation struc-
ture in Figure 8.5a. For the best and worst, and parent weights versions of InterBeta, there is a clear distinction
in performance when different numbers of parent states are considered. Only once the number of child states
reaches six, the confidence intervals of the two and three parent states scenarios start to overlap. The largest
difference in performance between subsequent scenarios is when the number of parent states is increased
from three to four. For the state and row weights versions, the performance difference for different numbers
of parent states is less pronounced.

In general, as the number of child node states increases, the performance deteriorates. However, this is
only seen when the number of child states becomes greater than three. When the number of child states
grows from two to three states, the KL divergence decreases when the parent nodes have less than four states.

The performance measured in terms of the percentage of agreement is shown in Figure 8.5b. There is
only a clear distinction between the lines when the child node has three states or fewer. So, in terms of the
percentage of agreement, if the child node has more than three states, increasing the number of parent node
states has no significant effect on the performance. In addition, it is once again found that, if the number of
child states is increased from two to three states, the performance does not decrease significantly.

In Figure 8.6 the performance results of applying InterBeta to reconstruct simulated CPTs with an eqgH
correlation structure are shown. For both the mean KL-divergence and the percentage of agreement results,
there is a significant gap between the four parent states scenario and the two or three states scenarios. For the
KL-divergence, in Figure 8.6a, this is especially apparent. Increasing the number of parent states from three
to four states has a significant effect on the performance, and thus should be done with care. What also is
remarkable, is that the graphs are not all (only) increasing. For the four parent node states scenario, the curve
starts to decline when the number of child states reaches four or five.

Now, consider the results in terms of the percentage of agreement, in Figure 8.6b. If the BN has parents
with at most three states, increasing the number of child node states from two to three does not significantly
decrease the performance, both in terms of the mean KL-divergence and the percentage of agreement. In-
creasing the number of parent states from three to four does have a significant effect.

When the correlation structure is changed to Incr, the results still lead to some of the same conclusions.
In Figure 8.7a it can be seen that the performance is not necessarily monotone decreasing with respect to the
number of child nodes. There is also still mainly a large difference between the situation with three parent
states and four parent states. In particular for the state and row weights version of InterBeta, increasing the



8.5. NUMBER OF PARENT STATES VERSUS NUMBER OF CHILD STATES 83

Performance varying number of parent and child states Performance varying number of parent and child states

Best and worst Parent weights Best and worst Parent weights
10

09

08

07

—— 2 parent states
—— 3 parent states
—— 4 parent states

2 3 4 H 6

State weights Row weights
0.035 0.030

Row weights

T

08

—— 2 parent states
—— 3 parent states
—— 4 parent states

mean Kl divergence

0.030 0.025

percentage of agreement

0.025 0020

0.020
0015
0015
0010 o7
0010

0.005 06

0.005

0.000 0.000 05

2 3 4 H 6 2 3 4 H 6 2 3 4 H 6 2 3 4 H 6

number of child states number of child states

(a) Mean KL-divergence. (b) Percentage of agreement.

Figure 8.5: Mean and 95% confidence interval of InterBeta performance, over 100 replications, on simulated data with Equal low corre-
lation structure. The arithmetic mean is used and «, f were used as interpolation parameters.
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Figure 8.6: Mean and 95% confidence interval of InterBeta performance, over 100 replications, on simulated data with Equal high corre-
lation structure. The arithmetic mean is used and «,  were used as interpolation parameters.

number of parent states from two to three does not lead to a significant decrease in performance.

Focusing on the performance measured by the percentage of agreement, as shown in Figure 8.7b, there is
much overlap between the situations. If the child node has at least four states, there is no significant differ-
ence in the percentage of agreement for the different numbers of parent states. When varying the number of
child states, increasing the number from two to three leads to the smallest decrease in agreement.

The final correlation structure that is considered is Out, of which the results are shown in Figure 8.8. In
terms of the mean KL-divergence, as presented in Figure 8.8a, the gap between the four parent states situation
and the three parent states situation has decreased in regards to the other correlation structures. For the best
and worst, and parent weights versions the graphs decline for more than four child node states. In this case,
the effect on the KL-divergence is larger when moving from two parent states to three parent states, than
when moving from three to four. For the state and row weights versions, there is no significant difference
between the different numbers of parent states, the main difference is determined by the number of child
states.

The performance in terms of the percentage of agreement is depicted in Figure 8.8b. The performance is
decreasing in terms of the number of child states, but not necessarily in terms of the number of parent states.
For the states and row weights versions, the case with two states for each parent results in worse performance
than the case with three or four parent states. This highlights the importance of measuring performance
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using more than one metric.
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Figure 8.8: Mean and 95% confidence interval of InterBeta performance, over 100 replications, on simulated data with Outlier correlation
structure. The arithmetic mean is used and a, § were used as interpolation parameters.

In addition to the graphs that focus on comparing the influence of the growing number of node states, for
both the parent and child nodes, Figures C.15 and C.16, in Appendix C, show individual results of InterBeta
for each combination of number of child node states and parent node states. Considering the mean KL-
divergence, the largest effect on performance is seen when the child node goes from having three states to
having four states. Similarly, for the number of parent node states, the largest impact is seen when shifting
from three to four parent node states. In addition, when each parent node has three states or less, and the
correlation structure does not have outliers (i.e. a dominating parent node) the difference between the per-
formance of the different InterBeta versions is small. Only when the correlation structure has an outlier, the
best and worst version of InterBeta performs significantly worse.

Similar results are obtained when considering the percentage of agreement, as presented in Figure C.16.
The performance differences are minimal between having two or three states for each parent node. The
largest differences appear when the number of child states becomes four or more.
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8.6. DISCRETIZATION INTERVAL WIDTHS

One potential 'improvement’ of the InterBeta method, that has not been investigated before, is to allow the
discretization intervals of the child node to be of different sizes. In the original method, when the beta dis-
tribution is fit and discretized, the discretization intervals are fixed to equal widths. In this simulation study;,
the influence of varying the discretization interval widths is examined.

The structure of the BN is once again fixed to having one child node with three independent parent nodes,
where the parent nodes and child node each have three states. The arithmetic mean is used with the @ and
B as interpolation parameters. The width of the middle child node state interval is varied from I,,;4 = % to

Lyia= %, where the best and worst state have an equal width of Ij.s; = [iyors: = 1_12’"id .

The results of the simulations, are shown in Figure 8.9. The performance in terms of the mean KL-divergence
can be seen in Figure 8.9a. In most cases, there are significant differences in performance between the dif-
ferent correlation structures. For the eqL, eqH and incr correlation structures, the mean KL-divergence is
minimized for a smaller middle state interval width, with a minimum at 1/6 or 1/7 for all InterBeta versions.
For the out correlation structure, if state weights or row weights are used, there is a clear optimal middle state
size of 1/3 or 1/4.

Similar results can be found for the performance measured by the percentage of agreement in Figure
8.9b. For all InterBeta versions and correlation structures, I,,,;4 = 1/2 is the worst performing interval width.
Overall, the performance remains fairly constant for I,,;4 € [1/3,1/7]. So, in particular, if an approximation
of the correlation structure is not known beforehand, there is not enough evidence to alter the discretization
intervals.
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Figure 8.9: Mean and 95% confidence interval of InterBeta performance (percentage of agreement), over 100 replications, on simulated
data with four different types of correlation structures, where the child node discretization interval width is varied. The arithmetic mean
is used and «, § were used as interpolation parameters.

8.7. EXTRABETA: EFFECT OF DOMINANT PARENTS
The final simulation study that is included in this thesis investigates the ExtraBeta version of InterBeta, that

was presented in Section 6.1.1. For this study, two additional correlation structures are defined that contain
an outlier or in this context a dominating parent.

The two new correlation structures are variations on the out correlation structure but with a less pro-
nounced outlier. The most subtle outlier is in the outL correlation structure, the child-parent correlation is
twice as large for the dominating parent as it is for the other parents. The outM correlation structure contains
a correlation outlier which is three times as large as the other child-parent correlations. The following two
matrices are used as input:
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The results of applying ExtraBeta to reconstruct simulated CPTs are shown in Figure 8.10. Each dot represents
the mean accuracy of ExtraBeta over ten repetitions of the method with a set of input rows. The green dots
represent the results when the third parent node is fixed to its best state for the "good" row and to its worst
state for the "bad" row. As for the other simulation studies, the arithmetic mean is used and the «a, § were
selected as the interpolation parameters.

For eqL and eqH there is little effect when the third parent is set to its extreme states. This is mainly be-
cause the third parent is arandomly chosen parent node instead of a parent node with a dominating influence
on the child node. However, what is remarkable is that the InterBeta results are relatively bad. ExtraBeta has
a better reconstruction accuracy than InterBeta for more than half of the tested combinations of input rows.
The trend that was found for ExtraBeta in Chapter 7, that the accuracy improves as the difference in means of
the input rows increases, is also found here.

When the incr correlation structure is focused on, the effect of setting the third parent to its extremes be-
comes apparent. The third parent is the dominating parent in this case, as it has the highest correlation with
respect to the child node variable. The downward trend of the KL-divergence versus the difference between
the input multinomial means is present once again. This is mainly visible for the ExtraBeta versions that use
parent, state or row weights. For those ExtraBeta versions, fixing the dominating parent to its extreme states
results in constructed CPTs that have an accuracy which is not significantly different from the CPTs generated
by InterBeta.

For the correlation structures that contain a clear outlier: outL, outM, and out; the accuracy performance
trend is even more visible. Having weights as input greatly improves the CPT reconstruction accuracy in com-
parison to just using the "good" and "bad" row as input. For the outL correlation structure, if the parent, state
or row weights version is considered, we see that ExtraBeta with fixed dominating parent states outperforms
InterBeta. For outM and out, the CPT reconstruction accuracy of ExtraBeta with fixed dominating parent
states is not significantly different from InterBeta for the parent, state or row weights versions.

So, in general, if one parent node can be identified as a dominating parent, ExtraBeta is a good alternative
for InterBeta, as was seen for the incr, outL, outM and out correlation structures. Of these correlation struc-
tures, incr has the smallest differences between the parent-child correlations. The dominating parent has a
correlation with the child node that is 1.5 times as large as the second parent node’s correlation, and 3 times
as large as the remaining parent node’s correlation. Thus, from these simulations it could be deducted that a
dominating parent must have a parent-child correlation which is at least 1.5 times as large as the parent-child
correlations of the other parent nodes.

ELICITATION PROTOCOL

Based on the simulation results, a potential elicitation protocol for ExtraBeta is proposed in Appendix C, in
Figure C.17. This protocol provides suggestions for what should be elicited, either based on prior knowledge
of the relative influence of parent nodes on the child node or, if such knowledge is unavailable, based on
elicited weights of the parent nodes. If it is found that there are significant differences between the parent
influences, this will be used to guide experts what input CPT rows can be chosen to assess. In practice, if
experts have an appropriate understanding of CPTs, an empty CPT can be used in the elicitation. In the
table, the potential "good" and "bad" rows can then be highlighted, from which the experts can choose two
to assess.

After two input rows have been elicited from the experts, these can be checked by the modeller. If it is
found that the "good" and "bad" rows are similar, in the sense that the means of the two rows are not very
different, it can be considered to repeat the input row elicitation process. Otherwise, the elicited input rows
(and weights) can be used as input for ExtraBeta.
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DISCUSSION

This chapter contains a discussion of the entire research. The discussion topics will follow the order of the
thesis sections, starting with the theoretical foundation and finishing with the simulation results. After the
main findings, possible limitations, and implications are discussed; a set of recommendations are given for
future research.

Theoretical background To start, an overview is given on the theory behind BNs. This chapter highlighted
the presence of BN applications in literature and what challenges exist in BN applications. It was found that
in particular static discrete BNs are often used, and the use of experts for BN quantification is common. The
challenges found included those related to the size of the BNs. This highlights the importance of studying
elicitation burden-reducing methods. One aspect that is missing is an overview of the sizes that CPTs take in
practice.

An overview of expert judgment followed, which started with an overview of heuristics and biases that exist
when experts reason and answer questions under uncertainty. During elicitations, the goal is to minimize the
presence of bias, for which SEJ] methods have been developed to ask questions in a structured way. This is
well-defined for assessing frequencies of events for example, but to a lesser extent when weights are consid-
ered. Because weights are relative by definition, the elicitation of weight parameters is subject to anchoring.
The first assessed weight will likely serve as an anchor point for experts to determine the other weights. This
should be taken into account when weights are assessed, for example by having experts order the weights
before assessment. Otherwise, indirect methods can be used from which weights can be calculated.

Most of the discussed SE] methods elicit quantiles. Thus, not only a best estimate is assessed, but also a
5th and 95th percentile are elicited. These can be used to help limit bias, and to calibrate experts. However,
these extra assessed percentiles are not further used to quantify the CPTs.

The chapter continued with an overview of elicitation formats, which concluded with the notion that
visualization helps elicitation. For example, by using scales or probability wheels, experts can be helped to
assess probabilities or frequencies. Similar visual tools could be developed to elicit other types of parameters
such as weights, in addition, verbal anchors could be thought of that help experts quantify the strength of
influences.

The expert judgment part is finished with a discussion on the parameter elicitation burden. The elicita-
tion burden does not only depend on the number of parameters that need to be assessed but should also
depend on the complexity of the elicited parameters. In this thesis, the elicitation burden was taken to be
equal for all types of parameters, as a measure of elicitation burden for different types of parameters does not
exist. Apart from the burden, the assessment of complex parameters may also be more prone to errors and
biases than more 'natural’ parameters. For a fair comparison of different CPT construction methods, it would
be beneficial to make a distinction between the complexity of different types of parameters.

CPT construction methods The most straightforward way to quantify a CPT, for which no data is available,
is to have all probabilities assessed by experts. Four more methods that decrease the burden on experts
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are introduced. The first method that was considered is the Noisy-OR/MAX method. This method was not
further considered in the application phase of the research, as it is not able to capture the joint effects of
parent nodes. In addition, the elicitation is complex and can lead to confusion among experts.

The next CPT construction method is RNM. The main limitation of the method is that the elicitation pro-
cess contains a trial and error phase to determine weights and a variance parameter. This is addressed by the
AutoRNM extension. Another limitation is the fact that a single variance parameter is used for determining all
CPT rows. Allowing the variance to be flexible would enable the method to distinguish between intermediate
and extreme rows.

For the InterBeta method, limitations included no flexibility in the rows that need to be assessed by ex-
perts, interpolation between the best and worst row being linear, and having set weights of zero for the worst
parent states. The first limitation is addressed by the ExtraBeta variation, and the second by eliciting middle
rows in addition to the best and worst row. The third limitation was explored briefly, by allowing non-zero
weights to be given to the worst state, but this did not improve upon the state weights version and thus was
not incorporated in the thesis.

The final method included in the overview is Functional Interpolation, of which the main limitations were
identified as a lack of weight parameters and flexibility in distribution choice. In the application phase, other
distributions were tested. However, the inclusion of weight parameters was not tested, as the method already
requires more parameters to be elicited than RNM and InterBeta in most cases. Only for very large CPTs with
many parent states, should the effect of the inclusion of weight parameters on reconstruction accuracy, be
investigated.

Implementations of methods The RNM, Functional Interpolation method, and InterBeta were implemented
in Python. In addition, algorithms were written to find optimal weights to use for RNM and InterBeta. These
algorithms included grid search methods for finding integer weights and greedy search algorithms to find
non-integer type parameters. This means that the accuracy of the optimized weights was also dependent on
the number of iterations that the algorithm takes, which was chosen such that algorithms could finish in a
reasonable time (i.e., within 10 hours for one simulation study).

It would be possible to increase the number of iterations to increase the potential accuracy, but the use
of optimally fitted weights to reconstruct CPTs is already questionable on its own. In a real-life application,
experts will be used to assess the weights. It is not known with what accuracy experts can assess weights and
variance parameters. In this thesis, it is assumed that the most precise weight assessments by the experts are
rounded to the nearest half. For row weights, this is adjusted to two decimals.

Case study The extensions that were developed were tested to reconstruct fully elicited CPTs. The fully
elicited CPTs were part of three BNs, that modeled the abundance of pollinators in the UK, the persistence of
Polar Bears, and food security in Victoria, Australia. These elicited CPTs were assumed to be the "true" CPTs,
and it was tested how well the CPT construction methods were able to reconstruct these true CPTs. However,
it is not known how "true" these fully elicited CPTs are, for example, due to the fatigue of experts after assess-
ing many values, part of the CPTs could have been assessed less thoroughly. This fatigue plays less of a role
in the CPT construction methods, as only a fraction of the number of parameters need to be elicited. Thus,
although the CPT construction methods cannot exactly produce the same CPTs as were obtained from the
full elicitation, this does not immediately imply that the constructed CPT by one of the construction methods
is less "true".

Nevertheless, the RNM, InterBeta, and Functional Interpolation method will be applied to reconstruct the
elicited CPTs as accurately as possible. The results of the individual methods with their extensions will be
first discussed separately before the comparison of methods is discussed.

To start, each of the InterBeta versions: best and worst, parent weights, state weights, and row weights;
were applied to reconstruct the fully elicited CPTs. The harmonic, geometric, shifted geometric and arith-
metic mean were considered to calculate row weights, which were then used to either interpolate the a/f or
the mean/variance of the beta distribution. For all methods, it was found that the geometric and harmonic
mean do not perform well. This can be explained by the fact that they map a large part of the CPT rows to the
worst row. The results of using the arithmetic or shifted geometric mean were close together for all versions.
There was not enough evidence to decide which mean performed better in general.

Considering the interpolation parameters, it was found that it depended on the CPT whether the a/f
or the mean/variance could reconstruct CPTs better. In particular for the row weights version, the perfor-
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mance difference between interpolating the a/8 or the mean/variance is found to be varying per CPT. From
this analysis alone, no characteristics of CPTs were found to predict better performance for one of the sets
of interpolation parameters. Only the size of the CPT could be identified as a factor, as a/f interpolation
performed better than mean/variance interpolation for all CPTs with more than 81 values.

Following the original InterBeta methods, a first extension is investigated, where in addition to the best
and worst rows also middle rows are elicited. The hypothesis was that this would give more freedom to the
method to find fitting beta distribution parameters. This showed to only be true for the row weights version
and in a few cases for the parent and state weights versions. It was therefore concluded that it was not worth
further testing this on simulated CPTs. What could be of interest is to choose a different set of input rows, for
example, based on the Functional Interpolation method.

To increase the input flexibility of InterBeta, the ExtraBeta variation was implemented. This version does
not force experts to assess the best and worst row but instead allows other good and bad rows to be used as
input. For example, when an expert is asked to assess the best row which happens to be a very rare situation.
This can cause the expert to use another situation which is in their frame of knowledge, to anchor to and
adjust to find the best row. This is prone to biases. If instead, the expert would have been allowed to assess a
CPT row they are comfortable with, this bias could have been avoided.

The final part of the InterBeta investigation contains a comparison of interpolated beta distribution pa-

rameters to optimally fitted parameters for each CPT row. This showed that interpolating the a/8 approx-
imates the optimal fit parameters better than when the mean/variance is interpolated. This investigation
was a cause to investigate the variance curves further. In Appendix B.2 it is shown that the variance curve,
calculated from /g interpolation, is not necessarily concave for all values of the mean. However, it was also
shown that for almost all simulated CPTs the variance curve of the a, § interpolation lies above the linearly
interpolated variance.
The RNM and its extension, AutoRNM, had a very similar CPT reconstruction accuracy. The two methods
were also compared in terms of elicitation burden, this posed a challenge as the original RNM depends on a
trial and error phase to find weight parameters. Therefore, it was chosen to assume that the experts would
be able to find fitting weights in two trials for the comparisons. This made the original RNM much less bur-
densome to elicit than AutoRNM for most cases. If the difference in elicitation complexity is also taken into
account, when comparing weights and probabilities, for example, the burden is even harder to compare.
Thus, if experts are not comfortable assessing weights and a trial-and-error-based process is not appropriate,
the AutoRNM poses a good alternative.

The final method that was tested on elicited data was Functional Interpolation, for which three distri-
butions were implemented: beta, normal, and truncated normal. It was found that the beta distribution
performed the best, and was better fitting even on a row-by-row level better fitting to multinomials.

The final part of the case study is the comparison between all of the methods, where both the CPT re-
construction accuracy and elicitation burden are taken into account. It was found that the parent weights
version of InterBeta is the best method. As it scores among the best in terms of accuracy whilst requiring the
second-fewest input parameters. The Functional Interpolation method remains interesting for constructing
large CPTs, but for what size this is the case is not clear yet. As the InterBeta method and Functional Interpo-
lation have some similarities, the two methods could also be combined, to create a version of InterBeta that
uses the same input rows as Functional Interpolation, but also allows for weights to be elicited. For what CPT
construction error the increased burden is "worth it" remains an unanswered question.

Simulation study The best-performing method, InterBeta, was further analyzed through a series of sim-
ulation studies. To start, the correlation structures present in the elicited data were investigated. A strong
correlation was found between the child-parent correlations and the optimized InterBeta parent weights.
This suggests that instead of eliciting weights, the correlation structure can also be elicited and used as input.
In future studies this can be studied in more detail, to not only consider the relative correlation strengths but
also if the absolute correlation strength has an effect on the parent weights.

The simulation study started by comparing InterBeta results when using the arithmetic mean and the
shifted geometric mean. Overall, the arithmetic mean was found to be the better choice. However, the sim-
ulation was only performed for parent nodes with a maximum of four states each. The accuracy results were
found to converge for the two means as the number of states increased, from which the question arises, what
happens for parent nodes with more than four states? In future analyses, this can be investigated as well.

Another aspect that stood out, was that InterBeta performs better when all parent nodes have three states,
than when one of the parent nodes has two states and the others have three for example. In the following
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simulation, it was also found that increasing the number of child states from two to three states leads to an
improvement in accuracy in many cases. One hypothesis for this behavior is due to the flexibility of fitting
the best and worst rows. If there are only two child node states, the beta distribution is fit on a multinomial
with two values, then there are many a, § that can accurately represent this multinomial. However, as the
number of values in a multinomial rise, the number of beta distributions that can accurately represent this
multinomial decreases rapidly. So, if a child node has only two states, then there is a lot of ambiguity present
for the intermediate rows. How this works exactly would be material for future work. Nevertheless, it can
be concluded that simplifying a CPT by reducing the number of node states does not necessarily imply an
increase in performance.

Then, the discretization intervals that were used to fit and discretize the beta distribution were varied. It
was found that varying the width of the intervals does have an effect on the accuracy of InterBeta, but that
this is dependent on the correlation structure of the CPT. So, if this correlation structure is not known before
elicitation, there is not enough evidence to alter the discretization interval widths. Including varying widths
would increase the complexity of InterBeta without much accuracy gain, therefore I do not think this is an
aspect worth researching further.

The final simulation study concerned the effect of dominant parents on the accuracy of ExtraBeta. It
was found that when there is a correlation structure with a significantly dominating parent node, and either
parent, state or row weights are used, the results of ExtraBeta (with the dominating parent fixed to its extreme
states in the input) are as good as the results of InterBeta. Also for correlation structures without a dominating
parent, the ExtraBeta method performs at least as well as InterBeta for a large number of input rows. In future
studies, the proposed elicitation guidelines should be tested and defined in more detail. In addition, for
example for the parent weights version, it would be worth investigating how the optimized parent weights
change as different CPT rows are used as input for ExtraBeta.

9.1. RECOMMENDATIONS

Some recommendations follow from the discussion above. Most of these recommendations have already
been introduced in the discussion but in this section they are summarized in a list, for clarity. Some of the
following recommendations could be combined in one large case study.

¢ Including uncertainty assessments: Currently, none of the CPT construction methods explicitly use
the elicited 5th and 95th percentiles of experts. Although these are used to guide experts in the elic-
itation process, it is wasteful to not further consider these assessments when constructing CPTs. For
example, if the best and worst row assessments of a group of experts are aggregated before applying the
InterBeta method, the beta distribution can be fit in a different way that includes uncertainty.

* Guidelines for the elicitation of weight parameters: Many of the methods that can be used to con-
struct CPTs rely on experts being able to assess weight parameters. It should be further researched how
well experts can assess weights, and what tools should be used to help weight elicitations. For example,
visual guides and verbal anchors can be developed. This could be investigated as part of a case study
where experts are asked to assess weights in different ways. The accuracy of the assessments can be
compared as well as the elicitation experiences of the experts, such that a burden/accuracy trade-off
can be made.

° Burden measure of parameters: At the moment there is no measure to compare the elicitation bur-
den of different types of parameters. To be able to make a more accurate comparison of the elicita-
tion burden of different CPT construction methods, it should be investigated whether large differences
in elicitation burden exist between parameters. If so, how would these differences impact the bur-
den/accuracy trade-off of the investigated methods? This could also be part of a case study, where
experts are asked to assess different types of parameters. Possible ways to measure the burden include:
timing the assessments, including a survey that questions the experts’ experiences, and the parameters
can be elicited as part of a calibration exercise that is scored afterwards.

* Flexible variance for RNM: Although InterBeta was determined as the best performing CPT construc-
tion method in this thesis, it remains interesting if RNM can benefit from having a non-constant vari-
ance parameter. From the row-by-row investigation of beta distribution parameters, it was found that
the variance is often higher for the intermediate rows than for the best and worst rows. Therefore,
having the variance be specified by a quadratic function could be of interest to RNM and AutoRNM.
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However, this may be complex to elicit for RNM, so it could be considered to elicit a minimal and max-
imal variance parameter for the CPT instead. For AutoRNM, a variance curve can be fit on the elicited
CPT rows.

 Case study of InterBeta: The performance of InterBeta on previously elicited CPTs and simulated
CPTs was shown to have potential. But, whether this remains promising for applications with actual
experts, should be further tested by a case study. In an ideal situation, the case study would both include
InterBeta elicitations of all versions, including the ExtraBeta variation, and full elicitations of CPTs. This
would require a substantial number of experts to be involved, such that multiple groups of experts
can be formed that each complete a different elicitation protocol. This is likely to be an unfeasible
requirement, even if only the parent weights version is tested, at least three groups of experts would be
necessary. One group would assess the best row, worst row and parent weights of InterBeta, one group
would assess the full CPT, and the last group would need to follow the ExtraBeta elicitation protocol. As
an alternative one can consider a calibration exercise with students.

* Combining InterBeta and Functional Interpolation: The comparison of the CPT construction meth-
ods when applied to reconstruct fully elicited CPTs showed that the Functional Interpolation method
can reconstruct CPTs with high accuracy. The downside of the method is the relatively large elicitation
burden, but this relative burden decreases as the to-be-reconstructed CPTs grow. Therefore, the Func-
tional Interpolation method could also be combined with InterBeta, to create a version with multiple
elicited rows and the option to input weight parameters. How this method performs and for what CPT
size the method is useful, could be researched in future work.

* Weights versus correlations: Finally, it was found that parent weights and child-parent correlations
could potentially be used interchangeably as input for InterBeta. In future research, this should be
studied in more detail. Extensive simulation studies could be performed to study CPT reconstruction
accuracy differences between using parent weights or correlation structures as input. Further studies
can also investigate a possible relationship between the state weights and correlations.

* Dependent parents: The correlation structures that have been used in the simulation studies all de-
fine zero correlation between the parent nodes. It would be of interest to investigate whether adding
dependencies between parents changes InterBeta performances.

* ExtraBeta dominating parents and weights: From the simulation study, it was found that when one
parent node has a parent-child correlation which is 1.5 times as large as the other parent-child corre-
lations, it could be identified as the dominating parent. In future studies this should be tested, to find
out how much more influential a dominating parent exactly has to be, perhaps both in terms of cor-
relations and parent weights. In addition, the optimized parent (or state/row) weights that are found
for each set of input rows could be compared, to investigate if a different elicitation protocol would be
needed for InterBeta and ExtraBeta.

* Meaning of KL-divergence: The mean KL-divergence was used as the primary measure to compare
two CPTs in this thesis. A KL-divergence close to zero is aimed for, but it is not known what a "small"
KL-divergence is. It would be interesting to assess how the KL-divergence between two multinomials
(with an equal number of categories) varies, as one of the multinomials is gradually changed. This
would






10

CONCLUSION

When no data is available to parameterize Bayesian Networks (BNs), the Conditional Probability Tables (CPTs)
can be specified by experts instead. This thesis aimed to investigate the burden/accuracy trade-off of CPT
construction methods. Three questions were formulated:

* How do existing methods, such as RNM, InterBeta and Functional Interpolation compare against each
other, in terms of accuracy and elicitation burden, when applied to reconstructing existing fully elicited
CPTs?

* How can each method be improved, to offer more flexibility, improve accuracy, or limit the expert bur-
den?

* How should the InterBeta method be tailored given the network structure, underlying correlation struc-
ture, or other factors?

For each of the methods, potential improvements were tested against the original versions of the method,
and part of the tested potential improvements were found to be of interest. To begin, the shifted geometric
mean was added to the possible mean functions of InterBeta, where a constant § = 1 was added to all entries
before applying the geometric mean and finally subtracted from the result. This new mean function resulted
in a better reconstruction accuracy than the arithmetic, geometric, and harmonic mean for certain CPTs.

A second extension to the InterBeta method was to include intermediate CPT rows as input. The middle
rows that were chosen as input were chosen such that all parent nodes were in their middle states. In gen-
eral, this did not perform as well as the original InterBeta method for reconstructing CPTs accurately. The
increased elicitation burden that is required for eliciting middle rows makes the version not competitive to
the original InterBeta method.

A final investigated extension to the InterBeta method was to allow for other rows than just the best and
worst to be elicited, which was named ExtraBeta. This new version was able to perform as well as InterBeta
for certain combinations of input rows. By choosing input rows that have vastly different distributions, with
means that differ by at least 0.5, the accuracy was the closest to the original InterBeta method. If a dominating
parent is present, that has a significantly greater influence on the child node than the other parent nodes.
Setting this node to its extreme states for the input rows guarantees that the means of the two input rows are
far apart.

The RNM was extended to AutoRNM, replacing the trial and error procedure for finding weight and vari-
ance parameters by eliciting CPT rows, which were then used to algorithmically optimize fitting weights and
variance. The accuracy of AutoRNM was found to be very similar to the accuracy of the original RNM. There-
fore, depending on what experts are comfortable with, both methods could be used interchangeably.

Finally, the Functional Interpolation method was extended to use the truncated normal and beta distribu-
tions in addition to the normal distribution. It was found that the beta distribution was best able to accurately
reconstruct CPTs. Fitting the distributions to individual CPT rows also showed that the beta distribution is
best able to represent multinomials.

Following the separately tested extensions, the accuracy of reconstructing previously elicited CPTs with
respect to the elicitation burden was compared for all CPT construction methods. The accuracy was set out
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against the number of parameters that each method requires as input. It was found that the InterBeta method
was the preferred method. In particular, the parent weights version was found to reconstruct CPTs with good
accuracy and a relatively low number of input parameters. The best and worst version of InterBeta is the only
method that requires less parameters to be elicited than the parent weights version but has a considerably
worse accuracy.

It was found that using the a, § as interpolation parameters gives more accurate reconstructions of CPTs
than when the mean and variance are interpolated. The arithmetic and shifted geometric means were found
to be the best-performing mean functions. Since the ExtraBeta version was able to reconstruct CPTs as well
as the original InterBeta method for certain input rows, this version is also still considered. The extended
version where middle rows were elicited was not considered a good alternative.

The final research question was addressed by applying the InterBeta method to reconstruct simulated CPTs,
with correlation structures based on the fully elicited CPTs that all methods were previously tested on. To be
specific, the following questions were answered:

1. How do the arithmetic mean and shifted geometric mean compare in effectiveness for different com-
binations of parent node state counts and correlation structures?

2. Considering different correlation structures, what is the influence of a growing number of parent states
and child states on the performance of InterBeta? Which InterBeta versions are optimal for different
combinations of parent and child state counts?

3. Does varying the discretization intervals of the child node influence the performance of InterBeta?

4. What guidelines can be formulated for the ExtraBeta method, to help experts choose appropriate input
rows?

For each of the questions, the BN structure was kept fixed, with one child node with three independent parent
nodes. The number of states for the parent and child nodes was varied, as well as the correlation structure
used to simulate the CPTs. It was first found that the normalized correlations between the child and parents
of the elicited CPTs are highly correlated with the normalized parent weights that InterBeta uses.

For the first question, the child node was fixed to having three states and the number of states for each
parent node was varied between two to four. The arithmetic mean had a better accuracy than the shifted ge-
ometric mean for most scenarios. If there is no outlier in the correlation structure, the difference in accuracy
between the two mean functions decreases as the number of parent states increases.

In general, a growing number of parent states and child states has a negative influence on the accuracy of
InterBeta. It was found that the largest decrease in accuracy is found when the number of parent node states
or child node states is increased from three to four.

Regarding the optimal versions of InterBeta for the different situations, in general, the parent weights
version remains the safest choice, as it guarantees an improvement on the best and worst version. However,
if there is a reason to believe that there are parent nodes which are much more influential on the child node
than others, a more educated choice can be made. If the correlations between the child and all of its parents
are equal, then there is no performance difference between the parent weights version and the best and worst
version of InterBeta. If the correlations between the child and parents are not equal, the best and worst
version should not be considered. The state weights version becomes a viable option when the number of
parent states is three or larger, it has the largest impact on accuracy when the correlations between the child
and its parents are non-equal.

Varying the discretization interval widths does affect the accuracy of InterBeta, but this differs for distinct
correlation structures. The optimal discretization width also varies for the different correlation structures. A
minor preference was found for slightly decreasing the width of the discretization interval of the middle child
state. This was not found to be enough evidence for altering the discretization widths for all situations.

Finally, the ExtraBeta method was tested on simulated data. It was found that ExtraBeta is most appropri-
ate for situations where the parent nodes are thought to have different levels of influence on the child node.
In that case, fixing the dominating parent in the elicitations can guarantee that appropriate input rows are
elicited.
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OTHER CPT CONSTRUCTION METHODS

This Appendix contains overviews of CPT construction methods that are not included in the applications of
this thesis. These methods will be described in less detail than the previous, but the main method will still be
illustrated.

A.1. STATIC/DYNAMIC RANKED NODES METHOD
In this version, two large limitations of the two previously discussed versions of RNM are addressed (Laitila
& Virtanen, 2022). This new version allows for the parent nodes and child node to have different numbers
of states, and for this version the discretization is no longer fixed throughout the parameterization process.
The goal of the new approach is to make the construction of CPTs possible for arbitrary discretizations of
continuous nodes. In addition, the Dynamic discretization approach also allows for point-valued evidence
to be entered into the network.

In the original version, Equation (4.6) is used to calculate values for the CPT. This equation is based on a
regression model. Let X7, ..., X, be continuous random variables on the interval [0, 1], the child node random
variable X¢ depends on these according to the following regression model:

Xe = f(X1,o, XnyW) +e, e~N(0,0°), (A1)

where w and o are elicited parameters, and f is the chosen weight function. By noting that X; = x; is equiva-
lent to X; € [a;, b;] = [hi(A;), hi(B;)], the following equivalence relation can be found:

P(Xc = Xc | X1 = X1, X = x) =P(Xc = [Ac, Be] | X1 = [A1, B1], o X = [An, Bn])

_P(Xe € [he(Ac), he(BE)] | X € [ (Ar), by (BL)], oo X € [n( An), hin(B)])- (A-2)

This relation forms the basis for constructing a CPT of X¢ with arbitrary discretizations of all nodes in the
network Xj, i € {1,...,n,C}. To construct a CPT, it is necessary to know the piecewise linear mappings h; and
the RNM parameters. The h; is determined in the beginning when RNM-compatible discretizations are gen-
erated, the RNM parameters are determined afterwards.

Both the static and dynamic discretization approaches consist of six steps, which can be seen in Figure A.1.
The first four steps are the same for both approaches, starting with the addition of an auxiliary node Y. This
node is placed between the parent nodes and the child node and is needed for the construction of the CPT.
In the next step, an initial discretization is made for nodes Xj,..., X;;, X¢ which are RNM-compatible, in the
same way as was presented in Section 4.4.2. The Y node receives states that are state intervals on the [0,1]
interval of equal widths, which are associated with the states of the child node X¢. For each state discretiza-
tion interval [ Ac, B¢ ], node Y has a corresponding state interval of [ h¢(Ac), hc(Bc)]. The piecewise linear
mappings h; remain the same throughout the application of the method.

The third step is optional. The discretizations of the nodes may now be changed for the elicitation of the
RNM parameters. The intervals can be of varying width, and each node is allowed to have a different number
of states. Note that, if the child node is rediscretized, the Y node must also be rediscretized accordingly by
using the set hc mappings defined in step two.
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Figure A.1: Steps of the static discretization approach and the dynamic discretization approach, as in Laitila and Virtanen, 2022, where
optional steps are colored grey.

The fourth step is to use expert elicitation to determine a weight function and corresponding parameters
w, 02. The method requires experts to give mode assessments for the child node in two scenarios: where each
parent node is in the best state, and where each parent node is in the worst state. The variance parameter is
still determined by trial and error, to fit the experts’ views.

For the static approach, the optional fifth step supplies an extra opportunity to change the node discretiza-
tions, like in step three. At that point, the probabilistic relationship between X¢ and Xj, ..., X, is already set.
In the final step, the auxiliary node Y is removed to retrieve to original BN again. The CPT of Y is taken to be
the CPT for the child node X¢.

For the dynamic approach, in the fifth step, continuous probability distributions are assigned to the parent
nodes. The distributions may be estimated from data, or chosen by experts, and can be normal distributions
or (piecewise) uniform distributions. Then, in the sixth step, functional relationships are defined between
nodes. The relationship between X and Y is the inverse of the piecewise linear mapping h¢:

Xc=hal(Y) (A.3)

The relationship between Y and the parent nodes Xj, ..., X, is defined by the truncated normal distribution
on the interval [0,1]:
Y ~ TNorm(u,0%,0,1), p=f(hi(X1),0 hn(X5); W), (A.4)

where TNORM is the truncated normal distribution.

After this step, the dynamic discretization algorithm can be applied to use the BN. Iteratively, new evidence
is entered into the BN, which updates the discretizations of the nodes accordingly. The CPT of the child node
is calculated based on the current discretizations and functional relationships. Then, for each node, the ev-
idence is used to compute discrete marginal probability distributions, which are used to compute entropy
error values over the discretization intervals. For each node, the interval with the largest entropy error is split
into two. Simultaneously, consecutive intervals with entropy error zero are merged. The iterative process is
stopped when a stopping criterion is met, such as a predetermined number of iterations, or some conver-
gence threshold.

For the dynamic approach, the auxiliary node Y remains part of the BN, but in a purely computational
role. This way, also during the use of the BN, the discretizations can still be updated. The dynamic approach
is especially useful when accurate statistics are needed since the dynamic approach can produce smaller dis-
cretization intervals.

The Static and Dynamic approaches once again ask experts for their mode assessments in 2n scenarios, as
well as an initial discretization of the nodes. For the static approach, there are two additional optional redis-
cretizations, for which each node state is reconsidered, resulting in 2 Z?:l s; extra considerations. For the dy-
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namic approach, there is only one opportunity for rediscretization, but there also need to be chosen continu-
ous probability distributions. So, in total between (7n+1)-Njser+2n+s+2 and (n+1)-Njer +2n+5+2+2 Y1 55
values need to be chosen.

A.2. ELICITATION BBN

The next method that is discussed is the Elicitation BBN method (EBBN) (Wisse et al., 2008). The method is
limited to BNs with ranked child nodes, where all parent nodes are ranked sucht that they have a poisitive
influence on the child node. It is first defined what a positive (or negative) dominant node is, then it is set out
what parameters need to be elicited, after which the CPT construction method is described.

A parent node X; € pa(X¢) can be positive (or negative) dominant, if a positive dominant node is in the
most positive state, the child node has the same probabilities for the states as when all nodes are in their
most positive state. A negative dominant node forces the child node state probabilities according to all par-
ent nodes being in the least favorable states.

The assessments that are required from the experts, can be elicited in the following steps:

(i) For each child node state x¢, the combination of parent node states a,. = {X; = xi,..., X;; = x,,} that
maximizes the probability of the child node being in that state IP(X¢ = x¢|ay,. ), as well as the proba-
bilities IP(Xc¢ | ax,. ).

(ii) For all parent nodes, assess the probabilities of the child node being in either the best or the worst state,
given that the considered parent node is in its most favorable state while the other parent nodes are in
their least favorable states, denoted by a;,¢g, ., -

(iii) For each parent node, determine if they are a positive/negative dominant node or not.

Consider a general BN fragment with n parent nodes, s; parent node states, and s¢ child node states. Also
assume that all nodes in the network are ranked, such as for RNM and InterBeta. The first step requires sc
assessments for each child state: sé. The second step requires 27 assessments, and finally, each parent node
needs to be considered. So in total 27 + sc + s% assessments are needed.

Next, individual and joint influence factors Z are determined. The factor 0 < Z < 1 effectively orders all com-
binations of parent node states, where, 7 (aneg) = 0 when all parent states are in their most negative state.
Similarly, Z(apos) = 1. The individual influence factor of a state xlk of parent node X; is defined as:

s; —rank(x¥)
Ti(xf) = ———= 1 =
1

The joint influence factor for a combination of parent node states a = { X; = xy, ..., Xj, = x,, } is given by:

Zi:Xiepa(XC) Z; (xlk) : (rank(xz]'c) - 1)
Zi:Xl-epu(XC) (si - 1)

Ijoint(a) =

The joint influence factors are then used to create piecewise linear mappings fy. : [0,1] — [0,1] through
the points (Ijm-m(axc),lP(Xc =xc| axc)). These linear mappings can be used to determine IP(X¢|a) via
IP(Xc|Zjoint(a)). To also account for individual effects of parent states, the average of IP;(Xc|a) is taken
over the interval (min{Z;(x¥),Z;oin:(a)}, max{Z;(x¥),Z;oini(a)}) and denoted by P;(Xc|a). Then the
weighted average is taken to find P(X¢ | a):

P(Xcla)= >, wi-Pr(Xcla),
k:Xkaa(X(;)
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where the weights are calculated by:

1 5% 1 5%
W= T + - >
2 Zl:Xlepa(Xc) 6[ 2 Zl:Xlepa(Xc) 6[

6; = IP(XC = Xc,max | aneg,k+) _IP(XC = Xc,max | aneg)y

where { *
6k = IP(XC = Xc,min | aneg) - IP(XC = Xc,min | Aneg,k+ )

To account for the dominant parent nodes, for any combination of parent node states a, for which this node
is in its dominant state, IP(Xc | a,) is set to P(Xc | apeg) or IP(Xc| apos)-

A.3. WEIGHTED SUM ALGORITHM

This overview of the weighted sum algorithm is based on the paper by Das, 2004. The method is not limited
to a set number of parent nodes, or node states. In addition, the node states do not necessarily need to be
ranked, and nodes may have a different number of states from the others.

Instead of eliciting a predetermined set of questions about certain combinations of parent states, this
method includes the experts in the process of determining what probabilities to elicit. Since different experts
have different frames of knowledge, where some combinations of parent states make sense and others do
not. The method assumes that experts can answer the questions about combinations of parent nodes that
conform to their way of thinking.

Experts need to answer a maximum of Y7, s; questions based on compatible parent configurations. Let par-
ent node X; be in state xl’-‘, the state x} of parent node X; is compatible with xl’-‘ if according to the expert’s
mental model, x} is most likely to coexist with xlk (Das, 2004). So the state of node X; is chosen such that the
conditional probability IP(X; = xé- | X; = x¥) is maximal. The set {Comp(X; = x¥)} denotes the compatible
parental configuration, which includes the states of the parent nodes that are compatible with xll“, and xlk
itself. So there are 3}, s; possible compatible parent configurations, however, in some cases these configu-
rations are equal. This means that the number of compatible parent configurations is at least the maximum
number of states of a parent node max s;, and at most H?:l Si.

To illustrate, consider the example BN of Section 2.3.5. When an expert is asked to find the compatible
parental configuration for the node Entertainment quality being in state High, they might choose the Avail-
ability of food/drinks to be High and also the Number of people to be High. At the same time, when the expert
is asked to construct a compatible parental configuration for the node Availability of food/drinks being in the
state High, they also select the other two nodes to be in the High state. Thus, two parental configurations are
found that are equal, which only has to be elicited once.

The experts are then asked to give the probability distribution over the child node states for the compat-
ible parental configurations of all parent states. So a multinomial is elicited for each compatible parental
configuration, resulting in a maximum of s; Y.} ; s; values to be elicited. In addition to these multinomials,
also parent weights w., ..., w, are elicited from the expert. Thus, the elicitation process consists of three steps
that are repeated for each parent node (and state):

(i) Given that parent node i is in state xlj , what are the states of the other parent nodes that are most com-
patible?

(ii) Given the compatible parent configuration of node i being in state xl]. , what is the distribution of the child
node?

(iii) For each parent node i, what is the weight of this parent node?
The following weighted sum algorithm can then be used to determine the full CPT:
n
P(Xe =X | X1 = X1, 000 Xn = xp) = ) wilP(Xe = xc [{Comp(X; = x;)}). (A.5)
i=i

Thus, each value in the CPT is calculated using the compatible parent configurations. By taking the weighted
average over the compatible parent configurations of all states in the particular scenario: {Comp(X; = x1)}
s {Comp( Xy = x4) }
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A.4. CAIN'S METHOD

Another method that uses interpolation is also known as Cain’s method (Cain, 2001). An overview will be
given of the method for the general case of n discrete parent nodes with arbitrary numbers of states, and a
discrete child node with an arbitrary number of states. The method applies to BNs with node states that can
be ranked, such that each node has a state that has the most "positive’ effect on the child node and a state that
has the most 'negative’ influence on the child node.

To start, the child node distribution for several CPT rows needs to be elicited, depending on the number of
parent nodes and parent node states. These elicitations form a so-called Elicited Probability Table (EPT). The
EPT consists of the two cases where all parent nodes are in their most positive state, or all parent nodes are in
their most negative state. In addition, the cases where all parent nodes are in their most positive state except
for one parent node are elicited, this other node is in an arbitrary other state. Thus when the parent nodes X;
each have s; states, a total of 2 + Z;’:l (s; — 1) multinomials for the child node need to be elicited.

Similar to some of the elicitation questions of the previously described CPT construction methods, the
following questions can be used during the elicitation process:

* Given that parent node 1 is in state xI and ... and parent node n is in state xL, what is the child node
distribution?

* Given that parent node 1 is in state xf and ... and parent node n is in state xf,, what is the child node
distribution?

* Given that parent node i is in state xlT foralli+ j, and parent node j is in state x}‘ , what is the child node
distribution?

Where xlT denotes the most positive state of node X; and xi the most negative.

In the next step, the experts’ assessments are averaged. This may be done by assigning a weight to each expert,
but there are no strict guidelines for this. Then, for n — 1 parent nodes an Interpolation Factor (IF) needs to
be calculated, which calculates the change of the probability of the child node when a parent node switches
state.

When parent X; changes from state x{' to state xf’ the following IF is needed, for the child being in state
Xc:
(X, = x| Xj= x|V j#1,X; = x0) = P(Xe = xc | Xj = X}V )

IF;.q b Xo=x, = (A.6)

P(Xe = x| Xj = X} ¥ j) ~P(Xe = xe | Xj = %1V j)
The EPT can then be extended to construct the CPT for the BN, by calculating values for the missing rows.
The rows are calculated one by one by using the row that is most similar to them and then applying the IE So,
for example:

IP(Xc—xc|X1—x1’ y Xp2=X n o Xp-1=X% n pXn=x a)
= (P(X¢ = x| Xy = X}, ooy X010, Xy = x8) = TP(Xe = ¢ | X1 = &}, Xy = X5)) - T 1140, X,
+IP(XC—xC|X1—x1, X = n)

where node X, goes from the most positive state, to state a.

A.5. ROED’S METHOD

The next method was presented by Reed et al., 2009, and constructs CPTs using the distance between the
parent node states and the child state. The assumption is made that a probability assigned to a child state
that is much different from the parent states should be smaller than the probability assigned to a child state
similar to the parent states. For instance, when ranked nodes are considered, if all parent states are in their
best state, the probability that the child state is also in their best state should be the largest. The probability
that the child is in their worst state should then be the smallest.

To start, weights are calculated for each parent. These can be determined by using indirect expert judg-
ment. Instead of directly asking experts to give weights to the parent nodes, the relative change of the ex-
pected value of the child node E[ X, ] is elicited when one parent node is changed from the best state to the
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worst, while the other parents remain in a middle state. This question is repeated for all parent nodes. The
found values are normalized to find w;, where Z?:l wi=1.
Next, a distance measure is calculated:

n
Zp=3 | Zijlwi,
i=1

where Z;; is the ‘distance’ between the state of parent i and the child state j. In the default case, when the
nodes are ranked, the distances are taken to be the difference between the rank of the child node state and the
parent node state. The absolute value in the measure ensures that the difference is equal in both directions,
if necessary it is also possible to alter this measure such that positive and negative distances are different. In
that case, experts could be asked to assess the distances between the states of all parent nodes and the child
node states.

A probability distribution can then be calculated by:

e RZ
Pj= Rz’
> e

where P; € [0,1] and R is an index that determines the spread of the probability mass. A high R ensures
that the probability that the child is in a state distant from its parent states is small, R = 0 gives a uniform
distribution. One method for eliciting the parameter R from experts suggested by Reed et al., 2009, focuses
on the relative difference between a perfect and an average situation.

So, in total, n parent weights, the index R, and perhaps the distances between parent states and child
states need to be elicited from experts. Let x; be the middle/average state of a node i, then the following
questions are part of the elicitation process:

(i) The parent weights can be elicited directly, or by using the following two questions:

(a) Given that parent node i is in state x; for alli + j, and parent node j is in state xL, in what state is
the mode of the child node?

(b) Given that parent node i is in state x; foralli # j, and parent node j is in state xf,, in what state is
the mode of the child node?

(i) Indirect elicitation of R: Assume that all parent nodes are in their most positive state, so node i is in state
xlT for alli. How much higher would the probability be that the child node is in its highest state xé than
in an average state X ?

(ii) If the distances Z;; are not as wanted: For each combination of a parent node state x{ and a child node

state xlc, what is the distance between x{ and xlC 2

A.6. ACE

One software that is developed to help initialize CPTs is the Application for Conditional Probability Elicitation
(ACE) (Hassall et al., 2019). The method that is described in this section is incorporated into the ACE software,
for simplicity it will be referred to as the ACE method. The method helps to initialize CPTs efficiently, which
can then be further refined to fit the experts’ views. So, unlike the other methods discussed, this ACE does not
aim to generate CPTs that can be used immediately.

The first step in the method is to elicit relative importance weights w; of the parent nodes, from the
experts. Next, the type of relationship between the child and each parent is defined. This can be either
positive, negative, or something else. If a parent node moving from a lower state to a higher state, according
to a previously set ordering of states, increases the probability of the child node being in a higher state as
well, then this relation is called positive. The converse is a negative relation. If neither a positive nor negative
relation is found, the relation between states can be assigned by hand, by defining a new order.

In short, the following questions can be used:

e For each parent node i, what is the relative importance weight of this parent node?

° What is the type of relationship that exists between parent node i and the child node? It can be either
positive, negative, or something else.
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After finishing the elicitation process, for each state j of a parent i, a score can be calculated:

%, If parent i has a positive relationship with the child node,

i .

ij= ':’flj , If parent i has a negative relationship with the child node,
ord (j)-1

si—1 ’

If parent i has another relationship with the child node,

where s; is the number of states of parent i, and ord(j) is the index of state j. For each combination of parent
states k, an overall score is calculated:
Yic1 WiPik

n
i=1 Wi

Scorey =

where P;j is the parent score associated with parent state combination k. The values in the CPT can then
finally be calculated by considering the trapezium between 1-Scorey, Scorey, and the x-axis. This trapezium
is then divided into m, sub-trapezia of equal width, which is the number of child states. The area of the
sub-trapezia is equal to half of the probability that the child is in that state, see Figure A.2. The constructed

P(child in state i) = 2 * Area i

Area 1 Area 2 Area 3

Figure A.2: Trapezium which determines the CPT values for the ACE method.

CPT can then be used as a basis which can be edited such that it matches the experts’ beliefs. The method
assumes all states to be on an equally spaced linear scale. Due to the trapezium mapping, if the child has an
odd number of states s, the middle state will always have probability 1/s,.

A.7. THE LIKELIHOOD METHOD

The final method discussed is the Likelihood method. When the mental models of experts are assumed to
be that of parent states moving the child node away from some typical distribution, the likelihood method
is called for (Kemp-Benedict, 2008). Then, the child node’s distribution is changed only when certain parent
node states occur. The main idea for the method is Bayes’ rule:

P(Xc=xc| X1 = X1, Xp=Xp) o< L(X¢ = x¢ | X1 = X1, .00, X5 = X ) IP(Xc = X¢),

where L(X¢ = x¢| Xj = x1,..., Xn = Xp,) is the likelihood of the child node X¢ being in state x¢, given that the
parent nodes are in states xj,..., X,. The prior probability for X¢ is IP(X¢ = x¢) and is given by the typical
distribution T, leading to:

IP(XC = xc|X1 :xl,...,Xn :Xn) x L(XC = xc|X1 :xl,...,Xn :xn)TXC. (A.7)

The typical distribution T, describes a "typical" state of affairs defined by the user. For instance, for a dis-
crete node, it can be: [low, middle, high]:[l /3,1/3,1 /3] or for a child node with five states: [very low, low,
middle, high, very high]:[1/20,1/5,1/2,1/5,1/20]. The typical distribution may also be continuous, but in
this description, it is assumed to be discrete.

Equation (A.7) may be interpreted as: when information about the parent nodes is absent, the child node
is proportional to the typical distribution, otherwise, the likelihood moves the child node probability away
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from the typical distribution. Conventionally, the log-likelihood is taken, where it is assumed that this can be
expressed as the sum of independent terms:

n ‘
log, L(Xc=xc|X1=X1,... Xpn=%,) = Z ag(i)aggi)
i=1

(© W, (0

@L(Xc:xc|X1:xl,...,Xn:xn):baXc x Xc “Xn |

Each product ag(i) agfi) represents the influence of one parent node. The parameter ag{c() represents the child

node being in state x¢ and agg_) represents parent node X; being in state x;. If the product is positive, it in-
creases the likelihood of X = x¢ occurring when X; = x; is present, a negative value decreases this likelihood.
The base b is chosen such that the as are of convenient magnitude.

The typical distribution Tx. and the base b can be elicited from experts. However, the main task for the
experts is to assess the values « for each state of each parent node and child node. Thus, a total of sc+ Y1 ; s
parameters need to be elicited:

¢ atypical distribution T,
e the base b,
(©)

* aweighting factor for each state of the child node ary ’,

* aweighting factor for each state of the parent nodes ag(’:l).

More guidelines on how to elicit these values are given in Knochenhauer et al., 2013.



SUPPORTING THEOREMS AND PROOFS

This appendix contains proofs and methodological results to support ideas used in this thesis. The first
section contains the proof that the KL-divergence of a joint probability distribution depends on the KL-
divergences of the child node dependent on its parent nodes. Therefore, in this thesis, the KL-divergence
between two CPTs is taken as the mean of the row-by-row KL-divergence.

In the second section, a theoretical counterexample is given to the hypothesis that the variance curve,
resulting from interpolating the best and worst «, 8, is concave. It is then methodologically shown that, al-
though the variance curve is not always concave, this does not have large implications in practice. As for
simulated CPTs, the variance curve from «, f interpolation lies, almost always, above the linearly interpo-
lated variance.

B.1. KULLBACK-LEIBLER DIVERGENCE OF A JOINT PROBABILITY DISTRIBUTION

Lemma B.1.1. Let X¢ be a child node with parent nodes Xi,...,X,. Then the KL-divergence between joint
distributions P(X¢, X,...,X,) and Q(X¢, Xa, ..., Xp) depends on the KL-divergence between the conditional
distributions P(X¢| X1, ..., Xn) and Q(Xc¢| X1, .., Xn):

Dkr(P(Xc, X1ye0 Xn) [Q(Xey X1, Xn)) = D e D P(X1,.0s %) Dir (P(Xc | X1y Xn) [ Q(Xc | X1 o0r X))

x1€X1  xpeXp
+ DKL(P(Xl,...,Xn) ”Q(Xl,,Xn))

Proof. Let X¢ be a child node with parent nodes Xj, ..., X;;, then the KL-divergence between the joint distri-
butions P(X¢, Xi, ..., X5, ) and Q(X¢, Xj, ..., X, ) can be decomposed:

Dir(P(Xc, X1, Xn)|Q(Xe, X1, X))

B Z Z Z P(xC)xl,...,xn)]nM

xceXcx1€X1  xp€Xn Q(xc’xl’“" xn)

P yeeey P yeeey
= > > Y P(xc|x1y e Xp)P(X1, . xp) In (X |10 X) P(X1, 0 X)
xceXcx1€X1  xn€Xp Q(xC|x1""’xn)P(x1""’xn)

= Y.y p(xc|x1,...,x,,)p(xlmxn)(lnP(xclxl,...,xn)+lnp(x1,...,xn))

xceXcx1€X1  xpeXy Q(xc|x1""’xn) Q(‘xl""’xn)

P(xc|x1,...,Xx
= > Y P(x1,enXn) Y, P(xc|x1,...,xn)lnM

x1€X1  xpeXn xceXc Q(xc|x1"”’xn)

+ >y P(xl,...,xn)lnM- > P(xc|x1,.Xn)

x1€X1  xpeXn Q(xl"“’xn) xceXc

=1
= > o D> P(x1,.00 %) Drr(P(Xc| X1y Xn) [ Q(Xc | X1, X))

x1€X1 xXneXn

+DKL(P(X1“--:XH)HQ(X1’ an))
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So the KL-divergence between joint distributions depends on the KL-divergence between the child node con-
ditional on its parent nodes:
P(xc|x1,.r Xn)

D (P(Xc| X1,.0 Xn) | Q(Xc| X1s0 Xn)) = Y, P(x¢|X1,.00%p)In
XcEXC Q(xC | xlr"-)xn)

©

Note that, if the joint probability distributions of the parent nodes are equal, P(Xj,..., X,) = Q(Xy,..., X»),
then Dk (P(X3,..., Xn)|Q(X1,.... Xn)) = 0. Furthermore, if the variables Xj,..., X, are assumed to be inde-
pendent and have a discrete uniform distribution with each sy, i = 1,..., n possible outcomes (or states). Then
the decomposition can be simplified:

Dir(P(Xc, X1, Xn) [ Q(Xe, X1y ooy Xn)) = 3 o D P(X1,000 %) Dir(P(Xc | X1, Xn) [ Q(Xc | X1, oy X))

x1€X1 xpeXy
= > P(x1)... >, P(xn)Dkr(P(Xc|X1,.... Xn)|Q(Xc| X1, Xn))
x1€X1 xneXn

1 1
= > —. > —Dgr(P(Xc| X1y Xn) | Q(Xc| X1 X))
x1€X1 SXI Xn€Xn SXn

1
- Y Y Dra(P(Xe | Xuy o Xn) [ Q(Xe | X1y X))
SXl""'SXn x1€X]  xpeXy

For the application of the KL-divergence to compare CPTs, we can note that the product of the number of
states for each of the parent variable is equal to the number of rows in a CPT. So, if it is assumed that the
parent nodes are independent and are specified by discrete uniform margins, for both the "true" and the
"constructed" CPT, then the KL divergence between the joint probability of the true and constructed BN is
equal to the average of the KL-divergence between the individual rows of the true and constructed CPT.

B.2. VARIANCE COMPARISON FOR a, ,6 AND MEAN/VARIANCE INTERPOLATION

From the analysis of the beta parameters fit to each row of the fully elicited CPTs, the following conjecture
was made:

Conjecture B.2.1. Suppose the shape and scale parameters of the Beta distribution (a >0, 8 > 0) have a linear
relationship, such that f = ca+d wherec, d € R. Then there exists a higher-order relationship between the mean
and variance of the distribution, which is concave.

It was found that the conjecture does not hold for all ¢,d € R. The method, and one of the found coun-
terexamples are presented here:

Method One can write the mean p and variance o of the Beta distribution in terms of the a and :
a
Hu= “7*':6’
o= ap .
(a+B)?(a+p+1)
Let the @, f € R* = {x € R|x > 0} parameters of the Beta distribution be such that = ca + d, where the con-

stants ¢, d € R. Then using the linear relationship between the a and g, the mean can be written in terms of
the a and coefficients c, d. The a can then be isolated to substitute in the variance.

a a ud

u= = = a=—-—-.
a+pf a+ca+d 1-p—pc

The found « is substituted, the variance can be rewritten in terms of the mean p and coefficients c, d:

uw(l+c)-1

2
—u(p-1)
o7 =ulu )1+d—u(1+c)
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Which has a second derivative of:

diaz _—2(e+1)°p+6(c+ 1)*(d+1)p? ~6(d +1)*(c+1)pu+2(d+1)(cd +2d + 1).
dp? ((c+1)p-d-1)3

To find the inflection points of the function, the second derivative is set to zero:

1 i L
& ey o gl @@EDe-d)irdil ’a:(—%i%)(d(aﬂl)(c—d)ﬁ+d+1. 5
du? c+1 c+1

Four cases can be distinguished between: ¢ >0Ad >0, c>0Ad <0,c<0Ad >0, c<0Ad <0. The fourth
case, where both ¢ and d are negative, would imply «, 8 < 0 and is therefore not considered. To prove that
the variance is concave with respect to the mean, it has to be shown that the inflection points lay outside the
range of p. For the first case a counter example will be shown.

CASE 1 Let ¢, d > 0, first the range of the mean p is determined. Since «, > 0 we have that u > 0, additionally
a + > a implies that p < 1. The range for the mean can be determined by finding the limit of the mean:

1 1
lim p= lim — % fim—=

a—oo'  a—co g+ca+d a—>°<>1+c+% l+c

Thus, either g e (0, =) or pe (ﬁ, 1) depending on the sign of d and c. In this case we find that:

> 1+c
a a 1 1
d>0,c>0 = pu= < = = ye(O,—).
a+ca+d a+ca l+c l+c
Using the inflection points found in (B.1) we can distinguish between three cases:
1
d(d+1)(c-d))3s+d+1 +1 1
ced ﬂ:(( J(e—d))ird+l cxl 1
c+1 c+1 1+c
>0
1
csd = ~:(d(ai+1)(c—c7[))s+d+1> 1 ’
c+1 1+c
1
—-(d(d+1)(d-c))s+d+1
cd = g @D dry
c+

- 1
f>—

o d>(d(d+1)(d-c))3,

d*>d(d+1)(d-c),
d*>d*+d-cd-c,
d(l1-c)<ec,

{d>c and c¢>1,

Prtd

1-c
[
d< 1c and c<1.

Note that, for the first case, if ¢ > 1 we find that = <0, thus d > % holds in this case. So, whenever d > c> 1,
there is no inflection point inside the interval y € (0, 11 ). However, when c € (0,1) and d > max(c, 1) there
is a inflection point inside the range of y, which means that the variance cannot be concave on the entire

interval.

To show that the variance is concave for at least part of the interval, the sign of the second derivative of the
variance function is assessed. For one test case in the center of the interval u = ﬁ, the second derivative
of o? with respect to y is evaluated:

e _ 2+ (-16c-8)d* +(-16c-12)d 0

—F0
T P (2d+1)3
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So, at the middle of the interval the function is concave. Thus, if d > ¢ > 1, orif ¢ > d, or if c € (0,1) and
c<d< 1%6, the variance is a concave function with respect to the mean on the entire interval p € (O, ﬁ )
For the case that ¢ < 0,d > 0 and the case that ¢ > 0, d < 0 a similar approach can be used, which will result in
more counterexamples. The result is that Conjecture B.2.1 does not hold for all ¢, d € R.

Simulated CPTs In practice, the result that the variance is not necessarily concave on the whole range of u
does not regularly appear. To test the hypothesis, the simulated CPTs of Chapter 8 are used. For each simu-
lated CPT, a beta distribution is fit to the best and worst row. Then, the a/f and mean/variance parameters
are interpolated between and compared for 100 values of p., see Figure B.1a. The u, divide the interval
[y, 1] in sub-intervals of equal widths. The variance on the interpolation curve of @, 8 (0?) is compared
against the linearly interpolated variance (02).

0'2 Interpolation parameters
—— alpha/beta
0.051 —— meanj/variance
2 (/"T? 4 %)
o
0.04 1
I
2 2
Ty £ 003
g
0.02
0.01
17 01 02 03 04 05 06
mean
(b) Case for which the variance curve calculated from inter-
(a) Schematic overview of the variance comparison between polated a, B is not concave between the best and worst pa-
the obtained curve when interpolating the «, § (dotted) or the rameters, (@possr Bpesr) = (1.94,1.33) (@worst: Bworst) =
mean, variance (solid). (1.51,12.69).

Figure B.1: Supporting figures for methodologically showing the difference between the variance curves for @, 8 interpolation and
mean/variance interpolation.

For all simulated CPTs included in the simulations of Section 8.5 the variance curves are compared. To
avoid the influence of calculation errors when converting the a,  to the mean and variance, the differ-
ence needs to be at least 0.0001. In total 6000 CPTs were tested, for only one tested CPT it was found that
0? - 02 <-0.0001, which is shown in Figure B.1b. Even in the case that the variance is not concave on the full

interval between the best and worst mean, is the function concave on most of the interval.

Thus, in theory, the variance is not a concave function with respect to the mean but in practice, the variance
curve from interpolated a/f parameters lies above the line between the best and worst mean/variance.
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Table C.1: Results of KL-divergence and percentage of agreement performance for InterBeta, rounded to four decimals and one decimal
respectively, the best performance results of each row are printed in boldface. This table contains the information shown in Figure C.12.

CPT RNM Functional Interpolation
(KL-div / % agreement) original AutoRNM normal t-normal beta
Polar bears Ice 0.3509/56.9  0.2833/54.2 0.2996/61.1  0.3769/70.8  0.2501/62.5
Polar bears Disturb 0.1205/60.5  0.1547/48.1  0.0913/80.2 0.1525/85.2  0.0912/80.2
Polar bears CumPop 0.2119/72.2  0.2324/722 0.2163/75.0 1.5414/556  0.2015/75.0
Polar bears AFBod 0.186/91.7 0.2327 / 97.2 0.3125/69.4 0.6553 / 50.0 0.1522 /91.7
Polar bears SASur 0.3026 / 63.9 0.3204 / 72.2 0.4699 / 63.9 0.8802 / 61.1 0.1005/94.4
Polar bears AdSur 0.3113/63.9 0.3312/72.2 0.5344 / 63.9 0.8427 / 55.6 0.124/94.4
Polar bears OthMor 0.148 /77.8 0.181/70.4 0.1712/74.1  0.2521/74.1  0.1061 / 85.2
Polar bears EvMort 0.1332/100.0 0.1518/100.0 0.1833/92.6  0.3768/66.7  0.1031/92.6
Polar bears TerrPry 0.22 / 100.0 0.2745/100.0  0.4597 / 62.5 0.9088 / 50.0  0.2109 / 100.0
Polar bears Recr 0.2418 /100.0 0.2596 / 100.0  0.6192/ 75.0 0.7533 / 58.3 0.2718 /91.7
Polar bears Mrn 0.138 / 50.0 0.1412/75.0 0.1911/75.0 0.4872 / 75.0 0.1008 / 91.7
Polar bears Hab 0.417 / 55.6 0.4197 / 55.6 0.178 /77.8 0.9017 / 55.6 0.1474 /1 77.8
Polar bears Terr 0.0923 /91.7  0.0999/91.7 0.0846/91.7 0.6179/75.0 0.1288/91.7
Polar bears PrimPrey 0.1983 / 77.8 0.227/77.8  0.2511/100.0 0.2791/66.7 0.2115/77.8
Polar bears MrnPry 0.0862 / 88.9 0.1425/88.9 0.0594/100.0 0.5905/77.8 0.0688 / 88.9
Polar bears BioStr 0.1472 /77.8 0.1633 / 77.8 0.2262 / 66.7 0.2582 / 66.7 0.1417 /77.8
Food security EWDM 0.1843 / 66.7 0.1851 / 66.7 0.1043 /91.7 0.0631 /91.7 0.0171/91.7
Food security PWDM 0.1863 /50.0  0.1752/58.3  0.1005/ 75.0 0.109 / 66.7 0.0242 / 66.7
Food security 1 0.188 /66.7 0.1733/58.3  0.1221/75.0 0.1558/66.7  0.0237 / 66.7
Food security 2 0.2108 / 58.3 0.1848 / 41.7 0.1238 / 75.0 0.1073 / 66.7 0.0284 / 66.7
Food security 3 0.2005 / 50.0 0.1697 / 75.0 0.1299 / 66.7 0.1831/58.3 0.0816 / 58.3
Food security 4 0.1903 / 66.7 0.2223 /58.3  0.0852/100.0 0.0758/75.0 0.0235/ 83.3
Food security 5 0.4594 /41.7  0.4761/66.7  0.5775/66.7 0.1192/100.0 0.028/100.0
Pollinator abundance EWDM | 0.0032 / 100.0 0.0031 / 100.0 0.0 /100.0 0.0/ 100.0 0.0 /100.0
Pollinator abundance 1 0.01/100.0 0.0099 / 100.0 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
Pollinator abundance 2 0.0094 / 100.0 0.0082 / 100.0 0.0/ 100.0 0.0/87.5 0.0/ 100.0
Pollinator abundance 3 0.0088 / 100.0 0.0083 / 100.0 0.0/ 100.0 0.0/87.5 0.0/ 100.0
Pollinator abundance 4 0.004 /100.0  0.0027 / 100.0 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
Pollinator abundance 5 0.0201 /87.5 0.0161 / 100.0 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
Pollinator abundance 6 0.0043 / 100.0 0.0054 / 100.0 0.0 /100.0 0.0 /100.0 0.0/ 100.0
Pollinator abundance 7 0.0166 / 75.0 0.0153 / 87.5 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
Pollinator abundance 8 0.0247 / 75.0 0.0238 / 75.0 0.0/ 100.0 0.0/87.5 0.0/ 100.0
Pollinator abundance 9 0.0219/87.5 0.0201 / 75.0 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
Pollinator abundance 10 0.0086 / 100.0 0.0071 / 100.0 0.0/ 100.0 0.0/ 100.0 0.0/ 100.0
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Table C.2: Results of KL-divergence and percentage of agreement performance for InterBeta, rounded to four decimals and one decimal

respectively. This table contains the information shown in Figure C.12.

CPT InterBeta
(KL-div / % agreement) best and worst  parent weights  state weights row weights
Polar bears Ice 0.2284 / 70.8 0.1347 / 76.4 0.1158 / 73.6 0.0337/81.9
Polar bears Disturb 0.1885/ 75.3 0.1885/ 75.3 0.1853/72.8 0.1346 / 67.9
Polar bears CumPop 0.3701 / 63.9 0.3554/72.2 0.3407/77.8  0.2367 / 88.9
Polar bears AFBod 0.704 / 47.2 0.2047 / 97.2 0.1799 /97.2 0.1324 /97.2
Polar bears SASur 0.6735/58.3 0.2423 /75.0 0.0792 /97.2 0.0298 / 100.0
Polar bears AdSur 0.6897 / 58.3 0.201 / 80.6 0.0753/97.2 0.0256 / 100.0
Polar bears OthMor 0.1616 / 77.8 0.133/77.8 0.1188/77.8  0.0766 / 85.2
Polar bears EvMort 0.4037 / 55.6 0.1105/100.0 0.1096/100.0 0.084/92.6
Polar bears TerrPry 0.7762 / 62.5 0.2977 / 100.0  0.2896 / 100.0  0.258 / 100.0
Polar bears Recr 0.7226 / 58.3 0.2264 / 100.0 0.149 / 100.0 0.1165/91.7
Polar bears Mrn 0.2361 / 83.3 0.2015/83.3 0.1302 / 100.0 0.0545/100.0
Polar bears Hab 0.6701 / 55.6 0.3285 / 66.7 0.2724 /77.8  0.1915/88.9
Polar bears Terr 0.1646 / 91.7 0.1394/91.7 0.0612/83.3 0.0478/100.0
Polar bears PrimPrey 0.2239 / 66.7 0.2021/100.0 0.2019/100.0 0.1528/88.9
Polar bears MrnPry 0.341/66.7 0.1533 / 88.9 0.1445/ 88.9 0.0707 / 100.0
Polar bears BioStr 0.1641/77.8 0.1641/77.8 0.1602 / 88.9 0.1063/77.8
Food security EWDM 0.1819 / 66.7 0.0288 / 91.7 0.0285/91.7  0.0221/91.7
Food security PWDM 0.1987 / 41.7 0.0273 / 83.3 0.0272 / 83.3 0.0184 / 75.0
Food security 1 0.1756 / 50.0 0.0477 1 75.0 0.0381/75.0 0.0163/75.0
Food security 2 0.1982 / 50.0 0.0348 / 91.7 0.0348 / 91.7 0.0247 / 75.0
Food security 3 0.2111/66.7 0.1114 /91.7 0.1054 / 91.7 0.0638 / 83.3
Food security 4 0.2164 / 50.0 0.0346 / 75.0 0.0342 / 75.0 0.0214 / 83.3
Food security 5 0.2759 / 75.0 0.11/100.0 0.0307 / 100.0  0.0233 / 100.0
Pollinator abundance EWDM | 0.0164 / 87.5 0.0027 / 100.0  0.0027 / 100.0 0.0/ 100.0
Pollinator abundance 1 0.0265 / 87.5 0.0133/100.0 0.0133/100.0 0.0 /100.0
Pollinator abundance 2 0.0374 / 87.5 0.0063 /100.0 0.0063 /100.0 0.0/100.0
Pollinator abundance 3 0.0132/87.5 0.0097 / 87.5 0.0097 /87.5 0.0/100.0
Pollinator abundance 4 0.041/87.5 0.0031 /100.0  0.0031 /100.0 0.0/ 100.0
Pollinator abundance 5 0.0391 / 100.0 0.024 / 100.0 0.024 / 100.0 0.0/ 100.0
Pollinator abundance 6 0.0405 / 87.5 0.0141/100.0 0.0141/100.0 0.0/ 100.0
Pollinator abundance 7 0.0235/100.0 0.012/100.0 0.012 /100.0 0.0 /100.0
Pollinator abundance 8 0.042/87.5 0.0218 /87.5 0.0218 /87.5 0.0/100.0
Pollinator abundance 9 0.0318/87.5 0.0206 / 87.5 0.0206 / 87.5 0.0/ 100.0
Pollinator abundance 10 0.0553 / 87.5 0.0046 / 100.0  0.0046 / 100.0 0.0/ 100.0
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Table C.3: Results of KL-divergence and percentage of agreement performance for all InterBeta where also the middle rows are elicited,
rounded to four decimals and one decimal respectively. This table contains information shown in Figure C.12.

CPT InterBeta with elicited middle rows

(KL-div / % agreement) | best, worst, mid parent weights state weights  row weights
Polar bears Ice 1.0349 / 66.7 0.6539 / 80.6 0.3214/69.4 0.0636 / 83.3
Polar bears Disturb 1.2857 / 75.3 1.2857 / 75.3 1.27/75.3 0.6246 / 82.7
Polar bears CumPop 0.7845 / 66.7 0.4828 / 63.9 0.4663 /66.7  0.1197/ 86.1
Polar bears AFBod 1.7942 / 47.2 0.3596 / 97.2 0.1425/88.9  0.0584 /91.7
Polar bears SASur 1.6724 /58.3 0.2478 / 88.9 0.223/97.2  0.0337 / 100.0
Polar bears AdSur 1.6483 / 58.3 0.299/ 88.9 0.2623/97.2  0.0277 / 100.0
Polar bears OthMor 0.8206 / 77.8 0.7762 /1 77.8 0.7429 /1 77.8 0.2117/92.6
Polar bears EvMort 1.312/55.6 0.3012/100.0 0.3003/100.0 0.1189/96.3
Polar bears TerrPry 1.6725/56.2 0.0618 /100.0  0.0524 / 100.0 0.0441/100.0
Polar bears Recr 1.702 / 50.0 0.4709 /100.0  0.1893/100.0 0.0501 /100.0
Polar bears Mrn 0.6355/75.0 0.5673 /91.7 0.3914/91.7 0.0722/100.0
Polar bears Hab 1.3242 / 55.6 0.075/ 88.9 0.0667 /88.9  0.0584 / 100.0
Polar bears Terr 0.496 / 91.7 0.3498 / 91.7 0.3084 /100.0 0.1547/100.0
Polar bears PrimPrey 1.0344 / 66.7 0.6767 /100.0  0.6757 /100.0  0.3311/77.8
Polar bears MrnPry 1.0919 / 66.7 0.2235/88.9  0.2043/100.0 0.0347/100.0
Polar bears BioStr 0.8446 / 77.8 0.7387/77.8 0.7387/77.8  0.3464/77.8
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Interbeta versus InterBeta with mids elicited (Polar Bears)
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Figure C.1: Comparison of the KL-divergence of all original InterBeta versions versus all InterBeta versions where the middle rows are
elicited as well.
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ExtraBeta results using the shifted geometric mean (Pollinator Abundance)
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Figure C.2: Results of reconstructing Pollinator Abundance CPTs using ExtraBeta (shifted geometric, a/) with all potential combina-
tions of good and bad rows as input. Including the InterBeta results (orange), the results when either the best row or the worst row is
included as input (yellow), and the results when the best and worst row are both not used (blue).

ExtraBeta results using the shifted geometric mean (Food Security)
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Figure C.3: Results of reconstructing Food Security CPTs using ExtraBeta (shifted geometric, a/f) with all potential combinations of
good and bad rows as input. Including the InterBeta results (orange), the results when either the best row or the worst row is included as
input (yellow), and the results when the best and worst row are both not used (blue).
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Figure C.4: Results of reconstructing Security CPTs using ExtraBeta (shifted geometric, a/f) with all potential combinations of good and
bad rows as input. Including the InterBeta results (orange), the results when the good row has equivalised income in its best state and for
the bad row equivalised income s in its worst state (green), and the results for remaining combinations (blue).
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KL-divergence
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Figure C.5: Results of reconstructing Polar Bears CPTs using ExtraBeta (arithmetic, /) with all potential combinations of good and bad
rows as input. Including the InterBeta results (orange), the results of the dominant parent node fixed to its best and worst state for the
good and bad row respectively (green), and the results for remaining combinations (blue).
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Figure C.6: Results of reconstructing Polar Bears CPTs using ExtraBeta (arithmetic, /) with all potential combinations of good and bad
rows as input. Including the InterBeta results (orange), the results of the dominant parent node fixed to its best and worst state for the
good and bad row respectively (green), and the results for remaining combinations (blue).
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Figure C.7: Results of reconstructing Polar Bears CPTs using ExtraBeta (shifted geometric, /) with all potential combinations of good
and bad rows as input. Including the InterBeta results (orange), the results of the dominant parent node fixed to its best and worst state
for the good and bad row respectively (green), and the results for remaining combinations (blue).
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Figure C.8: Results of reconstructing Polar Bears CPTs using ExtraBeta (shifted geometric, /) with all potential combinations of good
and bad rows as input. Including the InterBeta results (orange), the results of the dominant parent node fixed to its best and worst state
for the good and bad row respectively (green), and the results for remaining combinations (blue).
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Pollinator Abundance

Expert A Expert B Expert C Expert D Expert E
° 8 o s . . © .
6 35 .
7
5 > ° >
30{®
N .
B 5 id 4 ° 4 o
2 . 2 2 2 2
4
3 ° . 3 20 3
. .
sle . .
®e
2{® 2{e" o 2
° 2 15 ® °®
. o . o . ¢ ™ o
125 150 175 200 225 250 275 15 20 5 30 35 40 15 20 25 30 35 40 150 175 200 225 250 275 150 175 200 225 250 275
alpha alpha alpha alpha alpha
Expert F Expert G Expert H Expert | Expert
N 6 . . . “
10 6 [y 4.0 /
- 12
s ]
s 5 35 10
.
£ 6 5t g4 53 5 8
] B g g . g
3 25 . 6
o 3
4 3
4
. e R . . 20 . o
2
2] % . ° ° 210°
° . ¢ ° o o 15 ° ° ° &
3 4 15 20 25 10 15 2. 25 15 20 25 30 2 3 4 5
alpha alpha alpha alpha alpha
(a) Beta distribution parameters: a, 8.
Pollinator Abundance
Expert A Expert B Expert C Expert D Expert E
. . . 0.060 °
0.06 0.06 0.060 s 0.060 H
. 0055
R 0,055 ° . 0055 °
005 . 005 0050 L4 0050 .
g g & 0045 g oos0 g 0045 . -
H £ 00s £ g g
s 5 o . s & g
5 004 5 .| £ £ 0.040
H . H 3 g 000 g ooss s
. 0035
° 003 0035 K d &
0.03 00301 ® 00401 @ 0.030
s .
002 0025 . 0025
0035
00 7 ~ [ .
03 o4 o5 06 03 04 05 06 03 04 o5 06 o7 o4 05 06 03 o4 o5 06
mean mean mean mean mean
Expert F Expert G Expert H Expert | Expert ]
. ° . . ° 0.06 .
. 0.06 . . 0.060
0.06 0.06
. 0,055 . 005 .
005 . e ° o 005 -
. . 005 0.050 ”
] 8 s | 8 . g goodl o
2 ° 2 g g 2 '3
g o0 2 £ 004 £ o0as e ° 2
g | Sooa s g S 003
0031 o 0.040 .
003{ & 003 002
002 00351
-~ s l® 002 < 00301 @ o |
03 04 s 06 03 04 s o6 03 04 o5 o6 03 04 os o6 03 o4 [ o6 o7
mean mean mean mean mean

(b) Beta distribution parameters: mean and variance.

Figure C.9: Fitted Beta distribution parameters to true CPTs of the Pollinator Abundance BN, including the interpolation line for a, §
(blue) and for the mean and variance (red).
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(b) Beta distribution parameters: mean and variance.

Figure C.10: Fitted Beta distribution parameters to true CPTs of the Food Security BN, including the interpolation line for a, § (blue) and
for the mean and variance (red).
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(b) Beta distribution parameters: mean and variance.

Figure C.11: Fitted Beta distribution parameters to true CPTs of the Polar Bears BN, including the interpolation line for a, 8 (blue) and
for the mean and variance (red).
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Figure C.13: Number of child node states and parent nodes in a BN such that the original RNM and extended RNM require an equal

amount of input parameters.

Best and worst

Performance of arithmetic vs. shifted geometric mean

Parent weights

State weights

_

1.000

0975

0950

0925

0.900

0875

0850

0825

percentage of agreement

0875 0975 098
0.850 0.950 096
0825 0925 094
0.800 0.900 0.92 .
2
0775 0875 0.90 £
- —
0750 0.850 088 .
2 T
0725 0.825 0861 T
0.700 0.800 084
0575 095 0975
0950
0550 B
0.90 0925
0525
0.900
o
0.500 085 5
0875 __— ©°
0475 e
) 080 0.850 e
P
0.450 0825 \/\/
075
0425 0.800
0.400 0775
3 > » ® ® > ® ? ?® > » > ?® ® > ® ® ? > » > ® ?® » ® ® »
S s > 'v I ” e ¥ ¥ W Y e v e o o ¥ ¥ v v e v o e o & ¥
o N2 o & 2 & @ @ R o & o o & & pa @ R o o & o o &0 @ @8 R

number of parent node states

— arithmetic mean  —— shifted geometric

mean

Figure C.14: Mean and 95% confidence interval of InterBeta performance (percentage of agreement), over 100 replications, on simulated
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parameters.
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Figure C.15: Mean and 95% confidence interval of InterBeta performance (mean KL-divergence), over 100 replications, on simulated
data with four different types of correlation structures. Individually presented for each tested combination of number of parent and
child states. The arithmetic mean is used and «, f were used as interpolation parameters.
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Figure C.16: Mean and 95% confidence interval of InterBeta performance (mean KL-divergence), over 100 replications, on simulated
data with four different types of correlation structures. Individually presented for each tested combination of number of parent and

child states. The arithmetic mean is used and «, f were used as interpolation parameters.
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Figure C.17: Proposed elicitation protocol for ExtraBeta.
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