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ABSTRACT
Online shoppers have a lot of information at their disposal when
making a purchase decision. They can look at images of the product,
read reviews, make comparisons with other products, do research
online, read expert reviews, and more. Voice shopping (purchas-
ing items via a Voice assistant such as Amazon Alexa or Google
Assistant) is different. Voice introduces novel challenges as the com-
munication channel is limited in terms of the amount of information
people can and are willing to absorb. Because of this, the system
should choose the single most effective nugget of information to
help the customer, and present the information succinctly. In this
paper we report on a within-subject user study (N = 24), in which
we employed three template-based methods that use information
from customer reviews, product attributes and search relevance
signals to generate helpful supporting information. Our results
suggest that: (1) supporting information from customer reviews sig-
nificantly improves participants perception of system effectiveness
(helping them make good decisions); (2) supporting information
based on search relevance signals improves user perception of sys-
tem transparency (providing insight into how the system works).
We discuss the implications of our findings for providing supporting
information for customers shopping by Voice.
ACM Reference Format:
Gustavo Penha, Eyal Krikon, Vanessa Murdock, and Sandeep Avula. 2022.
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1 INTRODUCTION
Voice assistants such as Amazon Alexa and Google Assistant have
become widely used in recent years. These devices allow people to
interact in their own language to do everyday tasks such as set the
kitchen timer, search for a recipe, answer trivia questions, or play
music. In addition, these devices allow customers to shop by Voice.
∗Work done during an internship at Amazon.
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While online shopping on theWeb is well-established, people are
less inclined to make purchase decisions with a Voice device. On the
Web, customers can determine whether a product suits their needs
by browsing multiple items, reading reviews, or comparing multiple
products. By contrast, Voice customers typically do not go beyond
two product recommendations, are more inclined to purchase less
expensive products, and do fewer navigational actions [14].

The search and recommender systems which power Voice as-
sistants have invested in improving customer trust by providing
supporting information in the form of model explanations [35].
However, directly adopting such techniques to the Voice channel
presents a challenge. The real-estate to provide information on a
Voice channel is limited and system designers must be judicious
in presenting information. More specifically, they must choose the
most succinct nugget of information that will help the customer’s
purchase decision, whether that means providing additional in-
formation about the product, or providing transparency into the
recommender system itself. Our research adds to the growing body
of work onmodel explanations in search and recommender systems,
by investigating how supporting information based on different in-
formation sources related to the product can help customers when
shopping by Voice.

In this paper, we examine whether supporting information de-
rived from customer reviews, product attributes, or relevance sig-
nals from the recommender system is more valuable for customers
in making a purchase decision. Building on Balog and Radlinski
[1], we propose that in an e-commerce setting, providing support-
ing information over a Voice channel has four explanation goals:
Persuasiveness (makes me want to buy a product), Effectiveness (pro-
vides support for good decision making), Transparency (provides
insight into how the system works) and Scrutability (provides the
opportunity for feedback about what the system understood).

To compare these strategies, we created backstories that describe
the shopping needs of hypothetical customers. Each backstory rep-
resents a specific search intent (the customer has a narrow target
or a broad need), and a product consideration (high consideration,
for which the customer needs significant additional supporting
information to make a purchase decision vs. low consideration, for
which the customer needs little additional information to make a
purchase decision). For each backstory, we also vary the relevance
of the product recommendation by testing for both relevant and
non-relevant product recommendation. We included the relevance
variation as work by Carmel et al. [4] suggests that e-commerce
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customers sometimes engage with non-relevant results. We inves-
tigated the following research questions:
RQ1: Which source of supporting information (reviews, attributes,
or relevance) is most helpful with respect to the explanation goals:
persuasiveness, effectiveness, transparency, and scrutability?
RQ2: What is the effect of the search intent (narrow or broad),
product consideration (high or low) and the product relevance
(relevant or non-relevant) with respect to the explanation goals?

In the remainder of the paper, we present previous work on
product search and recommender explainability in Section 2. In
section 3, we present details about the user study, including the
methods for generating supporting information. In Section 4, we
present the results, and discuss them in Section 5.

2 RELATEDWORK
Prior work in explanations has taken two approaches to convey
information about the underlying systems [37]. In one, the sys-
tem provides justifications, which is information intrinsic to the
model. In the second approach, the system provides descriptions,
which is information acquired from various sources other than the
model itself. In this work, we focus on explanation descriptions, and
investigate the impact of different sources to provide explanations.

Methods for generating explanation descriptions in recommender
systems can be broadly categorized into two approaches: generation-
based methods [6, 7, 12, 19–21, 39] and template-based methods [3,
13, 25, 34, 35]. Generation-based methods use a generative neural
network to output a review-like explanation sentence, along with
the recommendation score for a ⟨user, item⟩ tuple. Template-based
methods fill a template with phrases based on item attributes, tags,
collaborative information (item and user neighbors) and user de-
mographics. In this paper, as the focus is the choice of information
source to provide an explanation, we adopt the template-based
method. Through the template based method, we provide support-
ing information to suggest why the system considered the product
to be relevant (such as “the product is frequently shown when
people search for...").

The behavior of customers when searching for products in e-
Commerce stores is different from general Web search [29]. Pur-
chase decisions are a highly individual process where different
factors come into play such as trust in the e-commerce store, price
sensitivity, brand affinity, customer reviews, shipping time, and
more [16, 27]. Unlike Web search where relevance is generally mod-
eled through lexical and semantic matches between the query and
document [22], in product search systems it is necessary to take
into account additional factors such as price, ratings, brand rep-
utation, shipping speed, etc. In this work, we examine two types
of product information commonly considered by online shoppers:
price and customer reviews.

Search intent differs between Product and Web search [28, 32].
Su et al. [33] proposed a taxonomy of customer intents when search-
ing for products: target finding (the customer has a specific target
in mind with an immediate purchase need), decision making (the
customer has a vague idea of what to buy but would like to explore
and compare products) and exploration (the customer has no spe-
cific target in mind and is browsing). In this work, we compare
explanation strategies for target finding and decision making.

Tintarev and Masthoff [35] describe different goals of recom-
mender explanations: transparency, scrutability, trust, effectiveness,
persuasiveness, efficiency and satisfaction. Following Balog and Radlin-
ski [1] we adapt the following explanation goals to the e-commerce
setting: transparency (provide insight into how the system works),
scrutability (providing the opportunity for feedback about what
the system understood), effectiveness (providing support for good
decision making) and persuasiveness (providing reasons to buy a
product). Motivated by differences between Voice and Web shop-
ping [14], we study how these goals are affected by the type of
information surfaced in the Voice interaction, given the search
intent and the product consideration. Ultimately, we hope to deter-
mine the most helpful information type for Voice product search,
given the necessary brevity of the Voice interaction.

3 METHODS
We conducted a user study by constructing template responses of a
Voice product search system that introduces four different types
of supporting information. This was a 4x23 mixed-level factorial
design, where each task has a backstory associated with a search
intent (narrow or broad) and a product consideration (high consid-
eration or low). In addition, for each of the backstories we presented
a relevant product, and a related but non-relevant product, as peo-
ple are often presented (and engage with) non-relevant products
related to their query [4].

3.1 Voice Shopping Templates
For the user study, we created responses with template-based1
structures [25], that has a baseline response followed by a slot for
the supporting information. Following Zhang and Chen [39], the
supporting information consisted of product attributes, information
from reviews or salient terms important to the ranking model (rele-
vance words). Examples of each type of information can be found
in Table 1. We aimed for short helpful review sentences and a small
number of relevance words to decrease the overhead of listening to
a long audio prompt.

The baseline template is similar to typical responses of Voice
enabled product search systems. The information about the recom-
mended product for a query includes the product title, the price and
the number of days for delivery. Unlike Web search where several
attributes from the product can be seen on the product page, Voice
is limited to a single additional product attribute.

As shown in Moraes et al. [24], price is a key attribute for cus-
tomers in estimating product quality, so we included a discount by
adding the sentence ‘The product is now on sale’. No discount was
given or factored into the price to avoid introducing a confounding
factor. When making a purchase decision, customers often turn
to reviews from other customers. Following Gamzu et al. [10], we
selected a sentence from a positive review2 of the product with the
highest count of helpful votes. Finally, to help the customer under-
stand what makes the suggested product relevant to their need, we
manually select words that indicate a match between the product

1A generative approach would lead to unnecessary language variations for the purpose
of this study.
2We do not explore negative reviews as picking a negative review sentence to recom-
mend a product is counterintuitive.
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Table 1: Templates for supporting information method, an example prompt for the query ‘I want to buy a Fuji camera X100V ’
and the average audio length (in seconds). Bold sentences highlight the difference compared to the baseline.

Method Template Example Length
(in seconds)

Baseline I found ⟨product_title⟩. It’s ⟨price⟩. With
delivery in ⟨delivery⟩ days

I found Fujifilm Digital Camera Black. It’s 1449.99 dollars,
with delivery in 3 days.

11.1

Attributes I found ⟨product_title⟩. The product is now
on sale for ⟨price⟩. With delivery in
⟨delivery⟩ days.

I found Fujifilm Digital Camera Black.The product is now
on sale for 1449.99 dollars, with delivery in 3 days

12.9

Reviews ⟨baseline⟩. A reviewer said
⟨review_sentence⟩.

I found Fujifilm Digital Camera Black. It’s 1449.99
dollars, with delivery in 3 days. A reviewer said
‘The street/documentary/everyday photographer’s best
tool.’.

16.4

Relevance ⟨baseline⟩. The product is frequently
shown when people search for
⟨relevance_words⟩.

I found Fujifilm Digital Camera Black. It’s 1449.99 dol-
lars, with delivery in 3 days. The product is frequently
shown when people search for ‘X100V camera’.

15.5

and the query. In a real system, the information presented here
might be derived from an automated model explanation [9, 30, 36].
The product attributes such as top reviews and price were extracted
from their respective web pages on a large e-commerce website.
For product titles, we used shorter voice-friendly versions typical
of Voice devices.

3.2 User Study Design
We employ a 4 × 23 mixed-level factorial design with the following
independent variables: three two-level factors (the search intent,
the product consideration, and the product relevance) and four
supporting information methods (the baseline and methods based
on reviews, attributes and relevance). The dependent variables
are the following explanation goals: Persuasiveness, Effectiveness,
Transparency and Scrutability. In the following sections we explain
the conditions of the user study, the procedure taken by participants
and the methodology for analyzing the results.

Each task in the user study has a backstory which describes
the underlying information need and product combination. Each
backstory is composed of a text to describe the information need
and a voice query associated with that need. For examples of the
backstories and voice queries we refer the reader to Table 2. Ad-
ditionally, each backstory is associated with a search intent and
product consideration. For each of the four backstories, we have
one relevant product and one that is not relevant.

We include two search intents for describing the search behavior
that are representative of the way consumers engage with prod-
uct search systems [33]: Target-Finding and Decision-Making. With
Target-Finding, the customer has a specific item in mind (known
product name or brand) with an immediate purchase need, and usu-
ally does not compare different products. Whereas with Decision-
Making the customer also has an immediate purchase need but
compares related products in order to make a purchase decision.

For each intent, we include a High Consideration product and a
Low-Consideration product. High consideration products typically

require product research or comparisons and are often more expen-
sive. Low consideration products do not require product research or
comparisons, and are typically cheaper. We investigate the impact
of product consideration on the different goals.

Product search engines are not always effective, and in some
cases non-relevant results are presented to users. For voice product
search, this is critical as users typically only hear one or two prod-
uct recommendations, displaying a bias toward default choices [23].
Interestingly, Carmel et al. [4] found that in some cases users pur-
chase the non-relevant products anyway. Motivated by this finding,
we also study the effect of the product relevance.

For the backstorieswith Target-Finding intent and a non-relevant
product, we show a product that matches the product category of
the information need, but is not the specific product mentioned in
the query. For example, in the backstory B1 the query mentions
the camera model “Fujifilm X100V” ’ and the non-relevant system
response is a different camera model (“Ricoh GR III”). For the back-
stories with Decision-Making intent and a non-relevant product,
we show a product that does not match the product category of
the query, but is related to it. For example, in the backstory B3 the
query asks for a camera and the non-relevant system response is a
camera bag.

Half of the trials for each backstory were populated with rele-
vant results, and the other half with non-relevant results. The order
of the trials, supporting information method, and backstory were
counter-balanced using balanced Latin squares. Each subject went
through the following steps for each of the four methods: (1) read
the backstory and query, (2) listen to the audio with the response
and (3) answer a questionnaire regarding the different goals. The au-
dios were recorded using the Alexa Presentation Language Audio.3
The study was conducted through a website without time limitation
and participants could hear the explanation multiple times.

In order to evaluate the supporting information we rely on post-
task questionnaires, which is the most common methodology for

3https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apla-
document.html visited January 2022
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Table 2: Different task conditions used in the study. Each backstory describes the underlying information need, which has
search intent (target-finding vs. decision making), product consideration (high-consideration vs low-consideration) and prod-
uct relevance (relevant vs. non-relevant). The product title is followed by supporting information (review-based in these ex-
amples).

Backstory Search Product Relevant Non-Relevant
Intent Consideration

B1 You’ve recently watched some videos on
youtube about street photography and you found
it really fascinating. So you want to start practic-
ing it. You believe that the camera of your smart-
phone does not fit the requirements for street pho-
tography. After watching several videos of pho-
tographers comparing different digital camera
options for street photography, you are somewhat
convinced that the right choice for you is a cam-
era named “Fujifilm x100v”, which is compact
but powerful. So you decide to buy it through a
voice assistant. (query: "buy Fujifilm X100V")

Target
Finding

High Cons Fujifilm Digital Camera
Black (X100V camera)
[The street / documentary
/ everyday photographer’s
best tool.]

Ricoh GR III Digital
Compact Camera, 24mp,
28mm F 2.8 Lens (snapshot
camera) [It deserves far
more attention than has
received.]

B2 You’ve realized you are out of deodorant. You
decide to buy the same product you used last
time from the brand Degree Men using a voice
assistant. (query: "buy deodorant degree men")

Target
Finding

Low Cons Degree Men,Cool Rush An-
tiperspirant, 6 pack of 2.7
oz each (degree men deo) [I
get complimented on how
I smell constantly.]

Dove Men +Care Deodorant
Stick [...] (men antiperspi-
rant) [The best ’standard’
deodorant you can buy.]

B3 You’ve recently watched some videos on
youtube about street photography and you found
it really fascinating. So you want to start practic-
ing it. You believe that the camera of your smart-
phone does not fit the requirements for street pho-
tography. So you decide to look for street photog-
raphy cameras and make a decision with the help
of a voice assistant. (query: "buy street photog-
raphy camera")

Decision High Cons Ricoh GR III Digital
Compact Camera, 24mp,
28mm F 2.8 Lens (snapshot
camera) [It deserves far
more attention than has
received.]

Leather Camera Bag, Street
Photography [...] (street
photography camera bag)
[It’s a beautiful bag, I’ve
gotten many compliments
on it]

B4 You’ve realized you are out of deodorant. You
did not quite like the quality of the last deodor-
ant you bought, so you decide to explore different
options using a voice assistant. (query: "buy de-
odorant")

Decision Low Cons Dove Men +Care Deodorant
Stick [...] (men antiperspi-
rant) [The best ’standard’
deodorant you can buy.]

Dial Antibacterial Deodor-
ant Bar Soap, 4oz Each,
Pack of 3 Gold Bars (deodor-
ant bar soap) [It smells
good, and it cleans my
hands well.]

this task [26]. The questions were adapted from [1] to reflect a
product search scenario:

• scrutability - "Does the supporting information provide enough
information to allow a critique of the system"

• transparency- "Does the supporting information explain how
the system works"

• effectiveness- "Does the supporting information help the cus-
tomer make a good decision"

• persuasiveness- "Does the supporting information convince
the customer to buy"

Each question was rated on a 4-point Likert scale: (1) not at all, (2)
moderately, (3) slightly and (4) a great deal, for each of the goals.

A total of 24 participants took part in the user study, resulting in
a total of 96 distinct evaluations of supporting information. Table 4
shows the average participant scores for each method and factor
combination. All participants are researchers from a large tech
company and participated in the study remotely.

We use linear mixed-effect models [2], using the lme4 library4 to
evaluate the effect of different conditions on the supporting infor-
mation methods. The β coefficients are reported in Table 3. Linear
mixed-effects models are better suited for these evaluations over
ANOVA as they enable us to take into account multiple fixed effects,
their interactions, and random effects and to handle imbalanced
data [11]. Our fixed effects are the supporting information meth-
ods, the search intent, the product consideration and the product
relevance. We treat the subject id as a random effect. To test for
the significance of the different factors in the dependent variables
(the explanation goals) we use the Likelihood Chi-Square Ratio
Test [17] which compares the full model with a model without the
fixed factor for supporting information.

When testing the interactions between the factors and the pro-
posed explanation methods, we do not simply explore all possible
interactions, as it can significantly increase the chance of false
4https://github.com/lme4/lme4 visited March 2022

https://github.com/lme4/lme4
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positives. Instead, we formulate three hypotheses based on prior
work [4, 15, 33], and only test for them.
H1: The interaction between the product relevance and relevance-
based information is significant.
Intuitively, a customer might not find relevance words helpful if
the product is already relevant for the query. However, as pointed
out by Carmel et al. [4], the less obvious cases where the product
seems to be non-relevant but is related to the query could benefit
from relevance-word information.
H2: The interaction between the product type (low/high consideration)
and review-based information is significant.
Intuitively, a customer may find review information helpful if a
product is more expensive and the purchase decision needs more
consideration. For example, it was found that consumers use re-
views more in the consideration stage [15].
H3: The interaction between the search intent and attribute-based
information is significant.
Intuitively, a customer might not worry about the price—the at-
tribute we consider in our experiments—if the intent is target find-
ing where the user is more certain (and knowledgeable) about the
product she wants [33].

4 RESULTS
In the following section, we present results from our research ques-
tions and hypotheses.

RQ1: Supporting Information Methods In RQ1, we investi-
gated the effect of supporting information methods on four goals.
We found that the supporting information methods had a signif-
icant effect on two goals: Effectiveness (χ2(3) = 8.373, p < 0.05),
and Transparency (χ2(3) = 17.352, p < 0.01). In terms of Effective-
ness, participants reported that they were better able to determine
how well they liked a product using review-based information in
comparison to the baseline (β = 0.375, S .E = 0.188, p < 0.05). In
terms of Transparency, participants reported that they had a better
understanding of the reasoning behind their recommendation from
relevance-based keywords in comparison to the baseline (β = 0.973,
S .E = 0.184, p < 0.001).

RQ2: Search Intent, Product Consideration andRelevance
In RQ2, we investigated the main effect of three factors on the
goals: search intent, product consideration and product relevance.
We found that product consideration and product relevance signifi-
cantly affect various goals and we report on the effects.

Product Consideration:We found product consideration has a
significant effect for Persuasiveness (χ2(1) = 18.769, p < 0.01), Effec-
tiveness (χ2(1) = 19.725,p < 0.01) and Transparency (χ2(1) = 4.481,
p < 0.05). In terms of Persuasiveness, participants reported that they
were more likely to be persuaded to purchase low consideration
products in comparison to high consideration products (β = 0.730,
S .E = 0.165, p < 0.001). In terms of Effectiveness, participants re-
ported that supporting information methods were more helpful
when deciding over low-consideration products in comparison to
high-consideration products (β = 0.605, S .E = 0.133, p < 0.001).
Finally, in terms of Transparency, participants reported that they
better understood the rationale for their recommendations for low-
consideration products in comparison to high-consideration prod-
ucts (β = 0.380, S .E = 0.184, p < 0.01).

Product Relevance: We found product relevance to have a
significant effect for Persuasiveness (χ2(1) = 11.732, p < 0.01).
Unsurprisingly, particpants reported to being persuaded to purchase
relevant products in comparison to non-relevant products (β =
0.563, S .E = 0.165, p < 0.001).

H1-H3: Interaction with Supporting Information meth-
ods: In H1, we found no significant interaction effects between
product relevance and relevance-based keywords across all expla-
nation goals. In H2, we found no signficant interaction effects
between product consideration and review-based information for
Persuasiveness (χ2(1) = 2.898, p = 0.088) . In H3, we found signifi-
cant interaction effects between search intent and attribute-based
information for Persuasiveness (χ2(1) = 0.017, p < 0.05) but not
significant for Transparency (χ2(1) = 3.14, p = 0.076).

H2:We found trends that suggest review-based information is
better suited for persuading participants to purchase high-consideration
products in comparison to low-consideration products (β = 0.685,
S .E = 0.4, p = 0.089).

H3: In this analysis, we made two observations. First, it was
easier to persuade participants to purchase through attribute-based
information for target-finding in comparison to decision-making
tasks (β = 0.950, S .E = 0.4, p < 0.05). Second, we found trends
which suggest that attribute-based information was better suited
to help participants understand the rationale behind their recom-
mendations for target-finding in comparison to decision-making
tasks (β = 0.788, S .E = 0.44, p = 0.075).

5 DISCUSSION
We found that review-based supporting information significantly
helps participants in assessing a product (Effectiveness). These find-
ings are aligned with prior work on textual explanations on the
Web [5, 18, 38, 40]. Intuitively, this makes sense as reviews contain
word-of-mouth information, which prior work suggests helps in
decision-making [8, 27]. This motivates further study of models that
automatically find short and relevant spans of text from reviews to
be used in Voice product search such as Gamzu et al. [10]. As we
are studying Voice interactions, we selected review snippets that
were coherent and brief (as can be seen from the audio length in
Table 1). Automatically identifying helpful snippets from reviews
that are also brief and coherent are challenges for future work.

Supporting information in the form of relevant words were use-
ful in improving Transparency and Scrutability. The words provided
evidence for participants to understand the rationale behind the rec-
ommendation, and sufficient information to be able to critique the
system. For the Voice domain, this could be an effective technique
as the information bandwidth is limited and selecting one or two
relevant words versus coming up with an entire sentence could be
less risky. Future work should continue building on recent efforts
such as selecting terms to explain top retrieved products [30, 36]
and system interpretation of the query [31], for the Voice domain.

Onemight expect that if a customer issues a specific search query
(a target-finding task) they might find less value in supporting
information, as they have already have a clear idea of what they
want. We found this to be true for attribute-based information, but
not for other types of supporting information. More specifically, we
found that when participants received attribute-based information,
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Table 3: The β coefficients (with standard deviations) for the fixed effects in a linear mixed-effects regression for the four
explanation goals. Asterisks “∗” and "∗∗" denote significance at p<0.05 and p<0.001 respectively

Persuasiveness Effectiveness Transparency Scrutability

Reviews 0.188 (0.233) 0.375∗ (0.188) 0.411 (0.260) 0.071 (0.185)
Attributes −0.272 (0.233) −0.111 (0.188) 0.041 (0.260) −0.033 (0.184)
Relevance −0.084 (0.233) 0.224 (0.188) 0.973∗∗ (0.260) 0.319 (0.185)
Search intent 0.189 (0.165) 0.215 (0.133) 0.032 (0.184) 0.184 (0.131)
Product consideration 0.730∗∗ (0.165) 0.605∗∗ (0.133) 0.380∗ (0.184) 0.086 (0.131)
Product relevance 0.563∗∗ (0.165) 0.022 (0.133) 0.338 (0.184) 0.128 (0.131)

Table 4: Average score for each supporting information method by each of the factors (Search intent, Product consideration,
Product relevance). Bold values indicate which group has the highest average for each goal.

Search intent

Persuasiveness Effectiveness Transparency Scrutability

Decision Target Decision Target Decision Target Decision Target

Baseline 2.58 2.15 2.42 2.00 2.42 1.77 1.92 1.69
Reviews 2.42 2.77 2.25 2.92 2.25 2.77 2.00 1.77
Attributes 1.62 2.58 1.69 2.50 1.77 2.50 1.54 2.00
Relevance 2.38 2.25 2.54 2.33 3.31 2.83 1.77 2.50

Average 2.25 2.44 2.22 2.44 2.44 2.47 1.81 1.99

Product consideration

Persuasiveness Effectiveness Transparency Scrutability

HighCons LowCons HighCons LowCons HighCons LowCons HighCons LowCons

Baseline 1.85 2.92 1.62 2.83 2.00 2.17 1.62 2.00
Reviews 2.50 2.69 2.42 2.77 2.17 2.85 2.00 1.77
Attributes 1.62 2.58 1.77 2.42 1.92 2.33 1.46 2.08
Relevance 1.92 2.69 2.33 2.54 2.92 3.23 2.33 1.92

Average 1.97 2.72 2.04 2.64 2.25 2.65 1.85 1.94

Product relevance

Persuasiveness Effectiveness Transparency Scrutability

nonrelevant Relevant nonrelevant Relevant nonrelevant Relevant nonrelevant Relevant

Baseline 1.92 2.83 2.15 2.25 2.00 2.17 1.85 1.75
Reviews 2.33 2.85 2.67 2.54 2.58 2.46 1.75 2.00
Attributes 1.69 2.50 2.08 2.08 1.62 2.67 1.69 1.83
Relevance 2.25 2.38 2.33 2.54 2.92 3.23 2.00 2.23

Average 2.05 2.64 2.31 2.35 2.28 2.63 1.82 1.95

they were more easily persuaded and had a better understanding
of their recommendation for target-finding tasks. Across all other
types of supporting information and goals, we found no difference
between target-finding and decision-making tasks. Perhaps for
decision-making tasks, participants were interested in attributes
beyond price, and therefore did not find the additional information
helpful, especially given that the price was already mentioned in
the baseline template.

Our results suggest that product consideration had a signifi-
cant effect for Persuasiveness, Effectiveness, and Transparency. The
supporting information for low-consideration products was rated

higher than for high-consideration products. Interestingly, review-
based information proved to be better at persuading participants
to purchase high-consideration products in comparison to low-
consideration products. This may be because word-of-mouth plays
a greater role in persuading participants, or reviews may mention
attributes that are otherwise not present in the product creatives.

As expected, it was easier to persuade participants to purchase
relevant products. For the rest of the goals, we did not find any
significant differences between relevant and non-relevant products.
The lack of significant differences contradicts the hypothesis in
Carmel et al. [4] that supporting information is more beneficial for
suggesting non-relevant products. We posit that our evidence may
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not be conclusive, and that non-relevant products may need spe-
cialized supporting information that includes familiarity, product
popularity and personalized information [4].

One limitation of the study is that the participants are all re-
searchers from a large tech company, and may not be typical of
Online shoppers. Additionally, our study is based on non-interactive
and scenario-based audio files as opposed to consumer behavioral
data with an actual purchase intent. This along with our unique
selection of queries, products, attributes and small number of par-
ticipants may limit the generalizability of our findings.

6 CONCLUSION
In this paper we examined different sources for supporting infor-
mation and their utility toward four goals of Persuasiveness, Effec-
tiveness, Transparency and Scrutability in Voice product search. We
conducted a user study where each task was defined by a backstory
associated with a search intent (narrow or broad) and a product
consideration (high consideration or low). In addition, for each of
the backstories we presented a relevant product, and a related but
non-relevant product, as people are often presented (and engage
with) non-relevant products related to their query.

We found that supporting information helps in decision-making,
and improves the transparency of system recommendations. Review-
based information was most helpful with decision making when
participants needed to spend more time investigating a product (i.e.
high-consideration purchases). Relevance-based information was
best suited for improving recommender transparency. Attribute-
based information was most useful for Persuasiveness and Trans-
parency for target-finding tasks. Future work should examine the
impact of other product attributes (beyond price) as well as au-
tomating the generation of supporting snippets.
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