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Lightcone bounds for quantum circuit
mapping via uncomplexity

Check for updates

Matthew Steinberg 1,2,4 , Medina Bandić1,2,4, Sacha Szkudlarek1, Carmen G. Almudever3,
Aritra Sarkar1,2 & Sebastian Feld 1,2

Efficiently mapping quantum circuits onto hardware is integral for the quantum compilation process,
wherein a circuit ismodified in accordancewith a quantumprocessor’s connectivity.Many techniques
currently exist for solving this problem, wherein SWAP-gate overhead is usually prioritized as a cost
metric. We reconstitute quantum circuit mapping using tools from quantum information theory,
showing that a lower bound, which we dub the lightcone bound, emerges for a circuit executed on
hardware.Wealsodevelop an initial placement algorithmbasedongraph similarity search, aidingus in
optimally placing circuit qubits onto a device. 600 realistic benchmarks using the IBM Qiskit compiler
and a brute-force method are then tested against the lightcone bound, with results unambiguously
verifying the veracity of the bound, while permitting trustworthy estimations of minimal overhead in
near-term realizations of quantum algorithms. This work constitutes the first use of quantum circuit
uncomplexity to practically-relevant quantum computing.

The promise of quantum technology extends to many areas of modern
theoretical physics, computer science and cryptography, among others1. In
spite of much success over the past 30 years, current-generation quantum
technology is characterized by noisy, intermediate-scale devices that are
severely limited not only by the depth and size of the quantum circuits that
can be executed, but also by the qubit connectivity of such devices2. Such
processors have allowed for the first generation of quantum-technology
demonstrations, ranging from experimental realizations of hybrid
quantum-classical optimization techniques3,4 to resource-intensive algo-
rithms such as fault-tolerant quantum error-correction codes (QECCs)5–7.

With such promise as is forecasted for quantum technology, full-stack
design approaches have emerged, in order to delegate resources efficiently
and to ensure high success rates for a given quantum circuit, realized on a
quantum processor8–10. As such, one of the cardinal issues to emerge for
practical quantum computing is that of quantum compilation, which can be
broadly defined as the various engineering-level steps required to translate
and prepare a quantum circuit for execution on a quantum processor11.
Central to quantum compilation is the quantum circuit-mapping problem
(QCMP),which concerns the assignment and rearrangement of qubits from
an algorithm to a processor as a quantum circuit is executed, in order to
guaranteehighfidelity of the resulting state12,13. It is known that thequantum
circuit-mapping problem is NP-complete14,15, and has been likened to the
traveling salesman problem (TSP) on a torus16. TheQCMP is also related to
token swapping17. Many competing approaches have been proposed for

solving theQCMP,with all of the state-of-the-art strategies trading accuracy
for speed, among other considerations18–34. However, to our knowledge, no
work has attempted to formulate theQCMP from a standpoint grounded in
theoretical physics and quantum information theory. The motivation for
such an endeavor is twofold. First, since the QCMP is a physical process,
such a description can provide new insights and perspectives on how best to
solve it. Second, by providing a fundamental description of the QCMP, we
lay the groundwork for uniting various contemporary approaches towards a
solution, and show how they compare to each other in a self-consistent
framework. In short, a physics-motivated description of the QCMP offers
consensus for current and future solution strategies, and how best to
compare them.

Underpinning the advances in quantum technology, quantum infor-
mation theory seeks to quantify the achievable limits of information pro-
cessing on a fundamental mathematical basis using quantum physics1,35,36.
While much progress is already notable, many fields outside of the
immediate scope of quantum information theory have benefited from
incorporating quantum-information-theoretic interpretations to out-
standing research problems, including theoretical physics37,38, network sci-
ence (which studies the behavior of complex networks from the standpoint
of statisticalmechanics and graph theory)39–41, amongmany others. Bearing
in mind such potential, we apply the machinery of quantum information
theory, in particular, quantum circuit complexity42,43, spectral graph
entropy39,44–46, and the quantumoperations formalism35,47–49 to theQCMP, in
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order to describe the problem of preparing certain quantum states on a
quantum processor whose qubit connectivity is restricted. As a quantum
circuit itself describes a sequence of unitary transformations under which a
quantum state transforms, addressing such quantum operations under the
guise of a processor’s connectivity is not only reasonable using quantum
information theory, but also embodies a natural extension of quantum
information theory to the setting of practical quantum computing.

Several recent proposals have sought to establish links between graph
theory and the QCMP28,29,50–52. Since then, it has become commonplace in
the literature to consider an interaction graph (IG), inwhich edges represent
the necessary two-qubit interactions for implementing a quantum circuit,
and a coupling graph (CG), whose edges determine allowed two-qubit
interactions betweenneighboring subsystemson the processor53. Inmanyof
these proposals, the SWAP-gate count required to realize a quantum
algorithm on a given quantumprocessor is considered to be a typicalmetric
for the objective function of a mapping strategy22.

In this vein, we strengthen this connection by initiating a study of the
QCMP from the theoretical standpoint, using graph theory and network
science as a foundation. More concretely, we propose a special case of the
QCMP in which all two-qubit interactions of a given IG can be compressed
into a single time slice of the quantum circuit; this simplification can be
likened to a sort of “lightcone" path through a configuration space,whichwe
explain in detail in Section III. Starting from this point, we translate the IG
and CG into density matrices, and calculate their thermodynamic path
length in the configuration space of density matrices, given certain allowed
superoperator transformations. These allowed superoperator transforma-
tions consist of a combination of doubly-stochastic quantum operations49,54

to permute vertices of the CG, and Bellmeasurements on the IG, in order to
sequentially and methodically minimize the path length over the
configuration-space geodesic. Using recent results in quantum circuit
complexity42,43 and methods from quantum information geometry55–57, we
carefully show that entropic divergence measures can be used in order to
minimize the distance between density matrices describing the IG and CG
along the configuration-space geodesic of allowed quantumoperations, and
that aminimal SWAP-gate count canbe ascertainedusing thismethod.This
minimal SWAP-gate count is shown to coincide with the quantum circuit
uncomplexity42,43; as such, we name this lower bound the SWAP uncom-
plexity. As this lower bound does not take into account the traditionally-
used gate-dependency graph of the IG, the SWAP uncomplexity represents
a lightcone solution to the QCMP, in which infinite parallelization of two-
qubit gates is possible.

In addition, we develop a novel algorithm for the qubit assignment (or
initial placement) of qubits from the IG to the CG, based on a subgraph
isomorphism and graph similarity search58–60, which has applications for
multi-programming on a quantum device61 and may be of independent
interest. In this case, however, it serves as a necessary step inour formulation
and further enables our approach by constraining the coupling graph to
match the size of an IG, which is one of the method’s crucial requirements.

This algorithm also facilitates a calculation that we use to compute a max-
imal SWAP-gate count.

Together with the formalism introduced, a combined approach is
constructed that searches for the best qubit assignment in terms of the
graph-edit distance (GED), and then calculates the SWAP uncomplexity,
given an IG/CGpair as inputs.We test the resultant algorithmagainst IBM’s
Qiskit compiler, finding that in all cases, the SWAP-gate count as calculated
by the SWAP uncomplexity algorithm is never surpassed, in full agreement
with our formalism. This lower bound is of great importance, as such
constraints canhelpwith the predictionof compilationperformance, aswell
as for making design choices relevant in application-specific mapping
strategies and quantum devices8.

Results
Quantum Circuit Mapping
Generally, quantum algorithms and their associated circuit-level descrip-
tions are developedwithout considering the architecture-specific limitations
of particular devices, i.e., they are developed in an architecture-freemanner.
For example, the elementary gate set (or primitives) for a particular device
may differ significantly fromwhat has been indicated at the level of a generic
circuit description; as such, several actions must be performed in order to
translate the quantum algorithm into a circuit that a quantum device can
actually execute. Another example can be seen in the physical connectivity
properties of a quantumprocessor, whichmust be considered to ensure that
the necessary qubit-qubit interactions of the circuit can be performed on the
device. Although certain exceptions may exist (in which several of the
aforementioned steps may not necessarily be carried out), these procedures
are collectively known as quantum circuit mapping11.

The task of quantum circuit mapping itself is usually divided into
several steps,which typify theprocess:A) elementary gate-set decomposition,
which involves the translation of a circuit to a native gate set utilized by a
quantumprocessor; B) scheduling, whichconcerns the formationof a logical
time ordering for algorithm execution, and includes considerations for
parallelism of operations and for the shortening of circuit depth; C) qubit
assignment, which relates to the initial assignment of qubits from an algo-
rithm to the physical qubits on a quantum architecture; and D) qubit
routing, which examines the increase in gate overhead as extra operations
are inserted into the algorithm as a function of physically moving qubits
around the processor, such that the required two-qubit operations are
realizable11. Typically, operations such as SWAPgates are utilized inorder to
adapt the circuit to hardware; these amount to classical permutation
operations on a product state, but other approaches exist as well32,62,63.

As a simple example, consider the quantum circuit-mapping proce-
dure in Fig. 1. The circuit on the left is decomposed into IG form (a)-(b),
whereinwe do not consider single-qubit gates for simplicity, andwe assume
that the two-qubit gates shown in the circuit diagrams are taken as general
two-qubit operations. Upon comparing the IG with the available qubit-
qubit interactions afforded by a quantum device, it is apparent that the

(a) (b) (c) (d)

Fig. 1 | An example of the QCMP as a sequence of steps needed to assign qubits
from an algorithm to a quantum device. The two-qubit gates in the two circuit
diagrams are used to represent general two-qubit unitary operations (with the
exception of SWAP gates); here, we do not consider single-qubit gates, and the two-
qubit interactions shown in (a) and (d) are taken to be general two-qubit unitary
operations. aThe quantum circuit is transformed into an interaction graph, as shown

in b. Next, it is compared with the connectivity properties of the coupling graph (c).
As no graph isomorphism (i.e., no exact matching between the vertices of the IG and
CG, which upholds all of the edge relations of both) exists between the IG and CG,
one can compensate for the lack of connectivity by introducing SWAP operations to
the circuit in order to realize the circuit.dThese operations degrade thefidelity of the
final output state.
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connectivity available on the device and the connectivity required by the
algorithm differ (the two-qubit interaction represented by the edge ed0d1 is
not possible, as shown in (b)-(c)). As such, this discrepancy can be com-
pensated for by adding detrimental SWAP operations to the circuit’s initial
assignment (d). This example provides an illustration of quantum circuit
mapping based on an exact graphmatching between IG andCG. Implicit to
this example was the assumption that exactly such a mapping between the
vertices of the IG andCGexists, whichpreserves all of the edge relationships
of the IG; this is known as a graph isomorphism, and will be discussed in
more detail in the Supplementary Material.

In this paper, we formulate and solve a special case of the QCMP.
In contrast to Fig. 1, our formalism exhibits three main simplifica-
tions. First, as is typical in the QCMP, we do not consider single-gate
interactions in the formalism that we present starting in Section II B.
Second, we assume the existence of a noiseless quantum device, as such
an ideal scenario precisely allows for the emergence of a lower bound.
Third, we assume that no further gate simplifications via quantum
circuit-synthesis techniques can be further leveraged64–66. Finally, in
real quantum hardware, typically we only consider that one multi-
qubit gate can be performed on a given hardware qubit during a given
moment; this necessitates the division of the quantum circuit into time
slices. Instead, we consider the scenario in which all two-qubit gate
interactions of the circuit can be performed within a single unit time
slice, i.e. the causal structure of our circuits are taken to be
indefinite67,68, as essentially infinite parallelization of two-qubit gate
operations can be implemented. We devote more detail to these
concepts in Section III.

Graphs as density matrices
In quantumphysics, themost generalmanner of describing a quantumstate
involves the use of density matrices1,69. A density matrix ρ is a Hermitian,
positive semidefinite matrix, whose trace is equal to unity. A system ρ is
termed pure if and only if the bound Tr½ρ2� ≤ 1 is saturated. The density
matrix admits a spectral decomposition as

ρ ¼
X
j

pj∣ψj

E
ψj

D
∣ ; ð1Þ

for an orthonormal basis f∣ψj

E
g, where pj are non-negative eigenvalues

summing to 1.
In this work, as in ref. 39,40, we make use of the concept of a density

matrix to describe a complex network (i.e. a graph with many edges and
vertices, and assumed topological structure70), by defining a matrix from a
network, which fulfills themathematical properties of a densitymatrix. One
such candidate was previously shown in39 to be promising for adhering to
the property of subadditivity for the VNE; this equilibrium Gibbs state is
defined as

ρL ¼
e�βL

Z
; ð2Þ

where ρL, e
(⋅), β, andZ represent: the densitymatrix of graphLaplacianL; the

matrix exponential; the inverse temperature (or diffusion time44); and the
partition function, which is defined as Z ¼ Tr e�βL

� �
, respectively. We

define the graphLaplacian asL≔D−A, following39,71. Throughout the text,
we will refer to the graph Laplacians for the IG and CG using the notation
LIG, LCG, respectively, and ρIG, σCG to refer to the corresponding IG andCG
density-matrix forms, respectively. Additionally, we refer to edges in a
graph-theoretic context as a line connecting two vertices; in the density-
matrix formalism, we will make reference to this instead with the term
subsystem interactions.

Using these objects to describe complex networks is advantageous
for several reasons. Firstly, although it is known that the graph
Laplacian is uniquely determined up to vertex-numbering
assignments72, the eigenvalue spectrum of the graph Laplacian does

not allow for unique identification of a graph. For example, two graphs
can be cospectral, i.e. possessing the same eigenvalue spectrum, but
with different connectivity72. As such, the approach we detail in this
work is motivated by the fact that entropic divergence measures allow
for a unique differentiation between two quantum states ρ and σ.
Secondly, the VNE is permutation-invariant, i.e., the VNE is invariant
under a reordering of subsystems. For example, suppose we have a state
vector of five subsystems a, b, c, d, and e. If two such subsystem
orderings give rise to density matrices η ¼ P

abcde2Z2
∣

abcdei abcdeh ∣ and ξ ¼ P
abcde2Z2

∣bacedi bacedh ∣, it can be
shown that the equality SðηÞ ¼ SðξÞ holds49. Lastly, as discussed in
ref. 39,40, previous attempts to calculate the classical entropy of a
complex network fail, as thesemeasures are dependent on a probability
distribution resultant from a specific network descriptor. In contrast,
the quantum approachwe utilize does not depend on a specific network
descriptor, but rather the entire network, rescaled and normalized as a
Gibbs state.

Distance Measures in Quantum Information Theory
The task of distinguishing two quantum states is in general a highly non-
trivial problem in quantum physics, with many interpretations useful for
distinct scenarios1,35,36,73. However, at the core of these distancemeasures lies
a central object known as the quantum Fisher information57, and is typically
calculated as

Gij ¼
Xd�1

i;j¼0

Re λi
�

∣∂iρ∣λj
E

λj

D
∣∂jρ∣λi

�� �
λi � λj

; ð3Þ

where ∂i = ∂ρ/∂i for some density matrix parameterized by a vector
�θ ¼ fθ1 . . . θmg, and wewrite i, j as shorthand for the parameters θi, θj. λi, λj
represent the eigenvalues associated with ∂iρ and ∂jρ.

The quantum Fisher information is a fundamental object in quantum
information theory, allowing for the derivation of an extended family of
statistical inference measures that distinguish between parameterized
quantum states in different settings55,74. In particular, it is known that the
quantum Fisher information is closely related to the Bures distanceBij

1,36,55,
as well as to the quantum relative entropy as

Gij ¼ 4Bij ¼ 8 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F ðρi; ρjÞ

q� �
≈

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SðρijjρjÞ

q
; ð4Þ

where F ðρi; ρjÞ ¼ ðTr½ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiρjp ρi
ffiffiffiffiρjpp �Þ2 represents the fidelity function,

SðρijjρjÞ ¼ SðρiÞ þ SðρjÞ is the quantum relative entropy (QRE), andSðρiÞ
is the Von Neumann entropy (VNE).

From the quantum relative entropy, one can immediately define a
similar divergence measure which will be useful to the present work, the
quantum Jensen-Shannon divergence. It is defined, using the quantum
relative entropy, as

DqJSDðρijjρjÞ ¼
1
2

S ρijj
ρi þ ρj

2

	 

þ S ρjjj

ρi þ ρj
2

	 
� �
: ð5Þ

It is also well-known that the quantum Fisher information (and by
extenstion, the quantum Jensen-Shannon divergence) is closely related to
the quantumWasserstein distance56,73,75.

Quantum information theory & entropic divergence measures
The task of actually distinguishing two quantum states ρi and ρj can be
accomplished through the use of the entropic divergence
measures1,36,45,46,49,55,74,76,77. In particular, we employ the quantum
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Jensen-Shannon divergence (qJSD), which is defined as

DqJSDðρijjρjÞ ¼ S ρi þ ρj
2

	 

� 1

2
SðρiÞ þ SðρjÞ

� �
: ð6Þ

Here we defined the Von Neumann entropy1,49 as

SðρiÞ ¼ �Trðρi log ρiÞ ; ð7Þ

where all logarithms are of natural base, and we utilize the conven-
tion 0log20 :¼ 0.

Onemay ask whywe chose to utilize the qJSD, and not other quantum
entropic measures, such as themutual information or the quantum relative
entropy1,74. Our deference to the qJSD is due to several useful properties
(partially originating from the VNE), but arguably the most important one
originates from the square root of the qJSD lies in ametric spaceDðx; yÞ for
two objects x, y that we wish to distinguish. Ametric space is endowed with
the properties of:
• Distance: Let x, y, z be the elements inside a set X, then the function

D : X ×X 7!R upholdsDðx; yÞ≥ 0, with the case ofD ¼ 0 if x = y.
• Symmetricity: The functionDðx; yÞ also obeysDðx; yÞ ¼ Dðy; xÞ.
• Adherence to the Triangle inequality: lastly, Dðx; yÞ þ

Dðx; zÞ ≥ Dðy; zÞ.

If these conditions are all upheld, we say thatDð�; �Þ is ametric space46.
More specifically, the qJSD defines a bounded metric space of the form

0≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DqJSDðρijjρjÞ

q
≤ 1 ; ð8Þ

with a value of 0 signifying that ρi = ρj, and a value of 1 used for the case of
ρi⊥ρj76,78. Aswe are comparing the densitymatrices related to the IGandCG
of a quantum circuit and processor, it is imperative to understand the
closeness of one to the other, using some bounded distance measure. As a
contrasting incentive, consider measuring the quantum relative entropy of
two orthogonal states; in this case, the divergence is unbounded and gives
SðρijjρjÞ7!11. In the practical setting of the QCMP, such a measure is
therefore not useful and does not convey the necessary distance
information.

In addition to the metric space property, the qJSD is symmetric. This
property is concomitant to the previous property related to metric spaces,
but we address it here separately. Symmetricity means that the qJSD obeys
the relation

DqJSDðρijjρjÞ ¼ DqJSDðρjjjρiÞ : ð9Þ

For theQCMP, we observe that this relation is desirable, as wewish for
the notion of distance between two density matrices to stay the same,
regardless of whether one is derived from LIG or LCG. As we will see in
Section II E, it is in fact this distance quantity that we relate to the quantum
circuit uncomplexity42,43. Additionally, the concept of symmetricity is
paramount, as it permits us to directly relate the qJSD back to the quantum
Fisher information; indeed, it was shown using the quantum Fisher infor-
mation that the qJSD exactly calculates the thermodynamic path length
between two equilibrium quantum states, and lower bounds their diver-
gence on a Riemannian manifold55,56,74,75,79–81.

Finally, we note that the qJSD is non-increasing under the action of a
CP map76, which can be formally stated as

DqJSDðρijjρjÞ ≤DqJSDðΛðρiÞjjΛðρjÞÞ ; ð10Þ

whereΛ( ⋅ ) represents the superoperator of a quantumoperation. Themost
general form of a quantum operation can be written in several

representations; in this work, we will concentrate on the Kraus repre-
sentation (also known as the operator-sum representation), stated as

Λð�Þ :¼
X
i

Ei � Ey
i ; ð11Þ

where Ei is the i
th term in the sum of operators, and Λ( ⋅ ) is taken to be a

general quantum operation superoperator, constrained to the completely
positive (CP) condition1,35,36.

We also introduce here the class of doubly-stochastic (DS) quan-
tum channels, with the term quantum channel distinguishing from
quantum operation in that, in addition to the CP constraint, we addi-
tionally impose trace preservation (TP)1. In this work, we will refer to
CPTP maps using Φ( ⋅ ). Moreover, doubly-stochastic quantum
channels are unital, meaning that the fixed point of the channel upholds
the equality ΦðInÞ ¼ In

47,49. In defining the class of doubly-stochastic
quantum channels, we use the fact that any Kraus operator can be
factorized, as all systems of Kraus operators implementing a quantum
operation are related by a unitary transformation. A particular
decomposition can be defined as

Ei ¼
X
j

ffiffiffiffi
θj

q
Pj : ð12Þ

Here Pj 2 Pn refers to permutation matrices from the set of n × n
permutation matrices, and θj refers to a probability distribution

49 (we have
also omitted the indices i on the right-hand side for clarity). The existence of
this class of convex decomposition comes from theBirkhoff-Von-Neumann
Theorem36,49,54 forwhich it is known that such a decomposition can be found
in polynomial time82.

Lastly, we present projective measurements for density matrices con-
structed fromgraphLaplacians. Following the treatment of ref. 41,wedefine
a set of orthogonal projectors Πk such that

P
kMk ¼ In. The post-

measurement state of a general density matrix is then

MðρÞ ¼ MkρMk

Tr½Mkρ�
; ð13Þ

where Tr½Mkρ� represents the probability of the kthmeasurement outcome.
Note that projectivemeasurements are known as a specific example of a CP
map1,35,36. In Section II E, we shall use projective measurements to erase
subsystem interactions from the density-matrix form of the IG, ρIG, as well
as for selecting appropriate subsystem permutations of the CG density
matrix σCG.

Thermodynamic path length & (un)complexity
As mentioned in Section II C, the quantum Fisher information defines
an entire family of statistical distance measures, from which we have
taken particular interest in the family of entropic divergences. How-
ever, it is still not clear how to connect this to themore profound notion
of thermodynamic path length. In order to provide an answer, let us
start from quantum thermodynamics75,80,81: the distance between any
two quantum states (in continuum spacetime) can always be described
as the average work extracted over some path through configuration
space ξ:

W ¼
Z
ξ
dt Tr _Htρt

� �
; ð14Þ

wherewe considerHt=∑iλiXi as a time-dependentHamiltonianwith time-
dependent, experimentally controllable parameters λi and time-
independent observables Xi, and ρt is the time-evolved density matrix from
t ∈ [0, τ], following the work of 75,80,81.
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We also generally know how ρt evolves in spacetime via the Lindblad
master equation80,81, which is given by

dρ
dt

¼ i=_ H; ρðtÞ� �þ LðρðtÞÞ ; ð15Þ

where LðρðtÞÞ ¼ P
jγj LjρL

y
j � 1=2fLyj Lj; ρg

� �
, and ρt, ρ(t) represent the

time-evolved density matrix at time t, as well as the time-dependence of the
density matrix on t, respectively. Lj are known as jump operators, and
describe the channel that the quantum system is subjected to as it interacts
with external environmental degrees of freedom81. γj are known as the
decoherence rates.

In the case of the QCMP, this machinery is not needed, as we simply
wish to understand the optimal case of quantum circuit mapping. That is to
say, we wish to consider a noiseless quantum processor, capable of infinite
parallelization (as we described above and in the manuscript’s discussion
section). In that case, there are no environmental factors nor decoherence to
consider, and we can examine our problem from the standpoint of a closed
quantum evolution; therefore, we set γj = 0 and recover the original Von
Neumann equation. As is expected for a closed system of pure quantum
states, the dynamics now depend only on the Hamiltonian.

In order to calculate thermodynamic path length81, considers the
amount of work dissipated into the environment due to restricted ther-
modynamic transformations on Gibbs states. One can directly find this
from Equation (15), by optimizing the geodesic equations and accom-
panying Christoffel symbols for λi

81, ending with

Wdiss ¼ 1=β
Z

ξ
dt _λiðGijÞt _λj ; ð16Þ

Where β here represents the inverse temperature related to the Gibbs state,
as is standard. From Wdiss, we can formally define thermodynamic path
length as

Wpath ¼ 1=β
Z

ξ
dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_λiðGijÞt _λj

q
: ð17Þ

In these previous two equations, we recognize the quantum Fisher
informationGij in the integral kernel. Aswe discussed previously in Section
II C, it is known that thermodynamic path length and the Jensen-Shannon
divergence compute the lower-bounddistancebetweenquantumstates, and
that this distance constitutes a geodesic in a configuration space of allowed
transformations between equilibrium states56,57,73,75,79–81. Lastly, we know that
geodesics not only represent the shortest paths on a Riemannian manifold,
but also that the distance between any two infinitesimally small intervals on
the geodesic are locally the shortest path aswell (i.e. the distance functionwe
have definedmustmonotonically decrease along the thermodynamic path).

Before progressing, there are a few further points to mention. Firstly,
when twoCGvertices are adjacent to one another such that a corresponding
IG two-qubit edge (gate) may be performed, we say that this edge is
executable, and therefore should not factor further into the shortest-path
calculation. Therefore, we compensate for this by performing Bell mea-
surements on these edges, an operation already shown in41 to erase edges of
simple graphs. We use the measurement scheme in quantum-operation
form, as discussed at the end of Section II D. Secondly, in order to permute
vertices on the CG, we make extensive utilization of the doubly-stochastic
quantum channel forms which are also described in Section II D. However,
wemustmakea slightmodificationdue to thepractical considerations of the
QCMP.Aswe are limited to performing only nearest-neighbor SWAPgates
on the CG, this signifies that, for the Kraus operators Ei ¼

P
j

ffiffiffiffi
θj

q
Pj, we

have that Pj 2 PnðCG Þ � Pn, where PnðCG Þ is the subgroup of all
nearest-neighbor permutations available on the CG at a given time instant.

Thirdly and lastly, the operations of a quantum circuit take place over
the discrete configuration space of SU(2k), with k = 2, 3 in most contexts,
representing thenumber of qubits participating in a given gate42.Although it

is the case that SU(2k) is a Lie group and is therefore continuous, the per-
mitted operations of the QCMP lie strictly within discrete configuration

space, aswe are restricted to only the set of Bellmeasurements fMege2EIG on
the IG, anddoubly-stochastic quantumoperations fΛð�ÞjEi 2 PnðCG Þg on
the CG, both of which are represented by discrete simple graphs.

We can then discretize the integral over ξ 2 hfMege2EIG ;Λð�Þi by
considering infinitesimally small time translations t+ Δtwith Δ < < 1, such
that

ρðt þ ΔtÞ≈EðρðtÞÞ ; ð18Þ

where Eð�Þ is the action of a quantum channel acting on ρ. If we then
perform this actionm times, then we have

ρðt þmðΔtÞÞ≈Em °� � � °E1ðρðtÞÞ : ð19Þ

Keeping all of these points in mind, we can re-write the integral from
Equation (16) in discretized form as

Wdiss ¼
X
m

Πl Ml
i argmin

Gij

Πm Λm
j ðGijÞ

h ih i" #" #
; ð20Þ

where Πl Ml
ið�Þ

� � ¼ Ml
i °� � � °M

1
i ð�Þ, i.e. the sequence of measurements

executed on the IG when two-qubit gates are possible on the CG.
Additionally, Πm Λm

j �ð Þ
� �

¼ Λm
j °� � � °Λ

m
j �ð Þ, i.e. the sequence of SWAP-

gate permutations undertaken in order to move qubits on the CG such that
IG two-qubit gates can be performed. We sum over all of the permutations
performedasweare erasing IGedges. Finally, aswe recognize from56,73,79 and
Equation (4) that the quantum Jensen-Shannon divergence is directed
related to the quantumFisher informationmatrix, we can directly substitute
and obtain the form

Wdiss ¼
X
m

Πl Ml
i argmin

D qJS
ij

Πm Λm
j ðD qJS

ij ðρIGjjρCGÞÞ
h ih i" #" #

; ð21Þ

where D qJS
ij ðρIGjjρCGÞ ¼ SðρIGþρCG

2 Þ � 1
2 SðρIGÞ þ SðρCGÞ
 �

, and the sub-
scripts i, j denote quantum operations on the IG and CG, respectively. We
have also absorbed the terms _λi and _λj into the description of their respective
quantum channels, as these terms represent time-dependent, externally-
controllable parameters in the first place. The equation above can be likened
to the process of parallel transport on a Riemannian manifold56,73, and
preserves the structure of the metric, as well as the geodesic form.

As we sum over all of the m permutations performed, we eventually
erase all of the edges of the IG, resulting in an effective distance between the
original CG and the maximally mixed state (now the erased IG):

Wdiss ¼ jjIIG �Πm Λm
j ðρCGÞ

h i
jjO2hfMege2EIG ;Λð�Þi

¼ CðIIGÞ � CðρCGÞ ¼ USWAP ;
ð22Þ

where jj � jjO is a distance measure subject to the restrictions on transfor-
mationsO for transportingD qJS

ij ðρIGjjρCGÞ along the geodesic. It is obvious
from the lower half equalities of Equation (22) that our equation exactly
coincides with the form of quantum circuit uncomplexity given by42 and
expounded upon in43. Additionally, Equation (22) is directly related to the
quantum Wasserstein distance, another known distance measure for cal-
culating the shortest path between two quantum states in terms of number
of gates within some restricted set of allowed transformations56,73.

Benchmark Results
In this section, we describe the numerical results obtained from comparing
the SWAPuncomplexity against IBM’sQiskit compiler83*, aswell as against
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a brute-force approach84. These experiments were carried out for two
main reasons. Firstly, we wish to subject the SWAP uncomplexity form-
alism and algorithm to a concrete, rigorous sanity check; after all, if the
SWAPuncomplexity algorithmdoes in fact solve for theminimal SWAP-
gate count, then the bounds we calculate should not be surpassed by any
known compilation or brute-force optimization method in existence. By
such logic, a compiler should be able to attain but not find fewer SWAP
gates for an arbitrary IG / CG pair. In order to perform this empirical
check, we chose to run our algorithm (Section IV A) against the Qiskit
compiler, since it is considered to be the state-of-the-art approach at the
moment. Secondly, to the best of our knowledge, there is scant literature
on bounding required SWAP gates for an IG / CGpairing; at themoment,
the latest work we are aware of addresses only up to quantum circuits of 6
qubits via a brute-force optimization algorithm84,85. In contrast, our
simulation results demonstrate scalability that greatly exceeds this brute-
force optimization technique84, as we achieved results for circuits of up to
16 qubits.

57 benchmark circuits were selected from the qbench suite53. These
benchmarks cover a range of 3 to 20 qubits and represent awide spectrumof
possible IG connectivities (47 different connectivities) encountered in
quantum algorithms. More details about the selected benchmarks can be
found in the SupplementaryMaterial. As for theCGs, we chose connectivity
graphs froma set of 16 in-use quantumdevices, ranging from5 to 72 qubits.
The specific details of these devices are provided in the Supplementary
Material. As some of the benchmarks are too large to be run on some of the
smaller processors from our list, in total we devised 675 simulation
experiments with the Qiskit compiler83. In these simulations, we utilized
Qiskit’s transpiler with the default circuit-optimization setting.

The results of our simulations are shown in Figs. 2-4. In Fig. 2, we
display the normalized number of SWAP gates found by: the SWAP
uncomplexity from Section II E (shown in green); the Qiskit compiler
(denoted in orange); and the maximum SWAP-gate bound (depicted in
blue). We observe clearly that the SWAP uncomplexity can be reached but
never surpassed by the Qiskit compiler for select benchmark trials. As
expected, the Qiskit compiler significantly outperforms the maximum
SWAP-gate count calculated. Figure 3 also showcases the relation of the
two-qubit gate count of the circuits (before compilation) and the bounds.

The results in this figure, however, do not only depend on the circuit
complexity, but also on the coupling graph.

In order to more thoroughly scrutinize our results, we have included
the relative graph-theoretic edge complexity for the benchmark circuits and
havedepicted them inFig. 3,Here, results are plotted for only onedevice, the
Google Bristlecone device, and for a circuit size of up to six qubits. Two
subgraphs are shown, relating thenormalizednumberof SWAPgates to two
differentmeasures: in a) the relation between the bounds and the number of
two-qubit gates and in b) the relation between the bounds and the IG size of
the circuit, shown as nodes-edges pairs with correspondingly small IG fig-
ures as guides for the reader. It is evident that, while the number of IG nodes
or qubits has the biggest influence on the results, the number of edges and
gates is also important.We refer the reader to the SupplementaryMaterial in
order to locate the circuit corresponding to points labeled on either of the
horizontal axes of Fig. 3.

The non-triviality of the maximal and minimal SWAP-gate counts
becomes evident in Fig. 4, where we present a covariance matrix with
correlation coefficients ranging as [−1, 1], with 0 indicating no correlation86.
This matrix compares the results that we obtained throughout the simula-
tion; in particular, we compare the effective correlation between the SWAP
uncomplexity; the Qiskit compiler SWAP calculation results; and the
maximal bound as calculated in the SupplementaryMaterial. Notably, both
of our bounds (i.e., those obtained fromourminimal boundwith the SWAP
uncomplexity algorithm, as well as the maximum SWAP-gate count)
exhibit a substantial positive correlation (34% and 73%, respectively) with
the actual results obtained from the compiler. The correlations here
exemplify the non-triviality of the bounds; in other words, the SWAP
uncomplexity and maximal bounds grow proportionally with the actual
compilation results. The results at best coincide with each other, meaning
that the lower bound equals the actual SWAP-gate count from the presence
of a graph isomorphism; in this case, the SWAPuncomplexity,Qiskit result,
and themaximal bound all obtain the same amount (which is zero if a graph
isomorphism is present). These checks provide not only hard evidence for
the usability of our methods, but additionally serve as a crucial sanity test
that was passed for the algorithmic realization of the SWAP uncomplexity.

Although not shown in Fig. 4, it is also worth observing the con-
siderable impact of the initial placement on the resulting bounds; this

Fig. 2 | Simulation results for various IG / CG benchmark pairs. The horizontal
axis enumerates each benchmark circuit tested (sorted by the number of two-qubit
gates), and the vertical axis describes the normalized number of SWAPs, due to very
high maximal bounds (the SWAP-bound values of each benchmark are divided by
their sum). The results are color-coded as follows: the SWAP uncomplexity of

Section II E (green); theQiskit compiler with default options Sabre router and circuit
optimization level 183 (orange); and themaximalmaximal bound calculated as in the
Supplementary Material (blue). In every IG/CG pair, the bound calculated captures
the SWAP uncomplexity that is either approachable or unattainable by the Qiskit
compiler, thus empirically demonstrating our formulation.
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particularly depends on the GED and the number of missing edges in the
chosen CG partition compared to the IG. We therefore calculated the
correlation coefficients of these two parameters (as well as the case when
compared to our retrieved bounds), resulting in correlations of 79% and
61% for the SWAP uncomplexity andmaximal bounds, respectively. Using
the same initial placement for the Qiskit compiler resulted in a 45% cor-
relation with the parameters related to initial placement.

The qubit-assignment strategy was initially tested with 729 bench-
marks, showing a success rate of 92.6%. The remaining 7.4% of the
benchmarks could not be finished due to insufficient computing resources.
Recognizing the limited scalability of the approach (up to 16 circuit qubits),
we developed a more relaxed method for complete graphs, mentioned in
Section IVB. Indeed, the scalability of our exact algorithm already exceeded
that of the exact state-of-the-art algorithms, which struggled beyond 6
qubits51. Furthermore, our initial placement encountered no difficulties in
exploring a vast search space. It successfully executed circuits on all tested
devices, extending up to a size of 72 physical qubits in our case.

Lastly, Fig. 5 shows a comparison between our SWAP uncomplexity
algorithm (Section IVA) and the brute-force optimization results from84. In
this approach, the authors utilize an optimizer, which essentially tries every

permutation of SWAP placements possible while respecting the gate-
dependency graph and weighted IG of the original quantum circuit. In all
cases, we see clearly that the brute-force algorithm only achieves but never
surpasses the SWAP uncomplexity bound.

Discussion
It is known that the QCMP is NP-complete14. As such, we have made three
simplifications inorder toderive the SWAPuncomplexity. Firstly,wedonot
consider single-qubit interactions, as it is known that such gates do not
heavily affect calculated success rates13. Secondly, we have removed all two-
qubit interaction noise from the CG; this should come as no surprise, as we
are mainly interested in finding a lower bound for the number of SWAP
gates required, and such a lower bound mandates the existence of a hypo-
thetically noiseless quantum processor. Thirdly, we consider the limit in

Fig. 4 | The Pearson correlation matrix86 between the critical parameters mea-
sured for our benchmark investigation. The values range between − 1 and 1 for
negative and positive correlation, respectively.When one of the parameters changes,
the other one changes in the same direction. In this figure, we observe a high positive
correlation between all the selected parameters where the Pearson correlation
coefficient ranges between 0.34 and 1.0.

Fig. 3 | Subset of simulation results from Fig. 2 where only one CG is shown (Google Bristlecone). Benchmark circuits are sorted by a) number of two-qubit gates; and b)
IG complexity (number of nodes and edges of IGs). The respective benchmarks with their respective nodes-edges count are detailed in the Supplementary Material.

Fig. 5 | The Pearson correlation matrix86 between the critical parameters mea-
sured for our benchmark investigation. The values range between − 1 and 1 for
negative and positive correlation, respectively.When one of the parameters changes,
the other one changes in the same direction. In this figure, we observe a high positive
correlation between all the selected parameters where the Pearson correlation
coefficient ranges between 0.34 and 1.0.
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which gate dependencies for the IG are not considered; implicitly, we
assume the existence of not only a noiseless quantum processor, but addi-
tionally one that can perform all two-qubit gate interactions required in one
unit time slice, i.e. one whose two-qubit gate operations are infinitely
parallelizable.

These concepts can be related using Penrose diagrams87,88, as shown
in Fig. 6. A Penrose diagram typically shows the causal structure of
events unfolding in a spacetime geometry87. In Fig. 6, the horizontal axis
refers to purely spatial evolutions, which in our case are shown by
potential SWAP erasures. Each of the sets outlined in sky blue represent
elements of the same total number of edges, but different spectral
properties. Each graph within a given set represents a unique spectral
signature which can be shared by multiple four-node subgraphs. The
vertical axis depicts the evolution of time, and is known as the null time
geodesic, under which the set of trivial time-ordered gate operations (i.e.
idling, which in our simplified picture, is noiseless) evolve ρIG from point
R to the same later state. Here, the trivial minimal SWAP-gate count for
the QCMP is represented, under which no SWAP gates are ever applied
in order to adapt the quantum circuit to the device and its connectivity
restrictions; in effect, the state is left to freely evolve for an infinite
amount of time, with no regards to gate operations.

Conversely, the red dashed line represents possible spacetime evolu-
tions arising from the application of distinct instances of time-ordered
quantum operations M1ð�Þ;M2ð�Þ (which in this case are insertions of
SWAP gates and subsequent erasures from the IG). In this way, every
trajectory on the diagram can be associated with a given SWAP uncom-
plexity from a sequence of quantum operations. The possible endpoints of
the quantumcircuit are shown along the shaded triangle in dark gray, which
represents ρIG ¼ In, i.e. the state of maximal circuit complexity, a maxi-
mally mixed state.

Furthermore, erasure transformations on the original quantum circuit
proceed according to restrictions dictated by the background geometry
(which in our present case is analogous to the CG connectivity). Evolution
commences at a spacetime point R. The green dashed line traces out the
lightlike null geodesic (i.e. future lightcone) þJ ½R�. This geodesic signifies
the SWAP uncomplexity, which is the path that the state takes under the
minimal set of causally indefinite operations such that we approach the
maximally mixed state in minimal time. As we solve for the SWAP
uncomplexity, without consideration of timeordering and as dictated by the
thermodynamic path length calculable via the Fisher information75,79–81, we
can interpret our bound as a sort of lightcone evolutionof our initial stateρIG
towards the event horizon of a black hole (shown as the shaded triangle).
Previous work has already alluded to the concept of optimization over
thermodynamic distance81,89; as such, our results point to a natural and
reasonable extension of this trend for the quantum circuit mapping
problem.

As we touched upon earlier, it is possible to interpret the shaded tri-
angle in Fig. 6 as the event horizon of a black hole. Consider a benign black
hole scenario inwhich theblackhole itself canonly erase information froma
density matrix in accordance with only certain SWAP gates from some
constrained architecture (i.e., the black hole itself is describedwith respect to
a background geometry, which constrains which operations can be per-
formed). As black holes are known to be the fastest information scramblers
in nature90, the QCMP can be viewed through the lens of a scrambling
process, yielding the most-efficient method to maximally mix the infor-
mation of the IG’s density matrix for a given β. This process exemplifies the
traits of quantumcircuit uncomplexity andwehave shown that the quantity
USWAP can in fact be optimized for using our technique.

Taking stock, we would then expect that any realistic quantum com-
piler which takes into account time ordering and finite qubit-qubit inter-
actions per unit of time slicing to be limited by the lightlike null geodesic.
Indeed, surpassing the lightlike null geodesic would introduce operations,
which are not inside of the lightcone, giving access to the uncomputable
region to the bottom-right. Such trajectories could bemade possible using a
larger set of routing resources, such as teleportation62,63. As a concrete
counterexample, consider a hypothetical quantum compiler, which could
surpass USWAP. One of the main assumptions that we utilize in our for-
mulation above is that possible interactions can occur if and only if a sub-
system interaction between qubits exists in the density matrix picture.
Consequently,moving outside the region embellished by the future lightlike
geodesic corresponds to new operations which must be taken into account.
One simple example lies in teleportation-based quantum circuit mapping,
which can be used to swap CG qubits, which do not share a physical
subsystem interaction, and can allow for a smaller quantum circuit
complexity62. From the standpoint of our formalism, this difference would
correspond to allowing for non-nearest-neighbor permutation matrices to
arise in the doubly-stochastic quantum channel described in Equation (12).
Onemay suspect that architectures in the futuremay benefit from such on-
chip teleportation procedures, as work has shown that speedups exist over
classical SWAP methods for exchanging distant qubits32,62,63, albeit with
larger circuit and entanglement overhead.

The QCMP itself has been described using several approaches from
computer science, many of which have allowed for the development of
entirely new strategies for solving the problem.Our contributionhere serves
a different purpose. At the level of theoretical physics, as well as quantum
information theory, we have solved a simplified subproblem of the QCMP,

∝

+

Fig. 6 | A Penrose diagram representing the quantum circuit complexity for the
evolution of a quantum state, which is related to a quantum circuit ρIG (for the
sake of simplicity, we choose the state ρIG to be derived from theK4 graph, but one
can choose other examples). It is possible to generate different quantum com-
plexities by adding different amounts and orderings of SWAP gates to the circuit as
we approach the event horizon of a black hole (shown as a shaded triangle). Here, the
connectivity limitations of the CG capture the role of the background spacetime
geometry87, as both determine the ease by which certain operations can be per-
formed. The SWAP uncomplexity, as it ignores the effects of time ordering and the
amount of qubit-qubit interaction present, can be associated with the null lightlike
geodesic þJ ½R�, shown as a green dashed line. Below this arrow, the bottom-right
part of the diagram represents possible states that are inaccessible to us, given the
restrictions of the CG, as well as the operations available to us (SWAP gates, in
our case).
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which we dub the “lightcone bound" to the QCMP. We have shown that
solving for the lightcone SWAPuncomplexity bound is optimal, in the sense
that it implicitly defines the shortest path through a configuration space of
restricted gate operations. At precisely the SWAP uncomplexity limit, it is
expected that: the quantum device is noiseless; the two-qubit gate interac-
tions given by the device can be performed with an indefinite causal order;
and that any number of two-qubit interactions can be performed in parallel
within one unit time slice. Therefore, we surmise that no quantum compiler
in existence can violate this lower bound, allowing for a fundamentalmeans
of comparison between differing strategies for solving the real-world
QCMP.Wehave provided, to the best of our knowledge, thefirst instance of
a solvable lower bound for SWAP-gate count in the context of quantum
circuit compilation. The SWAP uncomplexity was derived using tools from
graph theory, quantum information theory, quantum circuit complexity,
and informationgeometry. In addition to theuse casediscussed in thiswork,
potential applications of uncomplexity for quantum machine learning are
discussed in91. This work also represents the first application of quantum
circuit uncomplexity to the realm of practical quantum information
processing.

Of independent interestmay be the qubit-assignment algorithmwhich
was designed to aid in the calculation of the SWAP uncomplexity. This
algorithm, grounded as a graph similarity search, inspects distinct n-qubit
partitions of a given CG, and returns the most-similar resultant to the IG
provided. Employing this method has enabled us tomap circuits with up to
16 qubits onto devices with up to 72 physical qubits. For larger circuits, we
devised an alternative approach.The initial placement precedes theminimal
SWAP-gate count solution, which is further utilized for routing and mini-
mal bound calculation. Additionally, we calculated a maximal bound by
leveraging known classical graph metrics; both of these novel structures
provide additional tools of interest outside of the scope of this work.

We would now like to draw attention to several open problems
regarding our work, as well as several future possible directions for research:
1. Improvements to the subgraph similarity search algorithm. In thiswork,

although our qubit-assignment algorithm outperforms the current
state of the art solver85, we were still limited by the scalability of the
qubit-assignment algorithm constructed in Section IV B. However,
once a suitable qubit assignment is set, the calculation ofUSWAP can be
completed in ∼Oð dim ðρCGÞ4Þ timesteps, as per the Birkhoff-Von-
Neumann algorithm82. A future research goal could involve making
further scalability improvements to thequbit-assignment algorithm, or
by consideringmore advancedmethods of routing, such as those using
ancillary qubits25.

2. Searching for the optimal β value. In our work, we have taken a
somewhat naive approach to optimizing for β; however, because of the
similarity to a phase diagram, one may be able to use concepts from
condensed matter theory92–94 in order to devise a suitable gradient-
based optimization method.

3. Analytical expression for tightness of the SWAP uncomplexity to the
brute-force solution. We have given empirical evidence for tightness,
but it still remains to define an analytical expression for how similar in
general our solution is, compared to the brute-force solution proposed
in84, and how tightness scales as the size of the quantum circuit to be
mapped increases in both register and depth.

4. Extension to incorporate bridge gates, teleportation-based quantum
circuit mapping, and shuttling. There are other methods commonly in
use, in addition to the SWAPgate, for conforming a quantumcircuit to
hardware. Our approach is extendable for the Bridge gates mentioned
in95–99, as well as the quantum teleportation-based protocols of 32,62,63,100

and shuttling-based approaches for spin-qubit architectures101,102,
trapped-ion architectures103,104, and neutral-atom devices105.

5. Extension for quantum error correction codes, in particular syndrome
extraction circuits. It is well-known that various fault-tolerance
protocols are required in order to ensure that quantum error
correction codes function up to their full code distance106–117. As our
bound constitutes a non-trivial resource requirement, it may be useful

to adapt fault-tolerance protocols further to the setting of quantum
compilation, in which an error correction code is adapted to a device
not specifically designed for a particular code family118,119.

6. Extension for entanglement/qubit routing in quantum communications
networks and modular architectures. Several other extensions may be
possible as well, including those allowing for bounds on theQCMP for
modular scenarios120 as well as for entanglement distribution in noisy
quantum networks121.

Finally, we remark that the problem of assessing similarities between
two complex networks is a problem spanningmany disciplines. Indeed, our
work follows recent trends of utilizing quantum information theory and
statistical mechanics to study complex networks39,40,44,122. As the task of
comparing the distance between graphs appears in many different areas of
science70,123, we expect the implications of our work to stretch beyond the
realm of quantum information science.

Methods
Algorithmic implementation
The pseudocode for calculating the SWAP uncomplexity is shown in
Algorithm 1. The algorithm proceeds similarly to the mathematical deri-
vation detailed in Section II E. Firstly, the density matrices ρIG and ρCG are
provided as inputs, andUSWAP is set to zero. Next, we immediately calculate
the qJSD in order to check if an isomorphism exists between ρIG and ρCG. If
none exists, then we first remove all of the edges of the IG, which directly
match up with edges of the CG, obtaining the density matrix �ρIG. We then
set a SWAP-gate counterm to zero. Afterwards, a For loop begins with the
eventual goal to erase all of the IG’s edges; the process bywhich this happens
begins with the calculation of a first qJSDqjsd1 after the i

th andmth actions
of measurement and doubly-stochastic quantum channels on their
respective density matrices. Additionally, we calculate a second qJSD with
an extra permutation applied to the CG. The optimal choice of this parti-
cular permutation requires a worst-case search over all edges of CG for each
iteration. In practice, decomposing a doubly-stochastic quantum channel
will result in the superposition of several possible permutationmatrices49,54;
in order tomake aharddecision,we choose to apply the permutationmatrix
with the maximal θj value, as shown in Equation (12). The reason for
choosing the maximal θj lies in the fact that performing the most-likely
permutation matrix at every iteration step of the algorithm allows us to
follow and stay on the geodesic at every time step79,81. After applying the
permutationmatrix, we compute the second qJSD qjsd2; if it is found that
qjsd2 < qjsd1, then we simply add one to the SWAP counter and the
same process of comparing subsequent qJSDs continues until
qjsd2≥qjsd1. Upon arriving here, we first check to see if the current
iteration ofMið�ρIGÞ is equivalent to the identity matrix IIG; in this case, the
algorithm is complete and we break out of the For loop, returning the
numberm associated to the SWAPuncomplexityUSWAP. IfMið�ρIGÞ 6� IIG,
then we continue by performing the next subsequent measurement,
Miþ1ð�ρIGÞ, associated with whichever edges are currently matched up
between the IG and the CG.

At this point, the erasure of a remaining subsystem interaction implies
that the qJSDwill again increase, as we know that the VNE under a CPmap
always increases124. We must then perform the commensurate doubly-
stochastic quantum channel operation(s) again and select the appropriate
θj-valued permutation such that the divergence decreases to its minimal
valueoncemore.The algorithmterminatesupon the successful erasure of all
subsystem interactions in �ρIG, leaving a maximally mixed state.

Onemay ordinarily surmise that the runtime complexity of Algorithm
1 is quite high; after all, inside the For loop lies several seemingly difficult
optimization problems. However, due to the Birkhoff-Von-Neumann
algorithm, decomposition of any doubly-stochastic quantum channel is
guaranteed in polynomial timesteps49,82. Taking stock, we conclude that the
algorithm’s runtime complexity is bounded by the number of edges in the
IG, multiplied by the number of edges in the CG queried by an optimizer to
determine themaximum-θj permutation for estimatingqjsd2, usingΛ

m+1.

https://doi.org/10.1038/s41534-024-00909-7 Article

npj Quantum Information |          (2024) 10:113 9



Since j�EIGj≤ j�ECGj, the worst case complexity is quadratic in the number of
edges in a complete graph of size CG, or more succinctly,
OððdimðρCGÞðdimðρCGÞ � 1Þ=2Þ2Þ ¼ Oðdim ðρCGÞ4Þ. However, for the
optimization loop, since we need to consider edges within the connectivity
constraints of quantumprocessors, these graphs are typically planar instead
of all-to-all connected (i.e. as in a complete graph), withmuchmore benign
runtime expectation for the pragmatic use case.

Algorithm 1. Pseudocode for an algorithmic optimization of the SWAP
Uncomplexity USWAP.

Qubit Assignment
As mentioned previously in Section IIA, the initial stage of the QCMP is
known as qubit assignment (also known as initial placement, qubit alloca-
tion, or initial mapping)51,52. This procedure plays a pivotal role in quantum
circuit execution12. In our proposal for calculating the SWAP uncomplexity
in the QCMP, we also must assign qubits from the IG to the CG initially in
an optimal way, as this influences how many SWAP gates will be utilized.

In51, the concept of qubit assignment was introduced as a search for a
subgraph isomorphism for an IG/CGpair. Toourknowledge, this technique
has not yet seen widespread implementation in practical qubit-assignment
techniques, despite its potential. Instead, most existing approaches focus on
alternative factors such as sequential gateflow in the circuit or the number of
interactions between qubits as in20,125,126. Nevertheless, some work has
explored the subgraph-isomorphism concept for the QCMP28,52,127,128.

Building upon the foundation of the well-knownVF2 algorithm28,129, our
approach to qubit-assignment searches for an exact location on the quantum
devicewhereourcircuit canrunwithout requiringadditional gates. If a solution
is feasible, we are left with an optimal assignment. In cases where a solution is
not possible, we conduct a graph similarity search. This process involves the
GEDcalculationandcomparisonof the IGtoall distinct subgraphsof the same
size within the CG, which opens up alternative assignment possibilities. In this
fashion, we condense the search space for alternative solutions, while also
highlighting the potential utility of our approach for multi-programming
applications (i.e. executing multiple circuit in parallel on a quantum device)61.

Let ∣VIG∣ be the number of qubits in the IG, and ∣VCG∣ be the numberof
physical qubits on the IG and CG, respectively. Our qubit-assignment

process consists of the following steps, which are described dia-
grammatically in the Supplementary Material:
1. Preprocessing:
(a) Select a quantum algorithm described as a quantum circuit and

extract its IG GIG(EIG, VIG), where ∣EIG∣ represents the number of
edges in the IG.

(b) Choose a quantum device to execute the circuit on and extract its
CG, represented as graph GCG(ECG, VCG), where ∣ECG∣ stands for
the number of edges in the CG.

(c) In order to increase the efficiency of steps later on, and reduce the
search space, we find all distinct subgraphs of size ∣VIG∣ within
graph GCG.

2. Subgraph isomorphism using VF2 and subgraph similarity search:
(a) Use the VF2 algorithm to check if a subgraph isomorphism exists

between graphs GIG and GCG.
i. If a subgraph isomorphism is found, we immediately determine
the location within the CG for qubit assignment.

ii. When a subgraph isomorphism does not exist, we utilize the
graph-edit distance (GED) to identify structurally most similar
subgraph of the CG when compared to the IG. During this
process, we compare IGs only to distinct subgraphs of a CG
derived from Item 1c.

(b) Assign the IG to the CG in accordance with the result from the
previous step.

3. Calculating the maximal SWAP-gate count as it depends on the qubit
assignment.We describe the computation of this bound inmore detail
in the Supplementary Material.

Data availability
The software developed for this project is available at https://github.com/
QML-Group/QCMP-complexity-bound.

Code availability
The software developed for this project is available at https://github.com/
QML-Group/QCMP-complexity-bound.
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