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SUMMARY

Despite recent decreases in tobacco smoking rates in high-income countries such as the
Netherlands, smoking still is the second largest risk factor for early death and poor health
worldwide, killing more than 8 million people every year. Together with other unhealthy
behaviors such as physical inactivity, smoking places a substantial strain on the financial,
staffing, and societal sustainability of healthcare. eHealth applications, especially those that
include support from a virtual coach, have the potential to help people change behaviors
both effectively and at reduced financial and staffing costs. While these eHealth applications
often suffer from dropout and a lack of engagement, adapting the support they offer to
the variety of environmental, cognitive, and social factors influencing human behavior
is a promising way to increase satisfaction and engagement. It is especially promising to
adapt the support to the state a person is in, which is described by components such as
risk perception, self-efficacy, and skills. A person’s state is an interesting basis for adaptive
support because of initial evidence that it influences the effectiveness of different types of
support, such as differently framed messages, for changing behaviors such as unhealthy
eating and smoking. However, types of support can, in turn, also affect a person’s future
state. For instance, the impact of messages on the future state component of self-efficacy
can vary depending on whether they are framed positively or negatively. From the many
computational methods used to adapt eHealth applications, one method that allows us
to account for people’s current and future states is Reinforcement Learning (RL). Recent
studies show the potential and even medical efficacy of using RL with a consideration of
people’s current states in adapting behavior change support in contexts such as stress and
pain management. Given initial positive results also for accounting for both current and
future states (i.e., full RL), we investigated in this thesis further how full RL can be used to
make smoking cessation support more effective.

To create effective smoking cessation support, we first wanted to establish what kind
of support smokers need. Then we could design support that meets these needs. To
this end, we conducted a first study in which 671 daily smokers interacted with a virtual
coach in up to five sessions spread over about two weeks (Figure 1). Based on their
self-reported experiences with interactions during the study and views on envisioned
interaction scenarios thereafter, we obtained 14 main needs. These needs pertain to people’s
behaviors related to the eHealth application, personal characteristics, the involvement
of other parties such as general practitioners or virtual coaches, and the environmental
context in which behaviors occur. The most commonly mentioned need was that behaviors
are perceived as useful because they provide motivation, encouragement, help, advice, or
learning opportunities.

To address smokers’ need for motivation and encouragement, our first application
of RL was to adapt how people are motivated to do activities for quitting smoking. We
hypothesized that a personalized RL algorithm would be effective. This personalized RL
algorithm considered people’s current states, their future states, and their similarity based



viii SUMMARY

o 4) How much energy do you have?
0 (none) 1 2 3 4 5 6
7 8 9 10 (extremely much)

" A

And that concludes our set of 4 questions. Thank you
for your answers!

Next, we'll look at a new activity that will help you to
get ready for quitting smoking.

I suggest you do this activity after this and before the
next session:

s Having high aspiration to quit smoking may aid in
quitting successfully. Thus, after this session, | advise
you to think about the person that you would like to be
once you have successfully quit smoking. For example,
you might want to be a "strong woman who lives a
healthy life" or a "father who is a good role model for
his children." Then look for or take a picture that best
captures your desired future self. Save or print this
picture so that you can see it every day.

Just use the button below to continue after you've read
the activity description.

I've finished reading
I've finished reading R
i Perfect!

Figure 1: Example excerpt from a dialog with a virtual coach. After asking questions to determine the user’s state,
the virtual coach proposes a new preparatory activity.
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on personal characteristics such as personality and stage of change. The similarity was
used to give a larger weight to interaction samples from more similar people. To study the
effect of using more algorithm components (i.e., current states, future states, similarity)
on the perceived motivational impact of the virtual coach interactions and effort spent
on activities, we split participants of our first study into four groups. Each group was
motivated based on a different algorithm complexity level, with higher levels using more
algorithm components. Based on 2,366 interaction samples, we obtained some support
that perceived motivational impact and effort are positively affected by including more
algorithm components, with the latter becoming apparent only after some time. Looking
at the algorithm complexity levels separately, it seems that the level considering people’s
current and future states but not their similarity is most effective. Support for this is
even stronger when focusing on individuals who were most involved in their activities.
To further assess the generalizability of models for selecting motivational strategies, we
compared the most effective strategies identified for smoking cessation activities with
those for increasing physical activity. This was possible because half of the activities in the
study focused on increasing physical activity as a strategy to facilitate quitting smoking.
Our findings suggest that even though there is some agreement between the most effective
strategies for the two activity types, it is relatively low.

While we did not find that considering personal characteristics in addition to states is
helpful, it could still be that considering personal characteristics alone is more effective
than considering states. This would be beneficial because personal characteristics data
only needs to be collected once at the start of the intervention rather than before each
interaction, as is the case with states. However, performing cross-validation based on the
2,366 collected interaction samples, we found that we can better predict the effort people
spend on preparatory activities after being motivated with different strategies based on
states than personal characteristics measurable before an intervention. Factors conceptually
closer to an advocated behavior can thus better predict it: states based on components
such as motivation are closer than personal characteristics such as personality.

While motivation and encouragement are among the needs we identified in our first
study, the most prevalent need was that smokers perceive advocated behaviors as useful.
And these usefulness perceptions do not necessarily match the ones experts have. For
example, smokers do not always agree with experts that physical activity can facilitate
quitting smoking. Thus, if we simply propose activities that experts find useful, smokers
may not do them and hence never build the competencies required for quitting. On the
other hand, if we just propose activities that smokers find useful, we might not cover all
the competencies. Our question for our second study was thus how we can build an RL
model to choose activities in a way that trades off these two perspectives. This means
that having looked at how people are motivated in the previous study, we now focused
on building an RL model to adapt what people are asked to do. To create this model, we
first established competency-building activities as those that experts typically propose to
prepare for quitting smoking. Afterward, we used two repertory grid studies, one with
experts and one with smokers, to determine which competencies experts and smokers
think are built by these activities. We found nine smoker-identified competencies, such
as self-efficacy, awareness of negative outcomes, and knowledge of how to maintain/achieve
well-being. From experts, we obtained six competencies, including clear future identity,
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motivation, and insights into personal weaknesses. Next, we created nine belief-changing
activities to convince smokers of the usefulness of the nine smoker-identified competencies.
The reason for including these activities was that we might have to change smokers’
usefulness beliefs for them to do activities related to a competency. And finally, we designed
and trained the RL model using data from a new crowdsourcing study, this time with 542
daily smokers interacting with a virtual coach in up to five sessions. Using simulations
to evaluate the model, we found that proposing activities based on the model can allow
smokers to build 91% of expert-identified competencies within five interactions. All model
components contribute to this. However, smokers’ current state based on their usefulness
beliefs, energy, and degrees of having built the expert-identified competencies contributed
the most. The contribution of the transition to next states, on the other hand, is small. One
reason for this might be the positive but small effects of belief-changing activities. So if
not the future, at least the current views of smokers and experts are helpful to consider in
the RL model.

Following our investigation into how RL can be used to adapt the how- and what-
dimensions of support, we next studied adapting who provides the support. This was
motivated by having observed in our first study that smokers were concerned about the
accountability and companionableness of other parties involved in an intervention, such
as virtual coaches and general practitioners. As also expressed by participants of our first
study, both accountability and companionableness can be influenced by whether another
party is human or AL Previous work indicates that including support from a human coach
can make people feel more accountable and satisfied. Therefore, we examined how effective
adding human support to a virtual coach-based smoking cessation intervention is. Adding
extensive human support would, however, undermine the goal of eHealth applications,
which aim to minimize reliance on scarce and expensive healthcare professionals. Thus,
we focused on relatively low-cost human support, in our case feedback messages written
by Master’s students in Psychology. Using data from a third crowdsourcing study with
679 daily smokers and vapers, we analyzed psychological, economic, and ethical factors
that play a role when allocating this support. Our simulations show that providing human
feedback more often generally leads to a higher effort spent on activities over time. However,
human feedback messages sent to people in about half of the states can be removed without
a large drop in effort. When providing human feedback is expensive, the largest long-term
increase in effort can be obtained by giving feedback to people who perceive preparing
to quit as not that important and at the same time have high self-efficacy for preparing
to quit. Notably, while it may seem intuitive to allocate limited human feedback to those
who would benefit most, it is, in fact, only one of several ethical principles for allocating
scarce medical resources. Alternatives include allocating feedback to those who want it
most or to individuals who have the lowest likelihood of successfully quitting without such
support. The choice of allocation principle reflects a moral stance on who should have the
best chance at successful smoking cessation and improved health outcomes. Our analysis
of the "standard" benefit-maximizing model reveals that it prioritizes people who want
feedback and are already doing well. However, other allocation principles can be included
in the model to favor other smoker subgroups. Yet, these principles, we found, are often
interdependent. For example, since we observed that people who are not doing well tend
not to want human feedback and benefit less from it, giving more feedback to them means
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doing worse in respecting people’s autonomy and maximizing total benefit. Since different
smoker subgroups benefit depending on the chosen allocation principles, these findings
show that moral decisions are unavoidable.

Together, our findings suggest that considering current and future states increases the
effort smokers spend on smoking cessation activities and helps them build quitting-related
competencies over time. Since our models were based on behavior change theories, this
highlights the potential of using psychology-informed RL to develop effective long-term
support for smoking cessation.
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SAMENVATTING

Ondanks recente dalingen in het tabaksgebruik in hoge-inkomenslanden zoals Nederland,
is roken wereldwijd nog steeds de op één na grootste risicofactor voor vroegtijdige sterfte
en slechte gezondheid. Jaarlijks overlijden hier meer dan 8 miljoen mensen aan. Samen
met ander ongezond gedrag, zoals lichamelijke inactiviteit, verhoogt roken de kosten van
de gezondheidszorg, de druk op het personeel en de uitdagingen van de maatschappij voor
het leveren van inclusieve en duurzame zorg. eHealth-toepassingen, met name die met
een virtuele coach, hebben het potentieel om mensen effectief te ondersteunen bij gedrags-
verandering, terwijl ze tevens de financiéle en personele kosten verlagen. Hoewel huidige
eHealth-toepassingen vaak nog weinig gebruikt worden, zal een afstemming op de ver-
schillende omgevings-, cognitieve en sociale factoren van gedragsbeinvloeding dit gebruik
naar verwachting substantieel vergroten. Het is vooral veelbelovend om de ondersteuning
aan te passen aan de toestand waarin iemand zich bevindt, die wordt beschreven door
componenten zoals risicoperceptie, zelfredzaamheid en vaardigheden. De toestand van
een persoon is een interessante basis voor adaptieve ondersteuning omdat er aanwijzingen
zijn dat deze de effectiviteit beinvloedt van verschillende ondersteuningsvormen, zoals
verschillend geformuleerde berichten, voor het veranderen van gedrag zoals ongezond eten
en roken. Maar ondersteuningsvormen kunnen op hun beurt ook de toekomstige toestand
van een persoon beinvloeden. De impact van berichten op de toekomstige toestandcom-
ponent van zelfredzaamheid kan bijvoorbeeld variéren afhankelijk van een positieve of
negatieve formulering. Van de vele computationele methoden die worden gebruikt om
eHealth-toepassingen aan te passen, is er één methode waarmee we rekening kunnen
houden met de huidige en toekomstige toestand van mensen: Reinforcement Learning
(RL). Recente studies tonen het potentieel en zelfs de medische effectiviteit aan van het
gebruik van RL met inachtneming van de huidige toestand van mensen bij het aanpassen
van ondersteuning voor gedragsverandering in contexten zoals stress- en pijnmanagement.
Gezien de eerste positieve resultaten van het gebruik van zowel huidige als toekomstige
toestanden (d.w.z. volledige RL), hebben we in dit proefschrift verder onderzocht hoe
volledige RL gebruikt kan worden om ondersteuning bij stoppen met roken effectiever te
maken.

Om effectieve ondersteuning bij het stoppen met roken te creéren, wilden we eerst
vaststellen wat voor soort ondersteuning rokers nodig hebben. Daarna konden we on-
dersteuning ontwerpen die aan deze behoeften voldeed. Hiertoe voerden we een eerste
onderzoek uit waarin 671 dagelijkse rokers interactie hadden met een virtuele coach in
maximaal vijf sessies verspreid over ongeveer twee weken (Figuur 2). Op basis van hun
zelfgerapporteerde ervaringen met deze coach en hun meningen over de beoogde interac-
tiescenario’s daarna, verkregen we 14 basisbehoeften. Deze behoeften betreffen het gedrag
van mensen met betrekking tot de eHealth-toepassing, persoonlijke kenmerken, de betrok-
kenheid van andere partijen zoals huisartsen of virtuele coaches, en de omgevingscontext
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waarin het gedrag plaatsvindt. De meest genoemde behoefte was dat gedrag als nuttig
wordt ervaren omdat het motivatie, aanmoediging, hulp, advies of leermogelijkheden biedt.

Om tegemoet te komen aan de behoefte van rokers aan motivatie en aanmoediging,
paste de eerste RL-toepassing zich aan hoe mensen gemotiveerd zijn om activiteiten te
ondernemen om te stoppen met roken. We stelden dat een gepersonaliseerd RL-algoritme
effectief zou zijn. Dit gepersonaliseerde RL-algoritme hield rekening met de huidige
toestand van mensen, hun toekomstige toestand en hun gelijkenis op basis van persoonlijke
kenmerken zoals persoonlijkheid en fase van verandering. De gelijkenis werd gebruikt
om een groter gewicht toe te kennen aan interactie samples van mensen die meer op
elkaar leken. We verdeelden de deelnemers aan ons eerste onderzoek in vier groepen om
het effect te bestuderen van het gebruik van meer algoritmecomponenten (d.w.z. huidige
toestanden, toekomstige toestanden, gelijkenis) op de waargenomen motiverende impact
van de virtuele coachinteracties en de moeite die werd besteed aan activiteiten. Elke
groep werd gemotiveerd op basis van een ander algoritmecomplexiteitsniveau, waarbij
hogere niveaus meer algoritmecomponenten gebruikten. Op basis van 2.366 interactie
samples vonden we enig bewijs dat de waargenomen motiverende impact en moeite
positief worden beinvloed door het gebruik van meer algoritmecomponenten. Als we
de algoritmecomplexiteitsniveaus afzonderlijk bekijken, lijkt het erop dat het niveau dat
rekening houdt met de huidige en toekomstige toestand van mensen, maar niet met
hun gelijkenis, het meest effectief is. Dit wordt nog sterker ondersteund wanneer we
ons richten op individuen die het meest betrokken waren bij hun activiteiten. Om de
generaliseerbaarheid van modellen voor het selecteren van motivatiestrategieén verder
te beoordelen, vergeleken we de meest effectieve strategieén voor stoppen met roken
activiteiten met die voor het verhogen van lichamelijke activiteit. Dit was mogelijk omdat
de helft van de activiteiten in het onderzoek zich richtte op het verhogen van lichamelijke
activiteit als strategie om het stoppen met roken te vergemakkelijken. Onze bevindingen
suggereren dat, hoewel er enige overeenstemming is tussen de meest effectieve strategieén
voor de twee typen activiteiten, deze relatief laag is.

Hoewel we niet vonden dat het in beschouwing nemen van persoonlijke kenmerken
als aanvulling op toestanden nuttig was, zou het nog steeds zo kunnen zijn dat het in be-
schouwing nemen van persoonlijke kenmerken alleen effectiever is dan het in beschouwing
nemen van toestanden. Dit zou gunstig zijn omdat gegevens over persoonlijke kenmerken
maar één keer hoeven te worden verzameld aan het begin van de interventie in plaats
van voor elke interactie, zoals het geval is bij toestanden. Door cross-validation uit te
voeren op basis van de 2.366 verzamelde interactie samples, vonden we echter dat we
de moeite die mensen besteden aan voorbereidende activiteiten nadat ze gemotiveerd
zijn met verschillende strategieén beter kunnen voorspellen op basis van toestanden dan
op basis van persoonlijke kenmerken die gemeten kunnen worden v6o6r een interventie.
Factoren die conceptueel dichter bij het gewenste gedrag staan, kunnen dit gedrag dus
beter voorspellen.

Hoewel motivatie en aanmoediging tot de behoeften behoorden die we in ons eerste
onderzoek identificeerden, was de meest voorkomende behoefte dat rokers aanbevolen
gedrag als nuttig ervaren. En deze percepties van nut komen niet noodzakelijk overeen met
die van experts. Rokers zijn het bijvoorbeeld niet altijd eens met experts dat lichamelijke
activiteit het stoppen met roken kan vergemakkelijken. Dus, als we simpelweg activiteiten
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4) Hoeveel energie heb je?

0 (niets) I 2N BSN NI B5N NG

7 8 9 10 (extreem veel)

e

En daarmee zijn onze 4 vragen klaar. Bedankt voor je
antwoorden!

Vervolgens gaan we kijken naar een nieuwe activiteit
die je helpt om je voor te bereiden op stoppen met
roken.

Ik stel voor dat je deze activiteit doet na dit en voor de
volgende sessie:

s Een hoge motivatie om te stoppen met roken kan
helpen om succesvol te stoppen. Daarom raad ik je aan
om na deze sessie na te denken over de persoon die je

wilt zijn nadat je succesvol gestopt bent met roken.

Bijvoorbeeld, je wilt misschien een ‘sterke vrouw zijn

die een gezond leven leidt’ of een ‘vader die een goed

voorbeeld is voor zijn kinderen. Zoek of maak
vervolgens een foto die jouw gewenste toekomstige zelf
het beste weergeeft. Sla deze foto op of print hem, zodat
je hem elke dag kunt zien.

Gebruik de knop hieronder om verder te gaan nadat je
de beschrijving van de activiteit hebt gelezen.

Ik heb het gelezen

Ik heb het gelezen R

Figuur 2: Voorbeeldfragment uit een dialoog met een virtuele coach. Nadat er vragen zijn gesteld om de toestand
van de gebruiker te bepalen, stelt de virtuele coach een nieuwe voorbereidende activiteit voor.

Perfect!
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voorstellen die experts nuttig vinden, zullen rokers ze misschien niet doen en dus nooit de
competenties opbouwen die nodig zijn om te stoppen. Aan de andere kant, als we alleen ac-
tiviteiten voorstellen die rokers nuttig vinden, dekken we misschien niet alle competenties.
Onze vraag voor onze tweede studie was dus hoe we een RL-model kunnen bouwen om
activiteiten te kiezen op een manier die deze twee perspectieven combineert. Dit betekent
dat we, nadat we in de vorige studie hadden gekeken naar hoe mensen gemotiveerd zijn, ons
nu richtten op het bouwen van een RL-model om aan te passen wat mensen gevraagd wordt
te doen. Om dit model te creéren, hebben we eerst competentie-opbouwende activiteiten
vastgesteld, zoals de activiteiten die experts gewoonlijk voorstellen om mensen voor te be-
reiden op het stoppen met roken. Daarna gebruikten we twee repertory grid onderzoeken,
één met experts en één met rokers, om te bepalen welke competenties experts en rokers
denken dat deze activiteiten opbouwen. We vonden negen door rokers geidentificeerde
competenties, zoals zelfredzaamheid, bewustzijn van negatieve uitkomsten en kennis over
hoe welzijn te behouden/bereiken. Van experts vonden we zes competenties, waaronder
een duidelijke toekomstige identiteit, motivatie en inzicht in persoonlijke zwakheden. Vervol-
gens creéerden we negen overtuigingsveranderende activiteiten om rokers te overtuigen
van het nut van de negen door rokers geidentificeerde competenties. De reden voor het
opnemen van deze activiteiten was dat we misschien de overtuigingen over het nut van
rokers moesten veranderen om hen activiteiten te laten doen die gerelateerd waren aan
een competentie. Tot slot hebben we het RL-model ontworpen en getraind met behulp
van gegevens uit een nieuw crowdsourcing-onderzoek, dit keer met 542 dagelijkse rokers
die interactie hadden met een virtuele coach in maximaal vijf sessies. Met behulp van
simulaties om het model te evalueren, ontdekten we dat het voorstellen van activiteiten op
basis van het model rokers in staat kan stellen om 91% van de door experts geidentificeerde
competenties op te bouwen binnen vijf interacties. Alle modelcomponenten dragen hieraan
bij. De huidige staat van rokers op basis van hun overtuigingen over het nut, hun energie
en de mate waarin ze de door experts geidentificeerde competenties hadden opgebouwd,
droegen echter het meest bij. De bijdrage van de overgang naar volgende toestanden is
daarentegen klein. Eén reden hiervoor zou kunnen liggen in de positieve maar kleine
effecten van activiteiten die overtuigingen veranderen. Dus als het niet de toekomst is, dan
zijn in ieder geval de huidige opvattingen van rokers en experts nuttig om mee te nemen
in het RL-model.

Na ons onderzoek naar hoe RL kan worden gebruikt om de hoe- en wat-dimensie van
ondersteuning aan te passen, onderzochten we wie de ondersteuning biedt. De reden
hiervoor was dat we in ons eerste onderzoek hadden gezien dat rokers zich zorgen maakten
over de aanspreekbaarheid en vriendelijkheid van andere partijen die betrokken waren
bij een interventie, zoals virtuele coaches en huisartsen. Zoals deelnemers aan ons eerste
onderzoek ook aangaven, kunnen zowel verantwoordelijkheid als kameraadschap verschil-
lend beinvloed worden bij een menselijke versus Al coach. Eerder werk geeft aan dat
mensen zich meer verantwoordelijk en tevreden voelen als ze ondersteuning krijgen van
een menselijke coach. Daarom hebben we onderzocht hoe effectief het is om menselijke
ondersteuning toe te voegen aan een stoppen met roken interventie die gebaseerd is op
een virtuele coach. Het toevoegen van uitgebreide menselijke ondersteuning zou echter
het doel van eHealth toepassingen ondermijnen de afhankelijkheid van schaarse en dure
zorgprofessionals te minimaliseren. Daarom hebben we ons gericht op relatief goedkope
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menselijke ondersteuning, in ons geval feedbackberichten geschreven door masterstuden-
ten Psychologie. Met behulp van gegevens uit een derde crowdsourcingstudie met 679
dagelijkse rokers en vapers, analyseerden we psychologische, economische en ethische
factoren die een rol spelen bij het toekennen van deze steun. Onze simulaties laten zien dat
het vaker geven van menselijke feedback over het algemeen leidt tot een grotere inspanning
voor activiteiten na verloop van tijd. Echter, menselijke feedbackberichten aan mensen in
ongeveer de helft van de toestanden kunnen worden verwijderd zonder een grote daling in
inspanning. Wanneer het geven van menselijke feedback duur is, kan de grootste toename
in inspanning op de lange termijn worden verkregen door feedback te geven aan mensen
die het voorbereiden om te stoppen als niet zo belangrijk ervaren en tegelijkertijd een
hoge zelfredzaamheid hebben voor het voorbereiden om te stoppen. Hoewel het intuitief
lijkt om beperkte menselijke feedback toe te wijzen aan degenen die er het meeste baat
bij hebben, is dit in feite slechts één van de ethische principes voor het toewijzen van
schaarse medische middelen. Alternatieven zijn onder andere het toewijzen van feedback
aan degenen die dat het meest willen of aan individuen die de minste kans hebben om
succesvol te stoppen zonder dergelijke ondersteuning. De keuze van het toewijzingsprin-
cipe weerspiegelt een moreel standpunt over wie de beste kans zou moeten hebben op
succesvol stoppen met roken en verbeterde gezondheidsresultaten. Onze analyse van het
“standaard” voordeel maximaliserend model laat zien dat het prioriteit geeft aan mensen
die feedback willen en het al goed doen. Er kunnen echter andere toewijzingsprincipes in
het model worden opgenomen om andere subgroepen rokers te bevoordelen. We ontdekten
echter dat deze principes vaak onderling afhankelijk zijn. Bijvoorbeeld, omdat we hebben
gezien dat mensen die het niet goed doen meestal geen menselijke feedback willen en er
minder van profiteren, betekent het geven van meer feedback aan hen dat het slechter
gaat met het respecteren van de autonomie van mensen en het maximaliseren van het
totale voordeel. Aangezien het profijt voor verschillende subgroepen rokers afthangt van
de gekozen toewijzingsprincipes, tonen deze bevindingen aan dat morele beslissingen
onvermijdelijk zijn.

Al met al suggereren onze bevindingen dat rokers meer inspanning leveren bij acti-
viteiten voor het stoppen van roken die hen op den duur helpen om stop-gerelateerde
competenties op te bouwen, wanneer er rekening gehouden wordt met de huidige en
toekomstige toestand. Aangezien onze modellen gebaseerd waren op gedragsveranderings-
theorieén, benadrukt dit het potentieel van het gebruik van psychologie-geinformeerde RL
om effectieve lange termijn ondersteuning voor stoppen met roken te ontwikkelen.
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MOTIVATION

Projections show that by 2060, Dutch healthcare spending, which is already the second
highest per capita in the European Union [84], would need to rise from the current 10%
to 18% of the Gross Domestic Product (GDP) to take care of the aging population [1].
Moreover, the number of people working in healthcare would need to increase from one in
seven to one in three - a demand unlikely to be met even if the employment rate were to
grow by such a margin [105]. A large part of these costs can be attributed to unhealthy
behavior. Already in 2000, 40% of premature deaths in the United States were caused by
unhealthy behavior [253]. And looking at the overall disease burden, a 2018 report for
the Netherlands states that 18.5% of this burden stems from unhealthy behavior, with
9.4% linked specifically to smoking [324]. This issue is not confined to the US or the
Netherlands; it is a global concern. Smoking, for instance, is the largest behavioral risk
factor for early death and poor health worldwide, and the second largest risk factor overall
after high systolic blood pressure [171]. Additionally, unhealthy behavior strains not only
the financial and staffing sustainability of healthcare but also its societal sustainability.
There is an increasing reluctance to cover costs for others’ lifestyle-related conditions
caused by smoking and obesity [105]. Therefore, we need approaches to effectively change
unhealthy behaviors at low cost, including a low need for human healthcare staff.

One promising approach are eHealth applications, which provide elements of healthcare
over the Internet or connected technologies such as apps and text messaging [290]. This
includes applications for communication between healthcare professionals and clients,
lifestyle monitoring, and medication dispensing [403]. Being able to provide support
anywhere anytime, eHealth applications have been shown to be effective in contexts
such as smoking cessation [126, 215] as well as physical activity, sedentary behavior, and
unhealthy eating and sleep [343]. To increase engagement, discuss relevant information,
and form a connection with people [158, 255], these applications often include support
from a conversational agent taking the role of a virtual coach. Examples include the Quit
Coach [33], the StopCoach Suzanne [237], and Dejal@bot [278]. These virtual coaches
can, for example, offer information on the health effects of smoking, tips for quitting,
and motivational messages [33], and provide practical and motivational support [237].
Since human behavior depends on a variety of environmental, social, and cognitive factors
[231, 240], adapting eHealth applications [180] and in particular interactions with these
virtual coaches [199] to (groups of) individuals is a promising approach to improving
satisfaction, engagement, and health outcomes.

One way to adapt the support provided by eHealth applications is based on enduring
user characteristics. For example, Zalake et al. [398] saw that the relative effectiveness
of persuasive strategies by Cialdini [93] used to promote coping skills for mental health
depended on personality, Oyibo et al. [289] found the relative effectiveness of the same
strategies to depend on cultural background, and Steward et al. [351] observed that the
effectiveness of positively versus negatively framed smoking cessation messages depended
on people’s need for cognition. Yet, the effects of such adaptations on behavior tend to
be small (e.g., [106, 183]). Since many of the environmental, social, and cognitive factors
influencing human behavior [231, 240] are not static, a more effective alternative may be
to consider the current state a person is in. This state refers to an individual’s condition or
status at a specific moment in time, characterized by relative stability in its components



[37]. Examples of state components used for adaptation include risk perception [371],
awareness, motivation, and commitment [198], and pain intensity, past physical activity,
sleep, skills, and intervention phase [300]. However, not only can a person’s state influence
the effectiveness of different forms of support, but the support can, in turn, also affect a
person’s future state. For example, self-efficacy can influence how effective differently
framed messages are [54], and these messages can again differ in their effects on self-efficacy
[351]. We thus have a cyclic chain of effects: self-efficacy — effectiveness of differently framed
messages — self-efficacy ... Such recursive effects are also expressed in behavior change
models such as the COM-B model in which capability (C), opportunity (O), and motivation
(M) influence and are influenced by behavior (B) [387]. This suggests that if we strive
to improve the long-term effectiveness of behavior change support [158, 180], we should
account for both current and future user states.

Various computational methods have been used to adapt eHealth interventions to users,
including classification-based methods and algorithms comparing user behavior to norms
and guidelines [172]. One method that allows us to adapt to current and future user states is
the machine learning paradigm of Reinforcement Learning (RL) [357]. In RL, an intelligent
agent learns what to do to maximize a numerical reward signal. That is, by interacting
with a dynamic environment, the agent over time learns which actions to take in a certain
situation to maximize a reward. The dynamic environment in our case is the person we
want to support in changing their behavior, actions are different forms of support, and the
reward is a measure of support effectiveness, either actual behavioral change or a more
proximal measure such as motivation or engagement with the intervention. RL not only
differs from other machine learning paradigms in being able to capture the effects that
actions taken in certain states have on future states, but also in not requiring a labeled
training set. This makes RL a promising tool for adaptive behavior change support. In
addition, if the agent continues to try different actions during a live behavior change
intervention to see which actions yield the highest reward, a process called exploration,
the agent can adapt to changes in action effects.

A recent review by Weimann and Giflke [384] highlighted the potential and even medi-
cal efficacy of RL for adaptive health behavior change support. Paredes et al. [292] showed
that an RL approach that accounts for current user states when selecting stress management
interventions enabled a larger stress reduction after four weeks than proposing random
interventions. And Piette et al. [300] saw that choosing therapist feedback types based on
an RL approach accounting for current user states significantly reduced pain outcomes
while using less therapist time compared to delivering the most intensive type of therapist
feedback. However, despite the increasing popularity of RL, only a relatively small number
of the studies reviewed by Weimann and Gif3ke [384] account for both current and future
states (i.e., full RL!). Examples include timing running notifications [381], suggesting step
goals [140], and selecting messages for diabetes prevention [195]. Since initial results
comparing full RL to random baselines (e.g., [140, 381]), simpler RL models (e.g., [140]) and
not precisely defined static baselines (e.g., [195]) are promising, we investigate in this thesis
how full RL can be used to adapt smoking cessation support. This leads to the following

IThis is also frequently referred to as non-myopic RL, distinguishing it from myopic RL which only tries to
maximize immediate rewards [357]. However, in this thesis, we adopt the term full RL, consistent with the
review by Weimann and Giflke [384].
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overarching research question:

How can reinforcement learning be used to make the support in virtual coach-based smok-
ing cessation interventions more effective?

In answering this research question, we will first investigate user needs for such support
and then look at three dimensions of adaptive support: 1) how people are persuaded (i.e.,
with different persuasive strategies), 2) what people are asked to do (i.e., different activities
for quitting smoking), and 3) who they are supported by (i.e., only a virtual coach or also a
human coach). Figure 1.1 provides a conceptual overview of the support and corresponding
research questions and hypothesis.

RESEARCH QUESTIONS AND HYPOTHESES

Before thinking about adaptivity, we must establish what kind of support it is that we
want to make adaptive (green elements in Figure 1.1). While it is difficult to systematically
assess the effect of different features of virtual coach-based smoking cessation interventions
on user engagement due to their variety [158], previous studies have identified several
combinations of factors that play a role. Alphonse et al. [33], for example, saw in an
interview study that the virtual coach’s interaction style and format, participants’ support
needs, and the anthropomorphism of and accountability to the virtual coach influenced
users’ experiences with the Quit Coach. Moreover, Meijer et al. [237] noted that age and
support from one’s social environment may affect the usability and usefulness of the
StopCoach. These examples illustrate the importance of taking a holistic approach that
considers factors related to the technology, the user, and the user’s environment [373]. In
light of the wide variety of possibly relevant factors, a more thorough understanding of
user needs is welcome. This is especially the case in light of the often poor adherence, lack
of engagement, and even abandonment of eHealth applications [147, 191], which suggest
that current eHealth applications insufficiently meet user needs. These considerations led
to our first research sub-question:

RQ1: What are users’ needs for a virtual coach-based smoking cessation intervention?

Having examined human factors for designing the support, this thesis subsequently
looks at how RL can be used to make the support adaptive. The first dimension of support
we examine is how people are persuaded (blue elements in Figure 1.1). Specifically, when
persuading users to do activities such as making a plan, reflecting on the previous week, or
going for a run, eHealth applications commonly make use of different persuasive strategies.
For example, an application may say that experts recommend going for a run to reduce
one’s vulnerability to cardiovascular disease, thus implementing the principle of authority
by Cialdini [93]. Previous work has stated the importance of considering user states
[54, 60, 137] as well as shown that persuasive strategies, in turn, can influence user states
[80, 286, 287, 351], suggesting that there is a benefit to considering current and future
states when choosing persuasive strategies. In addition, more enduring user characteristics
such as the need for cognition [351] can affect how effective different persuasive strategies
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6 1 INTRODUCTION

chosen in a certain state are. Hence, we expect that individuals with more similar user
characteristics are more likely to respond similarly to persuasive strategies. Taking the
consideration of states, future states, and user characteristic-based similarity together, this
thesis hypothesizes the following:

H1: Subsequently incorporating 1) states, 2) the consideration of future states, and 3) the
weighting of samples based on the similarity of people into an algorithm that selects the
best persuasive strategy is more effective than not incorporating the respective element.

If the effect of incorporating user characteristic-based similarity alongside current
and future states is limited, accounting for user characteristics alone could still be more
effective than considering user states. In contrast to states, fixed user characteristics
need to be inferred only once at the start of the intervention rather than before each
persuasive attempt. This is potentially advantageous since asking people many questions
may be more cognitively demanding and thus seen as more effortful and liked less [302],
which is negatively associated with technology use [377]. Implicit data collection methods
such as sensors could be used instead, however, these do not yet succeed at collecting
high-quality data unobtrusively [395]. Given that user characteristics are thus easier to
infer than states, our second sub-question compares how well we can predict people’s
behavior after persuading them based on different persuasive strategies using either user
characteristics or states to choose strategies. If we can predict this behavior better, we can
make a more informed choice of persuasive strategies that lead to favorable behavior. Our
second sub-question thus is

RQ2: How does predicting behavior based on user characteristics compare to doing so
based on states?

Besides adapting how people are persuaded, applications can also adapt what people
are asked to do (red elements in Figure 1.1). The motivation for doing this is that while
health experts can create a set of activities that help people build the competencies (e.g.,
knowledge, skills, mindsets, thought patterns) [118] needed for successful behavior change,
users may not engage with them if they do not find them useful [340, 377]. So instead
of simply proposing activities that experts find useful, we might also want to consider
which competencies users find useful. Moreover, if we cannot build all competencies
because users find all related activities unhelpful, we can try to change users’ usefulness
beliefs. Again there is a recursive relationship in which activity selection may depend on
an individual’s usefulness beliefs and degree of having built different competencies, both of
which are themselves affected by the activity chosen. We can thus formulate this as an RL
problem where the goal is to maximize an individual’s competency increase over time. The
state thereby captures the views of users (i.e., the usefulness beliefs) and experts (i.e., the
degree to which users have built expert-identified competencies). Our third sub-question
is how we can create an RL model for this problem:



RQ3: How can we create an RL model for building human competencies that combines the
views of experts and users?

The third dimension of support we can adapt is by whom people are supported (yellow
elements in Figure 1.1). More precisely, we can adapt whether we combine an eHealth
application with support from a human coach, which may increase people’s engagement
[115], accountability [210, 250] and satisfaction [327]. Adding large amounts of professional
human support would undermine the goal of eHealth applications to reduce reliance on
scarce and expensive healthcare staff. However, relatively low amounts of human support
(e.g., at most three daily text messages in a text-messaging intervention for people with
schizophrenia or 36 minutes of therapist support in a ten-week web-based treatment of
tinnitus) can already lead to good results [337], with professional qualifications of the
human coaches not necessarily playing a large role [47]. It is relatively low-cost human
support that we are interested in adding to a virtual coach-based application. Since the
effectiveness of human support may depend on a person’s state (e.g., intrinsic motivation
[252]), which in turn may be influenced by human support [252], the decision of when to
allocate human support also lends itself to an RL formulation. While initial results on using
RL with a consideration of current states to allocate human support in eHealth applications
[300, 301] are promising, also incorporating future states to capture the effect human
support can have on user states deserves further exploration. This can especially help in
understanding the long-term effects of human support. Using RL with a consideration of
current and future states to allocate human support, our fourth research sub-question thus
is

RQ4: How effective is adding human support to a virtual coach-based behavior change
intervention in the long term?

RESEARCH APPROACH AND THESIS STRUCTURE

Overall, this thesis takes an empirical approach using data from real smokers to assess
the effects of algorithms. However, doing this in a complete behavior change intervention
is complicated due to the complexity of the intervention [45]. The many different, and
possibly over time changing, components make it difficult to determine what is driving an
observed effect [45]. Can the effect be attributed to gamification, goal-setting, connection
to other users, interface design, or really the algorithm for adapting persuasive strategies?
And what if the other components also change over time - goals are adapted based on
user feedback, and the other users in the intervention that people can connect to vary?
Therefore, to better assess the effects of our algorithms, all our analyses are based on
minimal interventions excluding any components not needed for our algorithms. For
example, we did not include goal-setting even though this can positively affect behavior
change [121]. To quickly and meaningfully evaluate the effects of our algorithms [45],
we thereby used proximal outcome measures (e.g., motivation or engagement with the
intervention) rather than relying on more distal outcomes (e.g., smoking abstinence).
Moreover, we focused on preparing people for quitting smoking. This is because both a
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sub-optimal algorithm and a minimal intervention could lead to insufficient support. In
the case of an intervention for actual smoking cessation, this might be less ethical as it
could mean a failed smoking cessation attempt and thus adverse health outcomes. The
behavior change preparation we focus on instead is a less risky but still relevant setting: a
preparation phase is often included in behavior change applications (e.g., [243, 266, 374])
to increase the chance of successful behavior change thereafter. While our analyses are
thus based on minimal interventions in the context of preparing for quitting smoking,
approaches shown to be successful in our studies can later be translated to and tested in full
smoking cessation interventions following the stages in the development of technological
health interventions defined by Brinkman [68].

We approached our investigation of user needs (RQ1) and the how-dimension of support
(H1 and RQ2) with a joint study on the online crowdsourcing platform Prolific. In this
study, 671 daily smokers who were contemplating or preparing to quit smoking interacted
with the text-based virtual coach Sam in up to five sessions, which were three to five days
apart. In each session, Sam assigned participants a new preparatory activity for quitting
smoking (e.g., envisioning one’s desired future self, visualizing smoking as a fighting match,
or learning progressive muscle relaxation) together with one of five persuasive strategies
(Figure 1.2). In the next session, participants reported the effort spent on and experience
with their activity. After the five sessions, participants further filled in a post-questionnaire
on their involvement in the activities, the barriers and motivators they had for doing
their activities, and their views on interaction scenarios for a virtual coach (e.g., whether
they would want to receive motivational messages). Examples of participants’ views on
interaction scenarios are given in Figure 1.3.

Authority Consensus

Most people think that
identifying reasons why
you want to stop
smoking may help to

Experts recommend
identifying reasons why
you want to stop

smoking to increase
your aspiration to stop
smoking.

increase your aspiration
to stop smoking.

Figure 1.2: Examples of messages implementing the persuasive strategies authority and consensus. To increase the
processing of these messages, they were supplemented with reflective questions on their personal relevance.

To examine user needs for the first research question (RQ1), we performed a mixed-
method analysis, combining a thematic analysis of participants’ experiences with their
activities, barriers, motivators, and views of interaction scenarios with triangulation with
literature and quantitative data (e.g., ratings of the interaction scenarios, user characteristics
such as quitter self-identity). Such triangulation of multiple methods and data sources
helps to get a comprehensive understanding when performing qualitative analyses [82].
This analysis led to 14 themes describing user needs, based on which we formulated
literature-based recommendations for designing a virtual coach-based smoking cessation



Probably the people watching the ad will
think about the fact that usually
smokers need motivation from other
people, but often the motivation is not
there because smokers tend to surround
themselves with other smokers.

| feel like motivational messages aren't
powerful enough on their own and need

personal context to put it in perspective.

If the app were able to relate to actual
people or events in your life it would be
more positive

Figure 1.3: Examples of participants’ views on receiving motivational messages.

intervention. Since the analysis is based on users’ experiences and views expressed after
interacting with such a virtual coach-based system for a few sessions where the novelty
effect [101, 333] has worn off and all unsatisfied users have not yet dropped out [123], we
set out to gain a thorough and more realistic assessment of user needs and how to address
them. Chapter 2 presents this assessment.

To test our hypothesis on the effects of different algorithm elements (H1), we designed
the study as a double-blind mixed-design study with two within-subject factors and one
between-subject factor. The within-subject factors were the session in which a persuasive
attempt was made (4 levels: sessions 1-4) and algorithm activeness (2 levels: off/on for
sessions 1-2/3-4). The between-subject factor was the algorithm complexity used to choose
a persuasive strategy after session 2. This factor had four levels with successively more
elaborate optimization strategies. Ordered by complexity, the algorithm levels look for
the highest value of either: 1) the average reward, 2) the average reward in a person’s
state, 3) the expected cumulative sum of rewards in a person’s state over time, or 4) the
similarity-weighted expected cumulative sum of rewards in a person’s state over time. This
means that starting from sending a persuasive strategy with the highest average reward, we
progressively added the consideration of states, future states, and the weighting of samples
based on the similarity of people. To answer H1, we fit two Bayesian multi-level models
to assess the impact of the algorithm complexity level on the effort and the perceived
motivational impact. Our approach and results for HI and related analyses are presented
in Chapter 3.

Our analysis of the effects of user characteristics versus states for our second research
question (RQ?2) is based on performing simulations on the dataset also used to assess our
first hypothesis (H1). Specifically, we performed leave-one-out cross-validation on the
collected data to compute how well we can predict the effort-based reward using either
user characteristics or states. Having collected data on more than 30 user characteristics
(e.g., personality, need for cognition, quitter self-identity) and 8 possible state features,
we performed the comparison based on three user characteristics and three state features,
selected so that they capture much of the variation in the reward. Using three user
characteristics and three state features ensures a fair comparison and that a realistic
number of questions would need to be asked to users in a live application. Our baselines
were predicting the reward based on 1) the overall mean reward, 2) the mean reward per
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persuasive strategy (i.e., action), 3) and the mean reward per action and state. Our findings
for RQ2 and further related analyses can be found in Chapter 4.

O Belief-changing activity

Mindset that physical activity helps
to quit smoking. Physical activity
helps to quit smoking. To understand
why, | suggest watching this short
video before the next session:
https://youtu.be/qoD2j_ITm9U. How
do you think can physical activity
help you to quit smoking? Collect
your ideas on a piece of paper or your
phone.

|

/\7' Competency-building activity

Reasons for quitting smoking. Quit-
ting smoking has many benefits.
Think, for example, of improved phy-
sical fitness, healthier skin, and lower
expenses. To help you quit smoking, it
can be useful to write down why you
want to quit. This can increase your
aspiration to quit smoking, which
may aid in quitting successfully. So,
before the next session, | advise you
to identify and write down reasons
why you want to stop smoking. After
writing them down, think about

which reasons are most important to
\ you and order them accordingly. ’

Figure 1.4: Examples of belief-changing and competency-building activities for quitting smoking.

After having investigated adapting how people are persuaded, we next studied adapting
what people are asked to do. More precisely, for our third research question (RQ3) we
wanted to build an RL model for choosing competency-building activities for quitting
smoking that accounts for the views of health experts and smokers. Therefore, we first had
to determine the views of experts and smokers. To this end, we conducted two repertory
grid studies [134], one with experts and one with smokers. Based on personal construct
theory [192], the goal of the repertory grid technique is to explore personal construct
systems, or, in other words, see the world as other people see it [134]. In our case, we
specifically wanted to know how experts and smokers view competency-building activities
for quitting smoking (i.e., which competencies they think are built by these activities).
Suppose we know which competencies the activities build according to experts. In that case,
our model can keep track of the extent to which smokers have already built the different
competencies and choose activities that help build missing competencies. On the other
hand, by knowing which competencies smokers think are built by the activities, our model
can consider which competencies smokers find useful when choosing activities. Having
established the six competencies forming the view of experts and the nine competencies
forming the view of smokers, the next step was to train an RL model that accounts for
these views when choosing activities. Thus, we performed another longitudinal study
with more than 500 daily smokers interacting with a text-based virtual coach in up to five
sessions. In each session, participants received a new randomly chosen activity, either
one that was meant to build their competencies or one that was meant to change their
usefulness beliefs (Figure 1.4). This setting can be seen as a micro-randomized design [196]
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in which each participant receives a random intervention option at each pertinent decision
point. To assess how much each model component contributes to allowing smokers to build
competencies for quitting smoking, we performed human data-based simulations with
different ablated? model versions. Such simulations are a common way of evaluating RL
models [384] as they allow testing many different parameter settings [217] before choosing
one or more promising settings to study in more costly real-world experiments. Our entire
pipeline for building the RL model as well as our evaluation approach and results can be
found in Chapter 5.

Having studied the how- and what-dimensions of support, the third and last dimension
of support we studied is who people are supported by. To answer RQ4 about the long-term
effectiveness of human support for quitting smoking, we performed a third longitudinal
study with a micro-randomized design on Prolific, this time with 679 daily smokers and
vapers. Participants again completed up to five sessions with a text-based virtual coach
in each of which they were assigned a new preparatory activity for quitting smoking.
This time, however, participants also had a 20% chance of receiving a feedback message
(Figure 1.5) from human coaches between each pair of sessions. Using the data from this
study, we fit an RL model that chooses when to allocate human support. To assess the
long-term effects of this model, we again performed human data-based simulations. In these
simulations, we compared the RL model to static baselines that allocate human support
with varying frequencies. In addition, we assessed the effect of different economic costs
for providing human support on human support allocation and the resulting effort-based
reward over time. More information on this and related analyses of the effects of human
support are provided in Chapter 6.

Hello, it’s great that you have made the decision to stop smoking! You’re
very right, if we want to achieve a goal we need to be consistent.
However, it is important to give yourself some compassion, too. We
cannot expect ourselves to be perfect at something from the very
beginning. Be gentle with yourself through this process and celebrate the
small successes. Exercise really is a great way to divert yourself from
wanting to smoke and ignoring that little voice in your head that one
more cigarette won’t be so bad. | hope that the next activity will help you
with getting some motivation to get more physically active! | can see that
you are motivated to stop smoking and are confident in your ability to
do so, your mindset is already there! Keep up the good work and
remember to be kind to yourself.

Best wishes,
Karina & Goda on behalf of the Perfect Fit Smoking Cessation Team

Figure 1.5: Example of human feedback sent to participants of our study on the long-term effectiveness of human
support.

%In machine learning, ablation is the removal of a model component. It is commonly used to study the contribution
of model components to the performance of the overall model.
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The final chapter of this thesis, Chapter 7, summarizes the main findings and contri-
butions of this thesis. To better understand these conclusions, it also reflects on possible
limitations and the responsibility of the research. Directions for future work as well as
final remarks are also provided.
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2

USERS’ NEEDS FOR A DIGITAL
SMOKING CESSATION
APPLICATION AND HOW TO
ADDRESS THEM: A
MIXED-METHODS STUDY

Background. Despite their increasing prevalence and potential, eHealth applications for
behavior change suffer from a lack of adherence and from dropout. Advances in virtual coach
technology provide new opportunities to improve this. However, these applications still do not
always offer what people need. We, therefore, need a better understanding of people’s needs
and how to address these, based on both actual experiences of users and their reflections on
envisioned scenarios.

Methods. We conducted a longitudinal study in which 671 smokers interacted with a virtual
coach in five sessions. The virtual coach assigned them a new preparatory activity for quitting
smoking or increasing physical activity in each session. Participants provided feedback on
the activity in the next session. After the five sessions, participants were asked to describe
barriers and motivators for doing their activities. In addition, they provided their views on
videos of scenarios such as receiving motivational messages. To understand users’ needs, we
took a mixed-methods approach. This approach triangulated findings from qualitative data,
quantitative data, and the literature.

Results. We identified 14 main themes that describe people’s views of their current and future
behaviors concerning an eHealth application. These themes relate to the behaviors themselves,
the users, other parties involved in a behavior, and the environment. The most prevalent theme
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was the perceived usefulness of behaviors, especially whether they were informative, helpful,
motivating, or encouraging. The timing and intensity of behaviors also mattered. With regards
to the users, their perceived importance of and motivation to change, autonomy, and personal
characteristics were major themes. Another important role was played by other parties that
may be involved in a behavior, such as general practitioners or virtual coaches. Here, the
themes of companionableness, accountability, and nature of the other party (i.e., human vs.
Al) were relevant. The last set of main themes was related to the environment in which a
behavior is performed. Prevalent themes were the availability of sufficient time, the presence
of prompts and triggers, support from one’s social environment, and the diversity of other
environmental factors. We provide recommendations for addressing each theme.

Conclusions. The integrated method of experience-based and envisioning-based needs acqui-
sition with a triangulate analysis provided a comprehensive needs classification (empirically
and theoretically grounded). We expect that our themes and recommendations for addressing
them will be helpful for designing applications for health behavior change that meet people’s
needs. Designers should especially focus on the perceived usefulness of application components.
To aid future work, we publish our dataset with user characteristics and 5074 free-text responses
from 671 people.

INTRODUCTION

When creating an eHealth application for behavior change, one is confronted with many
choices. The first one relates to behavior change techniques, for which Michie et al.
[244] alone formulated 93 options, including coping planning, self-talk, and social support.
Second, one has to decide how to implement these behavior change techniques. For example,
should users create coping plans regularly, or only when they feel the need? Third, it gets
more complicated when another party, such as a virtual coach, general practitioner, or
somebody from the social environment, is involved. When should these parties be included,
and how? And lastly, all of these choices should be made so that users use and continue to
use the application. For people to use an application, it has to meet their needs. So what
are users’ needs for using a behavior change application, and what does this imply for
somebody creating such an application?

Recent years have seen a surge of eHealth applications with 78,000 new ones in major
app stores in 2017 alone [320]. These applications can be easy to use, available at all
times, scalable, cost-effective, and can facilitate tailoring of the intervention [218]. These
characteristics make such applications beneficial for people wishing to change their health
behavior, which can be difficult without help. For instance, more than two-thirds of adult
smokers in the United States want to quit smoking [44], but most unassisted quit attempts
fail [99]. However, despite their potential, users commonly do not adhere to eHealth
applications or abandon them entirely [56, 147, 191]. Thus, there appears to be a mismatch
between what the applications offer and what users need.

To improve behavior change applications, users’ needs must be better understood.
Thereby, it is crucial to take a holistic approach that considers not only the technology
itself but also the user and their environment [373]. Previous work in the context of quitting
smoking has, for example, found that the intuitiveness of the user interface [204], users’
experience with computers [142], the appreciation expressed by a conversational agent
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[204], and support from one’s social environment [354] play a role. This illustrates the
diversity of factors that may need to be considered in eHealth applications.

Studies for getting input on the system design from users differ in two ways. First,
they employ systems of differing maturity, ranging from mere design ideas to complete
applications. Each of the two extremes has an advantage: the former allows one to test
multiple design options more easily; the latter helps users to more accurately identify
benefits and barriers to using the application [79]. Second, users interact with a system
for varying amounts of time before being asked for their input. Both very short and very
long uses are at risk of resulting in an overly positive evaluation of a system: the former
because people’s initial curiosity and excitement about a novel system tend to fade as they
become more aware of the system’s limitations [101, 333], and the latter because people for
whom the system does not work tend to drop out according to the law of attrition [123].
Thus, data should be collected in the middle range, where the novelty effect has worn off
and average users have not yet dropped out. This is to allow one to more accurately assess
users’ needs.

This study aims to get a more accurate assessment of users’ needs for eHealth applica-
tions for behavior change. To this end, we collected data on both the use of an application
and views on multiple design ideas from this middle time range. More precisely, we con-
ducted a longitudinal study in which 671 smokers interacted with a text-based virtual
coach. Virtual coaches or conversational agents have been receiving a lot of attention
in the health context due to their potential ability to increase engagement, provide and
discuss relevant information, and form a connection with users [255]. Participants of our
study interacted with such a virtual coach in up to five sessions spread over at least nine
days. In each session, participants were assigned a new preparatory activity for quitting
smoking or increasing physical activity, with the latter possibly aiding the former [152, 368]
and vice versa [291]. To gain a comprehensive understanding of participants’ needs for
using the application, we conducted a mixed-methods analysis. This analysis was based on
participants’ characteristics such as their physical activity identity, their feedback on their
activities as well as barriers and motivators and thus information on actual behavior, their
views on videos of interaction scenarios described after completing the five sessions and
thus information on experience-based behavioral intentions for multiple design options,
and findings from the literature. We found a comprehensive set of 14 themes that describe
users’ needs. We used these themes to formulate recommendations to support designers of
future health behavior change applications. To further aid future research on understanding
user needs, we publish our data together with this article.

MATERIALS & METHODS

We conducted a longitudinal study from 20 May 2021 until 30 June 2021. The Human
Research Ethics Committee of Delft University of Technology approved the study (Letter of
Approval number: 1523), and we preregistered the study in the Open Science Framework
(OSF) [14].
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STUDY DESIGN

The study followed a mixed design with five sources of information. We collected the
first four from participants: #iit their characteristics (e.g., physical activity identity), %
their feedback on their previously assigned preparatory activity for quitting smoking or
increasing physical activity, E® barriers and motivators they had for doing their activities,
and [ their views on interaction scenarios for a virtual coach (e.g., whether participants
would like to receive motivational messages). The user characteristics were quantitative, the
barriers and motivators were qualitative, and the activity feedback and views on interaction
scenarios were quantitative and qualitative. Each participant saw a random selection of
two interaction scenarios with the goal of presenting each scenario the same number of
times across the sample population. Figure 2.1 illustrates how we gathered data from
participants. Finally, € previous studies provided information to triangulate the findings
from the other four sources of information. Triangulation of multiple data sources or
methods has been described as a way to examine the validity of qualitative research and
to obtain a comprehensive understanding of a phenomenon [82]. A successful example
of triangulating qualitative findings with previous studies as part of the analysis is the
work of Nahar et al. [262] in the context of software engineering, which we took as an
inspiration for this study.

MATERIALS

We used the online crowdsourcing platform Prolific to recruit, invite, and communicate
with participants, Qualtrics to host the questionnaires and instructions for the sessions,
Google Compute Engine to host the virtual coach and the sessions using Rasa X, and
YouTube to host the videos shown for the interaction scenarios.

The virtual coach used for the sessions was implemented in Rasa [61] and had the
name Sam. Sam introduced itself as wanting to help people to prepare to quit smoking
and become more physically active, with the latter possibly facilitating the former. The
code of Sam can be accessed online [9]. Sam proposed a new preparatory activity related
to quitting smoking or increasing physical activity in each session. The virtual coach
randomly drew these activities from a pool of 24 activities, 12 each for quitting smoking
and increasing physical activity. The activities were based on components of the smoking
cessation app StopAdvisor [243] and future-self exercises [236, 294], and reviewed by a
psychologist and smoking cessation expert. Examples of activities are formulating a rule
for not smoking or tracking one’s physical activity. Table A.1 shows the complete list of
activities. An example of a conversation with Sam is shown in Figure A.8. Based on their
acceptance of Sam measured in the post-questionnaire with six items on scales from -5 to
5 and with 0 being neutral [18], participants had an overall positive attitude toward Sam
(M =250, SD = 1.68, 95% HDI = [2.32, 2.68]).

In the post-questionnaire, each participant saw 2 out of 13 interaction scenarios in video
form. Each video presented an imaginary persona alongside her situation and described an
interaction for this persona. The video ended with a question about whether the viewer
would engage in the interaction if they were the persona. The topics for the scenarios
(Table A.2) were drawn from the literature and discussions within the consortium of the
multidisciplinary Perfect Fit project [238] that this study is a part of. This project aims
to develop an app that helps smokers quit smoking and become more physically active.


https://github.com/PerfectFit-project/virtual_coach_rl_persuasion_algorithm
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Figure 2.1: Study design. Design of the study, including the study components, collected data, and participant
flow. Icons illustrate the four types of data we collected from participants: #it characteristics, %5 feedback on
preparatory activities, E® barriers and motivators for doing the activities, and [ views on interaction scenarios
for a virtual coach. The numbers next to the study components indicate how many participants started the
respective component. For the post-questionnaire, we show which data we collected from participants who did
not complete it.
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There were two versions for each video, one with a male and one with a female persona.
Male and female participants saw a video with a persona whose gender matched their own;
participants with a different gender saw one with a persona whose gender was chosen
randomly. The information in the videos was presented using text and voice-over. Table A.3
provides links to the videos on YouTube.

MEASURES
We used the following measures in our analysis:

\s Activity effort and experience. Using an adaptation of the scale from Hutchinson
and Tenenbaum [170], participants were asked the amount of effort they spent on their
activity from the previous session. Moreover, we asked participants about their experi-
ence with their activity through a free-text question. After describing their experience,
participants could provide modifications in a second free-text response. Table A.4 provides
details on these three measures.

E® Barriers and motivators for doing the activities. We asked participants about
their barriers and motivators for doing their assigned activities using two free-text questions
(Table A.4).

& Views on interaction scenarios. Each interaction scenario ended with a question
about whether participants would engage in the shown interaction if they were the persona
from the video. Participants were asked to provide a rating on a scale from -5 to 5 and a
free-text response after the prompt "Why do you think so?". Table A.5 shows the question
and scale endpoints for each interaction scenario.

fiit User characteristics. We measured several user characteristics to explore their
effect on the other measures. This included quitter and non-smoker self-identity measured
with three items each based on Meijer et al. [235] and physical activity identity based on
an adaptation of the exercise identity questionnaire by Anderson and Cychosz [38] to
physical activity. All identity-related items were measured on 5-point Likert scales. In
addition, we measured the Transtheoretical Model (TTM)-stage for becoming physically
active based on an adaptation of the question by Norman et al. [271] to physical activity,
and people’s Big-Five personality based on the 10-item questionnaire by Gosling et al.
[146]. The 10-item questionnaire by Gosling et al. [146] was chosen due to its brevity
and use in previous work on individual differences in behavior (e.g., [182]). Despite its
brevity, its convergent correlations compared to longer questionnaires such as the 44-item
Big-Five Inventory (see [178]) have been found to be substantial [146]. We also gathered
information from participants’ Prolific profiles. This included their age range (e.g., 21 - 25),
smoking frequency, weekly exercise amount, household size, and their highest completed
education level. We used the education level as a measure of socioeconomic status, as is
commonly done in smoking research [235].

PARTICIPANTS

Eligible participants were those who were fluent in English, smoked tobacco products
at least once per day, were contemplating or preparing to quit smoking [112], were not
part of another intervention to quit smoking, and provided informed consent. Further, we
aimed to increase the quality of the responses by requiring participants to have at least
one completed study and an approval rate of at least 90% for their completed studies on
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Prolific. 1406 participants started the prescreening questionnaire, and 485 of the 922 eligible
participants successfully responded to both interaction scenarios in the post-questionnaire.
Participants had about one day to respond to their invitation to the pre-questionnaire,
three days for the sessions, and seven days for the post-questionnaire. The participant flow
is presented in Figure 2.1.

Participants who successfully completed a study component were paid based on the
minimum payment rules on Prolific (5 pound sterling per hour). Since some participants
faced difficulties accessing the videos of the interaction scenarios, participants who com-
pleted everything but part of the scenario questions in the post-questionnaire were also
paid (N = 15). Participants were told that whether they did and how they reported on their
assigned preparatory activities would not affect their payment. This was to account for
self-interest and loss aversion biases. Self-interest bias can come into play when there are
incentives that motivate participants to respond in a certain way; loss aversion bias can
arise when participants suspect that they may not get paid fairly and thus choose not to
participate or to drop out [117].

Participants on Prolific were nationals of or lived in member countries of the Organisa-
tion for Economic Co-operation and Development (OECD) with the exception of Turkey,
Lithuania, Colombia and Costa Rica and the addition of South Africa [310]. Of the 671
participants with at least one valid free-text response, 349 were female, 310 were male, and
12 indicated a different gender or provided no information. The youngest participant was
18 and the oldest 74. With regards to smoking behavior, participants could be characterized
as smoking once (5.37%), 2 — 5 times (24.59%), 6 — 10 times (31.74%), 11 — 19 times (28.32%),
or more than 20 times (9.54%) per day. Moreover, 78.69% of the participants indicated
having previously quit smoking for at least 24 hours. An overview of these and further
participant characteristics is provided in Table A.6.

While sample sizes are less relevant for Bayesian analyses like ours than for frequentist
ones [90], we conducted a power analysis to get an idea of the statistical power of the
quantitative part of our analysis in which we compute Spearman correlation coefficients.
Following the Monte Carlo approach described by Kruschke [202], we used 1000 simulations
of two standardized variables with a medium correlation of 0.3 according to Cohen [97]. For
each simulation, we computed the 95% Highest Density Interval (HDI) for the correlation,
with an HDI being "the narrowest interval containing the specified probability mass" [234].
The power was then calculated as the fraction of simulations in which the lower bound of
the HDI was greater than zero. The result was a power of 0.68 for a sample size of 71, a
power of 0.95 for a sample size of 148, and a power of >0.99 for a sample size of 300. These
sample sizes are the smallest, median and largest number of samples we obtained for a
group of interaction scenarios used in our quantitative analysis.

PROCEDURE

Participants meeting the qualification criteria, passing the prescreening, and successfully
completing the pre-questionnaire were invited to the first of five sessions with the virtual
coach Sam. Those participants who successfully completed all five sessions were invited to
the post-questionnaire. The post-questionnaire first asked participants about their effort
spent on and experience with their last activity, then asked them about their motivators
and barriers for doing their activities, and finally showed them two interaction scenarios.
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Before each scenario, participants were told that they would see a video and asked to turn
on their audio. Underneath the video, we provided a link to the video on YouTube in case
participants could not see the video in Qualtrics. Once the duration of the video had passed,
participants could proceed to the next page to provide a rating and a free-text response
for the scenario. Invitations to the next session or post-questionnaire were sent about
two days after completing the previous session. Showing the interaction scenarios after
participants had interacted with the virtual coach in five sessions spread over at least nine
days ensured that participants had personal experience of interacting with a virtual coach.
Using an operational system has been described as crucial to be able to see possible benefits
of health information technology [79].

DATA PREPARATION AND ANALYSIS STRATEGIES

DATA PREPARATION

We preprocessed the gathered data by 1) using only data from sessions and the post-
questionnaire if participants passed at least one attention check in the respective compo-
nent, 2) using the first recorded submission for a study component if participants did the
component more than once, 3) removing ratings and free-text responses for the interaction
scenarios for people who wrote in their free-text responses that they could not see the video
(N = 2), and 4) anonymizing free-text responses by removing potentially identifying or
sensitive information. In addition, we computed the reliability of the items corresponding
to the quitter, non-smoker, and physical activity identity measures. Since the reliability
was sufficiently high for quitter (Cronbach’s & = 0.76, N = 671), non-smoker (Cronbach’s
= 0.69), and physical activity identity (Cronbach’s a = 0.89), we used the means of the items
as index measures. We also reversed the scale for the TTM-stage for becoming physically
active such that a higher value denotes a higher stage of change.

ANALYSIS

We took a mixed-methods approach and proceeded in four steps to analyze the data.
These steps were the thematic analysis steps described by Braun and Clarke [64] with the
addition of triangulation based on literature and quantitative results. We used two types
of triangulation: method and investigator triangulation [82]. Method triangulation was
performed using data on both people’s actual behavior from their activity experiences
and efforts as well as their views on possible behaviors from their free-text responses and
ratings for the interaction scenarios. We also used data on user characteristics (e.g., physical
activity identity) and findings from the literature. Regarding investigator triangulation,
two researchers with different backgrounds were involved in all parts of the analysis. The
result are the analysis steps that we now describe in detail.

Preparation of coding scheme. To create our coding scheme, the first author (NA)
with a background in artificial intelligence and eHealth first familiarized herself with the
data by reading all free-text responses and noting initial inductive codes. These codes were
further refined deductively by looking through literature on technology acceptance and
use, human motivation and behavior, and perceptions of virtual agents and robots. This
included the two versions of the Unified Theory of Acceptance and Use of Technology
(UTAUT) [376, 377] (including their extensions with autonomy [194, 206], self-efficacy
[160], and characteristics of the technology, situation, task, individual and other humans
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[70]), self-determination theory [108], the Capability-Opportunity-Motivation-Behavior
(COM-B) model of behavior [242], barriers to behavior [31], the findings by de Graaf et al.
[104] on users’ experiences with a social robot, and the Ability-Benevolence-Integrity
model of trustworthiness [232]. A draft coding scheme was discussed with SV who has a
background in interaction design and had also read responses and formulated initial codes.
The final coding scheme consisted of three levels, with 4 codes at the highest level, 15 codes
at the second level, and 86 codes at the third level. Codes thereby captured both semantic
and latent meanings of the responses [65]. The coding scheme is shown in Figure A.7.

Coding of free-text responses. All free-text responses were coded by NA based
on the developed coding scheme. Multiple codes were used if relevant. We assessed the
reliability using double coding. The second coder SV was further trained by independently
coding six sets of ten responses and discussing the coding with NA after each set. Then, SV
coded 100 responses. These 100 responses were chosen randomly but such that there were
at least six responses per question (i.e., the 13 interaction scenarios, barriers, motivators,
and activity experiences). The number of double-coded responses was selected to allow
for an error margin of at most 10% to be obtained when calculating percent agreement
[150]. We obtained moderate agreement (Cohen’s k = 0.41) [209] at the third coding level.
Due to its more robust nature [151], we also computed the Brennan-Prediger k [67] for a
value of 0.97. Since participants primarily corrected spelling and grammar errors in their
modifications of their activity experience answers, these modifications were excluded from
further analysis.

Triangulation with literature and quantitative results. As NA and the third author
(KP), with a background in psychology, gained insights from the coded free-text responses,
literature and quantitative results were used to triangulate the qualitative results. Relevant
literature came from diverse research fields such as eHealth, behavior change theories,
human-robot interaction, and various application domains. Moreover, we incorporated two
types of quantitative data. First, we computed means and Bayesian credibility intervals for
the ratings per interaction scenario. The credibility intervals we report are the 95% HDIs.
Second, we computed Spearman correlation coefficients between user characteristics (e.g.,
physical activity identity) on the one hand and users’ activity efforts and ratings for groups
of interaction scenarios on the other hand. Note that we combined scenarios about similar
interactions into groups to facilitate their discussion, as shown in Table A.2. We conducted
Bayesian tests for the correlations using the Bayesian First Aid R-package [43] and report
the median values and 95% HDIs. We classified the size of the resulting correlations using
the guidelines by Cohen [97]. Furthermore, we calculated the posterior probability that a
positive correlation is greater than zero and evaluated the probability using the guidelines
by Chechile [90].

Search, review and definition of themes, and production of the report. NA and
KP examined the results to identify overarching themes. A final set of themes was obtained
using multiple rounds of discussion. To produce the report, which is the last thematic
analysis step described by Braun and Clarke [64], NA selected participant responses that
illustrate the themes. Participants are referred to by numbers (e.g., P123).
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RESULTS

We depict the frequencies of the most frequent codes from our coding scheme in Figure 2.2
and those of all codes in Figure A.9. Figure 2.3 further presents the ratings for the interaction
scenarios. In addition, we show the correlations between participants’ activity efforts and
ratings for the interaction scenario groups on the one hand and user characteristics on the
other hand in Figure 2.4. We will refer to these figures throughout our discussion of the
themes. In this discussion, we move from the smallest unit of analysis, a behavior, to the
user who performs a behavior, to another party that may be involved in a behavior, to the
largest unit of analysis, which is the environment (Figure 2.5). This approach follows the
idea of distinguishing micro, meso, and macro elements of behavior [176] as similarly done
in previous work (e.g., [335]).

Percentage of responses a code appears in
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Figure 2.2: Percentage of times that codes from the coding scheme appear in each response type as well as
across all response types together. We show only the percentages of those codes that appear in at least 4% of the
responses for at least one response type. The response types are the activity experiences, barriers, motivators,
and the groups of interaction scenarios.
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Figure 2.3: Means and 95% HDISs for the intentions to engage in the interactions from the interaction scenarios.
Abbreviations: PA, Physical activity; HRS, High risk situation; SE, Social environment; SO, Significant other; GP,
General practitioner.

BEHAVIOR

PERCEIVED USEFULNESS

The most frequent topics both overall and for the interaction scenarios and activity experi-
ences revolved around the perceived usefulness of the behavior (Figure 2.2).

Getting help, advice or tips and learning. Thinking that they would get help, advice,
tips, or learn something by engaging in a behavior was the most frequent topic overall
(13.97%) and for all interaction scenario groups except for the scenario about receiving
motivational messages (Figure 2.2). Participants’ concerns included whether the behavior
would help to reach their goals (e.g., P283), teach them how to deal with cravings (e.g.,
P92), or serve as a prompt to reflect in general (e.g., P274) or on their current behavior
(e.g., P507). Several participants also stated that they thought a behavior was (not) helpful
without providing specific reasons for this evaluation (e.g., P224, P151). For example, some
participants who were against involving their General Practitioner (GP) noted that they
did not see any way in which their GP could help them (e.g., P345, P639):

No i wouldn’t [consult my GP], i don’t think my GP could do anything to help.
(& Consult GP in case of smoking relapse, P345)

Obtaining information or knowledge has previously been identified as a theme in
participants’ thoughts on using a self-regulation-based eHealth intervention to increase
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Figure 2.4: Overview of Spearman correlation coefficients between participant characteristics on the one hand,
and the effort participants spent on their activities and their intentions to engage in the interactions from the
scenario groups on the other hand. Value labels are provided for all coefficients with an absolute value of at least
0.2. The color scheme is based on the absolute values of the coefficients. Abbreviations: PA, Physical activity;
TTM, Transtheoretical model; Exp., Experience; HRS, High risk situation; SE, Social environment; GP, General
practitioner.

physical activity and intake of fruit and vegetables [303]. It also plays a role in the context of
eHealth applications for other domains, including self-management of chronic conditions
such as chronic pain [348] and type 2 diabetes [219]. The scoping review of Wilson et al.
[391] also showed that the opportunity to learn new information is a motivator for the use
of eHealth tools by older adults. It has even been argued that gaining knowledge is such a
crucial motivation for using online activities and applications that it makes users active
consumers and producers of health knowledge [226].

Getting motivation or encouragement. One element participants were looking
for in the behaviors was help in the form of motivation or encouragement, which was
with 3.82% the second most frequent topic overall for "behavior" and with 40.85% the most
frequent one for the interaction scenario about receiving motivational messages (Figure 2.2).
Concerns about receiving motivational messages included whether the messages would be
tailored to the user and situation at hand (e.g., P212, P497), help to increase or maintain
self-confidence (e.g., P158), or serve as a reminder of (reasons for) quitting smoking (e.g.,
P6, P25):

I don’t generally respond much to motivational messages, but in this instance,
anything that can serve as a reminder for why I want and need to do this so
much, is a good thing. Being asked to reflect on our reasons for quitting is
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Figure 2.5: Overview of the main discussed themes for each of the four hierarchical units of analysis. The four
units are behavior, user (who performs a behavior), another party (that may be involved in a behavior), and
environment.

definitely a good thing and something I personally would benefit from. (& Receive
motivational messages, P25)

Similar findings came to light regarding using a help button for High Risk Situations
(HRSs). After pressing such a help button, the virtual coach would provide support for
dealing with cravings or difficulties to do planned physical activity. Here 23.65% of responses
referred to getting motivation or encouragement. Participants mentioned wanting to get
motivation in general (e.g., P283, P617), be reminded of (reasons for) quitting smoking (e.g.,
P52, P291), or get the strength to resist cravings (e.g., P79). Some participants also explicitly
mentioned the importance of being motivated by someone or something else (e.g., P57,
P417, P636):

... sometimes I need a bit more motivation than what’s going on in my head and
need a little kick or nudge in the right direction (8 Help button for PA HRSs,
P636)

These findings coincide with work by Poppe et al. [303], which found that the opportu-
nity to be motivated by being reminded of one’s goals was a reason for participants to prefer
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a mobile application instead of a website for increasing physical activity and the intake
of fruit and vegetables. Moreover, Kulhanek et al. [204] found motivation strengthening
to be a frequently mentioned benefit of a conversational agent that assists with quitting
smoking.

Improving feelings or mood, novelty, and comparison with others. Besides
getting help and motivation, several other topics related to the perceived usefulness of the
behavior. This included, for instance, whether engaging in the behavior improved one’s
feelings or mood (e.g., P50, P244), whether the behavior was novel (e.g., P236, P464), or
whether the behavior made a comparison with others possible (e.g., P310). Giving users the
option to compare their performance to others, for example, can be an effective motivation
strategy in persuasive games [285], just as novelty can be motivating [101, 333]. According
to this novelty effect, people are initially curious about a new system or technology and
have high expectations regarding its usefulness. Yet, these perceptions decrease over
time as the system’s limitations become apparent. The novelty effect was implied by one
participant who gave the following response when asked to describe their motivators for
doing their preparatory activities:

curiosity at first, but that waned (® Motivators, P338)

Recommendations for addressing the perceived usefulness of the behavior. The
central role perceived usefulness plays for the acceptance of a system has been modeled by
the UTAUT [376], which posits that the extent to which a person thinks that using a system
will lead to personal performance improvement influences the intention to use that system.
This effect on behavioral intention has been illustrated in studies of technologies in diverse
contexts such as an app for insomnia treatment [130] and a socially assistive robot [136].
One approach to increase the perceived usefulness is to tailor advice or content in general
to users’ preferences. Previous work has, for example, attempted to automatically optimize
suggested activities for older adults [100], physical activities for adults [313], or breast
cancer screening recommendations [42]. Yet, future work on such automated approaches
should take the novelty effect into account. An alternative is to use a participatory approach
in which potential users can contribute to the design [103]. Yet, our participants often
drew conclusions about the usefulness of an intervention component without having tried
it. This suggests that other elements such as telling people that the content is meant
specifically for them [114] or explaining in more detail why and how something helps
them [166] may be necessary.

Lastly, since getting motivation or encouragement was frequently sought out in our
study, special attention should be given to how participants can be motivated or encouraged.
Receiving motivational messages was overall seen positively in our study (Figure 2.3), but
we saw earlier that several people were concerned about the format of these messages.
In addition, participants were also looking for motivation in other interactions, such as
a discussion with their virtual coach about their repeated failure to reach their physical
activity goals (Figure 2.2).

TIMING AND INTENSITY
The timing of the behavior is interesting in that it appears to play a role primarily for one
type of interaction, namely, regular planning and reflection for HRSs. There appeared to
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be no consensus regarding an ideal time for this. For instance, some participants liked the
proposed day (e.g., P470, P487) for physical activity- or time of the day (e.g., P121, P493,
P627) for smoking-related planning and reflection. But others found the suggested timing
for planning and reflection to be inappropriate:

Maybe [I would make a plan with my virtual coach] on a different day, e.g
friday for the week ahead starting on Monday. I do like the planning of the week
and think ahead of the hurdles to avoid them. (& Plan for PA HRSs on Sundays,
P262)

I think it’s great idea [to make a plan with my virtual coach,] just not sure if I
would have enough time in the morning to do so (I start work at 6.30 a.m. so that
would have to be quick plan) (8 Plan for smoking HRSs in the mornings, P113)

Besides timing, participants were also concerned about the frequency (e.g., P158, P178)
and duration (e.g., P362, P552) of (potential) application components.

Finally, while some participants favored the regularity of the planning and reflection
interactions (e.g., P462), others expressed their preference for on-demand rather than
regular support:

I think consulting the virtual coach might be helpful - but the option to let the
app know whenever I have a craving would be more convenient. (& Reflect on
smoking HRSs in the evenings, P100).

Recommendations for addressing the timing and intensity of the behavior. Previous
work on needs, barriers, and facilitators for older adults to use eHealth applications found
instant availability of help through such applications to be a facilitator [378]. However,
given the diversity of user needs and preferences, there appears to be a need for tailored
timing and intensity of intervention components. The importance of personalizing these
elements of health behavior change applications has previously been pointed out by Dijkstra
[114]. Approaches to achieving such personalization include both letting participants
choose themselves and automatically determining opportune moments [167]. Letting
participants choose acknowledges that users may know best what time suits them and that
supporting autonomy and competence may increase motivation and performance [332]. In
contrast, determining opportune moments for the user aims to account for the fact that
people’s self-knowledge is generally not very accurate [119, 375]. A middle ground may be
to support users in systematically finding out what suits them [186].

USER

IMPORTANCE OF AND MOTIVATION TO CHANGE

Importance of change. When it comes to physical activity, several participants pointed
out that becoming (more) physically active was not important to them. Reasons included
already being physically active (e.g., P143, P533) and not seeing how physical activity
helps to quit smoking (e.g., P657). Some participants, for instance, thought that working
simultaneously on becoming physically active and quitting smoking was too difficult:
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It’s a bit condescending. Giving up smoking is hard enough without having to do
a fitness regime also. (B Follow PA program while quitting smoking, P464).

Notably, this was even though participants were informed about the potential positive
effects of physical activity on quitting smoking at the start of the study as well as every
time they were assigned an activity for physical activity increase. Participants who were
in favor of physical activity-related behaviors, on the other hand, frequently pointed out
the benefits of physical activity both in general (e.g., P245, P335) and for quitting smoking
specifically:

I'really think that physical activity could help me to quit smoking forever (® Mo-
tivators, P543)

The TTM provides a framework for assessing participants’ views on the importance
of changing a behavior. Stage one, the precontemplation stage, is one in which people do
not aim to change their behavior within the next six months and are often un- or under-
informed about the consequences of their behavior [309]. As people progress through the
stages, they become increasingly aware of the consequences of their behavior(s) and ready
to take action. The relationship between TTM-stage and taking action was observable
in our study. More precisely, we observed a small correlation of 0.21 between people’s
TTM-stage for becoming physically active and the effort they spent on their activities
(Table 2.1). Hence, participants in higher stages overall spent somewhat more effort on
their activities. Notably, we find this association between the TTM-stage for becoming
physically active and the effort spent on activities even though only half of the activities
were targeted at physical activity.

Table 2.1: Results of Bayesian analyses of Spearman correlations between user characteristics on the one hand
and activity efforts and intentions to engage in the interactions from the scenario groups on the other hand. For
all seven correlations, at least 99.8% of the posterior distribution for the mean correlation was greater than zero.
This leads to at least a very strong bet that the mean correlations are greater than zero [90].

User Characteristic Effort/Scenario Group Rating Median [HDI]
Conscientiousness Effort 0.20 [0.17, 0.24]
Extraversion Rating for "Involve SE" 0.31 [0.15, 0.45]

Rating for "Involve GP" 0.24 [0.08, 0.38]
Household size Rating for "Involve SE" 0.26 [0.10, 0.40]
PA identity Effort 0.25 [0.21, 0.28]
Smoking frequency Rating for "Discuss repeated failure PA"  0.41 [0.20, 0.59]
TTM-stage PA Effort 0.21 [0.17, 0.24]

Abbreviations: HDI, Highest density interval; SE, Social environment; GP, General practitioner; PA, Physical
activity; TTM, Transtheoretical model.

Motivation to change. Once participants have become aware of the importance of
changing their behavior, they also need to be motivated to do so. In our study, people’s
motivation to reach their goals was with 50.00% the most commonly reported motivator
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for completing their activities, making it the overall most frequently mentioned topic for
the "user" unit (Figure 2.2). Goals which motivated participants included quitting smoking
(e.g., P403, P463) and becoming more physically active (e.g., P126, P142), but also more
general goals such as improving one’s health (e.g., P224, P390) and very individual ones
such as being able to hold one’s breath for longer (P624). Sometimes, participants explicitly
linked these other goals to quitting smoking or becoming more physically active:

I was motivated by exploring all the positive health, family and psychological
benefits that comes with quitting. And it fuels my drive to do the assigned
activities. (® Motivators, P521)

my current health is not good so to try to improve this i need to give up smoking
and do more exercise. This is my main motivation (® Motivators, P493)

At the same time, not wanting to quit smoking was mentioned by some participants as
a barrier to doing their activities (e.g., P455, P591). Moreover, several participants were not
confident in their ability to reach their goals (e.g., P111). These findings resonate with ones
by Milcarz et al. [247], according to which difficulties in quitting smoking and a lack of
willingness to quit were the most commonly mentioned barriers.

Besides conscious or reflective motivation, automatic motivation also plays a role.
Automatic motivation consists of automatic processes involving, for example, emotional
reactions and reflex responses such as feeling excited at the prospect of going running in
the evening [245]. One way to capture people’s automatic motivation is to look at their
self-identity [242, 386], which has been shown to predict people’s (intention and motivation
to perform a) behavior [306, 393]. In our results, we find some influence of self-identity
on behavior based on a small correlation of 0.25 between physical activity identity and
the effort people spent on their activities (Table 2.1). Thus, it appears that participants
with stronger physical activity identities spent more effort on their activities. In addition,
physical activity identity was also positively related to people’s willingness to follow a
physical activity program besides quitting smoking, receive motivational messages, and
involve their GP in the quit smoking process (Figure 2.4). This is interesting, as some of
these behaviors do not involve physical activity. One explanation could be that people with
stronger physical activity identities felt more involved in the intervention as a whole due
to the combination of quitting smoking and becoming physically active. One participant,
for instance, pointed out the importance of being willing to become more physically active
to be a suitable participant for the intervention:

I'm fairly positive about this question because considering some of the activities
were physical it would be important that the person was willing to be more
physically active. (B Follow PA program while quitting smoking, P204)

This suggests that participants may need to be separately motivated to reach all goals
an intervention puts forward. Notably, the association between quitter or non-smoker
self-identities and the effort participants spent on their activities is much weaker than in
the case of physical activity identity (Figure 2.4). This likely is the case because participants
had to be in either the contemplation or the preparation stage of the TTM for quitting
smoking to be eligible for the study. As such, their identity as quitter or non-smoker
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may have been quite weak because not (yet) fitting with their (readiness to change their)
smoking behaviors.

Recommendations for addressing the perceived importance of change and
motivation to change. Our results show that as a first step, people need to be able to link
a behavior to a desired outcome. For example, in this study, the benefits of physical activity
for quitting smoking may have needed to be clearer. Our findings resonate with ones
by Poppe et al. [303], who showed that participants did not always agree with provided
information on the positive effects of physical activity and fruit and vegetable intake.
Participants who are not aware of the consequences of their behavior are often described
as being in the precontemplation stage of the TTM. Important processes of change in
this stage include receiving information about the behavior, evaluating how the problem
affects one’s environment, and experiencing emotions about one’s situation and problems
[309]. Once people have learned about the consequences of their behavior, a next process
of change may be self re-evaluation or realizing that the behavior change matches one’s
identity better [309]. Several participants of our study mentioned, for example, that an
activity asking them to think about their feared or desired future self concerning quitting
smoking or becoming more physically active was a major motivator (e.g., P243, P263):

The task where I was to think about what I would be in the future gave me a huge
boost for the rest of the tasks (® Motivators, P592)

Thinking about oneself in this way may weaken identity related to a problem behavior
and strengthen identity related to one’s non-problem behavior (i.e., non-smoking if the
problem behavior is smoking). Consequently, as identity represents a strong form of
automatic motivation, such a change in identity can lead to successfully changing (health)
behaviors such as smoking [293, 390]. In addition, people need to gain confidence to change
their behavior. Ways to increase confidence include allowing users to make small wins
[35], letting them observe a relatable other succeed [46], verbally persuading them [353],
or improving their mood [189].

AUTONOMY

A topic that appeared several times in participants’ responses was autonomy (Figure 2.2).
For example, one participant perceived asking for help in a physical activity HRS as being
a sign of excessive dependence on others, especially since they regarded the situation as
not serious enough to require help:

If I needed help like this just because I wasn’t exercising one evening I would
feel very concerned that I could no longer stand on my own two feet in life. This
is going too far. We are adults and this kind of hand holding is not healthy or
helpful. (B Help button for PA HRSs, P133)

While a need for autonomy was put forward in several different interactions, the per-
centage of times this topic appeared was with 8.39% notably high in the context of involving
one’s GP (Figure 2.2). Participants mentioned wanting to decide for themselves whether to
involve their GP instead of following the advice of the virtual coach (e.g., P429, P528). They
also mentioned wanting to keep trying to change their behavior themselves (e.g., P472,



31

P660), or only contacting their GP in severe cases (e.g., P85, P539). One participant also
emphasized that seeing a GP is not helpful unless one is also motivated to quit smoking:

... I believe that quitting smoking comes entirely from self motivation. Even if I
would go to my GP, if I'm not personally committed it would be just a waste of
time and money (& Consult GP at start of quit attempt, P624)

According to self-determination theory, people need to feel in control of their behaviors
and goals to initiate behavior [332]. As such, the proposal to involve a GP likely violated
this need. Besides our study, other eHealth interventions have identified autonomy and
independence as needs for long-term weight maintenance [40], healthy living for cardio-
vascular disease prevention and rehabilitation [66], and self-management of chronic pain
[348]. The latter study also explicitly reported the difficulty of finding a balance between
asking for help and being independent. Interestingly, however, our participants’ overall
stance on involving the GP was also much more negative than for the other proposed
interactions, with the mean of the credible interval even being less than zero for contacting
the GP at the start of the quitting process (Figure 2.3). This contradicts findings of previous
work, which show that smokers tend to accept unsought conversations about smoking with
their GP [212]. Therefore, it was likely not the involvement of a GP alone that concerned
participants in our study, but rather the way and personal situation in which involving a
GP was proposed.

Recommendations for addressing users’ autonomy. Our results suggest that when
a virtual coach recommends help for participants, their need for autonomy can be violated.
Thereby, it appears to be crucial to not only consider what is recommended but also how
and when. Interesting work in this regard has been conducted by Tielman et al. [363].
Their model for referring patients to human care is based on a combination of willingness
to see a human and severity of the situation. If the situation is not severe and a patient is
not in favor of seeing a human, it may be better not to actively try to persuade a person to
see a human. The reasoning behind this is based on social judgment theory [339], which
posits that any recommendation made to a person who is against a suggestion will likely
fail and make the user more opposed to the idea. Besides considering people’s willingness
to contact a human and the severity of the situation, it may also be useful to use a different
formulation for the recommendations. For example, more emphasis could be placed on
persuading people using, for instance, testimonials [114]. Alternatively, one could explain
how the recommendation is in line with a user’s values [114], or formulate utterances more
carefully, as suggestions and less as commands [135].

PERSONAL CHARACTERISTICS

Besides people’s self-identity and TTM-stages, we also looked at the effects that their
smoking frequency, weekly exercise amount, age, education level, or personality may have
(Figure 2.4). While previous work suggests a relationship between socioeconomic status
and smoking [127, 162] and physical activity behaviors [334], as well as between age and
smoking behaviors [205, 214], our results do not suggest a strong effect of education level
and age on people’s activity efforts and ratings of the interaction scenarios (Figure 2.4).
What we did observe is a moderate correlation of 0.41 between smoking frequency and
willingness to discuss repeated failures to reach physical activity goals (Table 2.1). One
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explanation for this observation could be that as heavier smokers are more likely to seek
help in quitting smoking [87], they may be more open to receiving support. In addition,
we find several small to moderate correlations between people’s Big-Five personality
dimensions and their activity efforts and interaction scenario ratings (Figure 2.4). For
example, there is a small correlation of 0.20 between conscientiousness and activity effort
(Table 2.1). This matches the observation that the code "conscientiousness" appeared several
times in relation to the preparatory activities (e.g., P320, P380):

I approach the activities with clear focus and intense dedication and discipline
(%5 Activity experience, P521)

Moreover, extraversion correlated with people’s willingness to involve both their
social environment and GP as shown in Table 2.1. This is in line with the observation
that, especially with regards to involving their social environment, several participants
expressed their desire for privacy (Figure 2.2). While some participants wanted privacy in
general (e.g., P495, P573), others were concerned explicitly with not wanting to be seen

failing:

I'would prefer to keep it to myself until im confident that i can kick this habit for
good (B Tell SE about quit attempt, P111)

... I have done that [i.e., tell my social environment about my quit attempt]
before and felt pressure to stop. Then you feel like a failure if you dont succeed
(3@ Tell SE about quit attempt, P79)

Overall, however, the effects of personality were relatively small. This is in line with
previous work, which found primarily small effects of personality on physical activity
[322, 323] and smoking behaviors [258, 358].

Recommendations for addressing users’ personal characteristics. Our results
are indicative of personal characteristics playing a role in people’s preferences for using
an eHealth application. The consequence is that it may be harder to convince some
participants of the merits of certain behaviors, such as involving their social environment.
However, our observed effects were primarily small, and the topics "want for privacy" and
"conscientiousness" appeared relatively infrequently in the free-text responses (Figure A.9).
Therefore, rather than directly tailoring application components to people’s characteristics,
the most straightforward approach may be to simply acknowledge that people differ in
their preferences and leave room for these differences. Interestingly, we find that, even
when not explicitly asked to, people tend to follow their preferences. For example, several
people modified a preparatory activity in which they were asked to visualize smoking or
becoming more physically active as a fighting match. Instead of a fighting match, they
imagined a bike race (P104), a soccer match (P539), or a verbal fight (P87). While not all
people provided reasons for doing so, P539, for instance, mentioned imagining a soccer
match because of being a soccer fan.

OTHER PARTY

Now we zoom out one more unit to the other party involved in an interaction. This includes
the virtual coach, social environment, and the GP, as well as people featured in educational
videos that were part of some preparatory activities.
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Companionableness. Appearing in 1.82% of the 4839 responses, companionableness
was the most frequently mentioned topic relating to other parties involved in a behavior
(Figure 2.2). To participants, this included having another person or friend to talk to (e.g.,
P260, P645), not feeling alone (e.g., P442, P513), finding the other party condescending or
patronizing (e.g., P274, P423), feeling close or connected to the other party (e.g., P89, P95,
P476), being able to relate to the other party (e.g., P68), being able to share accomplishments
(e.g., P528, P635), and feeling supported and not pressured (e.g., P416, P547). Support from
others was frequently mentioned as a motivator for doing the activities (Figure 2.2), and
companionableness of the other party appeared to be important for support to be helpful:

Having an extra support is really helpful and if it comes trough an important
person it has more impact in my choices (B Discuss with an SO how they can
support the quit attempt, P593).

Depends on what happens after I press the button. Will the ai try to act as my
friend and scold me? (B Help button for smoking HRSs, P263)

Further support to this is given by the observation provided in Table 2.1 that participants
with a larger household, and thus likely a larger and closer social environment, were more
willing to involve their social environment.

Previous work has described the importance of companionableness, such as being
able to count on a social robot [104], trust one’s primary healthcare providers as well
as the received health-related information in the context of an eHealth application for
cardiovascular disease and dementia [7], and feel supported in eHealth applications for both
long-term weight maintenance [40] and knee osteoarthritis [267]. The pilot study for the
smoking cessation intervention txt2stop also found that people disliked messages that were
seen as patronizing [135]. Similar recommendations were formulated by Michie et al. [243]
for the internet-based smoking cessation intervention StopAdvisor. Moreover, Henkemans
et al. [159] showed in the context of a robot playing a self-management education game
with children with type 1 diabetes that the children answered more questions correctly and
perceived the interactions as more pleasurable when the robot was designed to account for
the children’s needs for, among others, relatedness.

Nature: Human vs. AL Importantly, (lack of) companionableness was ascribed to
both the virtual coach and humans. However, the nature of the other party was referred to
by some people. For example, some people were entirely against using a virtual coach:

If it was an actual person, I could probably consult, but being a virtual coach, I
would not be as interested. (B Reflect on PA HRSs on Sundays, P573)

I would never consult a virtual coach (B Reflect on smoking HRSs in the
evenings, P330)

However, more commonly, people expected certain characteristics or abilities to (not)
be present in a virtual coach compared to a human. One such characteristic was situational
awareness, or the ability to understand and tailor to the individual user and their situation:

... I'd love to see tips, but the reason why is much deeper and requires a human.
(& Reflect on PA HRSs on Sundays, P452)
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Other aspects mentioned by participants with regards to the nature of the other party
included a lack of empathy (e.g., P630) and finding a virtual coach less motivating than a
human:

I don’t think I’d consult any virtual coach on this issue, as I find real people to
be much more motivating. (B Discuss repeated failure of reaching PA goals,
P416)

People who did like the virtual nature of the coach, on the other hand, mentioned
fearing or not liking to contact real people (P222, P225) as well as feeling less embarrassed
to admit failures to a virtual coach than to a human (P269).

Several of these factors have also been found to play a role in previous work. Issom
et al. [173], for instance, saw that the empathy expressed by a conversational agent was
particularly appreciated, and de Graaf et al. [104] observed that the expression of human-
like emotions by a social robot was perceived as important. Expressing empathy has also
been shown to help a virtual agent to form and maintain a relationship with a user [57],
which can support behavior change [400]. In addition, Issom et al. [173] observed that
the anonymous nature of conversing with a conversational agent was valued. Regarding
situational awareness, both de Graaf et al. [104] and Issom et al. [173] obtained similar
findings in that participants preferred the social robot to understand more than just pre-
programmed commands and that users of conversational agents requested more flexible
answer choices. Notably, there can also be differences between Al embodiments. For
instance, Sinoo et al. [345] saw that children’s feelings of friendship were stronger toward
a physical robot than an avatar.

Accountability. The fourth most frequent topic with regards to the "other party” unit,
after companionableness, nature, and situational awareness, was with 0.60% accountability
(Figure 2.2). People felt accountable to the virtual coach (e.g., P31, P466) and their social
environment (e.g., P475, P638), although accountability was perceived as stronger when
coming from humans:

With my experience with Sam I realise that a virtual assistant can really help and
I also think about the fact that if I fail at some point it’s ""more ok"" to let down
a fake person than someone real that I care about a lot. (B Reflect on smoking
HRSs in the evenings, P593)

As a result, accountability was sometimes seen as too strong when coming from the
social environment and too weak when coming from the virtual coach:

Adding peer-pressure to an already stressful situation would not be useful (B Tell
SE about quit attempt, P264)

It’s easy to dismiss a virtual coach, maybe it works for people who are very
committed to quit and would be a reminder (8 Plan for smoking HRSs in the
mornings, P273)

The importance of feeling accountable to somebody comes forward in work by Nelligan
et al. [267], who found accountability to be part of the primary themes describing attitudes
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and experiences in the context of an eHealth application. The relevance of accountability
was also observed by Lie et al. [219], who saw that individuals with type 2 diabetes felt
more accountable to regular health consultations than virtual ones.

Recommendations for the other party. Our results show that companionableness
is a key ingredient in interactions with another party. While addressing the perceived
companionableness of the social environment or GP may lie outside the reach of an eHealth
application, improving the one of a virtual coach does not. As a start, it is important to
be aware that it is not only possible for people to form a relationship with a machine
or computer [101], but that people also tend to treat their computers as social beings
[263]. Relatively simple strategies can help to improve such a relationship with a system.
This includes giving a virtual coach a name to increase its social presence [400], avoiding
repetitiveness and predictability to improve engagement, enjoyment of the interactions,
and motivation to perform an advocated behavior [57, 101], and trying to avoid responses
that may be seen as too enthusiastic [135]. Other aspects such as learning from individual
conversations, building on and referring to previous conversations, and conveying in-depth
information on various topics as humans commonly do, however, remain open challenges
[101]. Nevertheless, paying close attention to the relationship between a user and a virtual
coach is likely to pay off, as a good relationship can support behavior change [400]. Notably,
however, improving the relationship between a user and a virtual coach should not come
at the expense of transparency: the user needs to be aware that they are interacting with a
virtual coach and not a human [228].

ENVIRONMENT

DIFFICULTY OF INTEGRATING (HEALTH) BEHAVIORS INTO PEOPLE’S BUSY LIVES
People are busy with other things. The most frequently mentioned topic with regards
to the environment was with 5.04% whether participants had enough time to perform
a behavior, and especially to complete their preparatory activities (Figure 2.2). Notably,
18.80% of barriers to completing the activities involved the availability of time, making it
the most commonly mentioned barrier (Figure 2.2). It turned out that participants tended
to be busy with their daily lives, including work, child care, and daily chores, and that these
tasks left no time (e.g., P111, P432), caused people to be too tired (e.g., P66, P140, P262), or
made it difficult for people to focus on their preparatory activities (e.g., P495, P600, P642):

I run out of time with home life taking a focus so didnt get time to complete
(%5 Activity experience, P432)

It was hard to plan the exercise in my daily planning, as the days are full and
i’m very tired at the end of the day (\s Activity experience, P262)

I thought about it [i.e., the person I would like to be once I have successfully
quit smoking] for a couple minutes with the intention to write it down, but got
distracted with other things. It did remind me that I did want to quit though.
(%5 Activity experience, P642)

When participants had no time to do their activities, they reported having spent their
time on other priorities such as home life in the example of P432. A similar phenomenon
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was found in Lie et al. [219] where people dropped out from an eHealth intervention for
self-management of type 2 diabetes because the daily life took the front stage. Similarly, a
scoping review by Wilson et al. [391] saw that the inability to incorporate a behavior into
one’s routine was a barrier to using eHealth tools. In addition, the statement by P262 (i.e.,
being too tired to do a behavior) suggests that the participant expected the behavior to
require a considerable amount of effort, which was also one of our codes for the "behavior"
unit (Figure 2.2). The expectation of effort or effort expectancy is one of the predictors of
the intention to perform a behavior according to the UTAUT [376], and several studies
have confirmed this relationship in the context of eHealth tools (e.g., [62, 130, 312]).

Prompts and triggers are helpful. The second most frequent topic for "environment"
was with 3.49% of all responses whether participants had prompts or triggers for doing
a behavior, and especially to complete a preparatory activity (Figure 2.2). Participants
commonly reported that they forgot to do (part of) their preparatory activity (e.g., P269,
P331). Reasons included being busy (e.g., P43, P527), and that some activities (e.g., tracking
one’s smoking behavior) required one to remember to do something at specific times (e.g.,
P182, P227):

I approached the activity with a positive thought but found myself forgetting to
record the timea i had a cigarette. Thia was mainly due to smoking when i had
opportunity for a quick break so was always rushing. (\xs Activity experience,
P182)

Participants also commonly started an activity but then stopped to do something else
and forgot to get back to it:

I'watched 1 minute but I started different activity and forgotten about it. ("s Ac-
tivity experience, P281)

The importance of prompts and triggers is further illustrated by the fact that several
participants who did complete their activities reported making use of them. Participants
mentioned completing their activity right after the session had ended (e.g., P186, P480),
once they received the reminder message we sent after the session on Prolific (e.g., P180,
P393, P417), or based on a reminder they had set themselves (e.g., P7, P346):

I set a remind on my smartphone to recall me the activity, so yesterday, in my
bed before sleeping, I thought about who I want to be once I have quit smoking
(s Activity experience, P346)

A scoping review by Wilson et al. [391] found a lack of reminders or alerts to be a
barrier for older individuals to use eHealth tools and their presence to be a motivator.
Similarly, Horsch et al. [166] saw that people favored the use of reminders to help with
forgetting in the context of insomnia treatment. Participants of the study by Horsch et al.
[166] also emphasized, however, that users themselves should set reminders. This links to
the earlier discussed topic of autonomy in that users want to be in control of application
components.

Recommendation for addressing the difficulty of integrating (health) behaviors
into people’s busy lives. According to the COM-B model of behavior [242], one predictor
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of behavior is whether people have the opportunity to perform the behavior. This includes
sufficient time and prompts or triggers to remind them. Our results suggest that both
of these factors tend to be lacking. A straightforward way to help people who lack time
is to create action plans. Action plans specify where, when, and how one plans to do
something to create a link between a cue and a behavioral response [153]. Action plans
have been effective in changing behaviors such as physical activity, smoking, and alcohol
consumption [153, 346]. To further account for sudden barriers to doing a behavior such as
being tired, one can specify coping plans to create a link between a possible risk situation
and a feasible way of coping with it [347].

Another strategy could be to prompt participants to create reminders themselves
or determine suitable times for sending automatic reminders [167]. This was actually
recommended by one participant (s Activity experience, P247). It turns out that reminders
are already one of the most common persuasive components of eHealth applications [213].
However, it is important to keep in mind that a high effort expectancy and other more
relevant priorities likely also play a role for somebody who is too tired or has no time to
do a behavior. This shows that characteristics of the environment can be intertwined with
ones of the behavior and the user.

Lastly, the topics "having enough time" and "having prompts or triggers" primarily
appeared in participants’ statements about their actual behavior (i.e., their activity ex-
periences and barriers) rather than their views on possible behaviors in the form of the
interaction scenarios (Figure 2.2). Thus, these factors are less evident to people when they
are just asked about their views on possible behaviors. One likely explanation for this is the
optimism bias, according to which people tend to be overly optimistic about themselves and
their future [385]. For example, the study of Horsch et al. [166] showed that people tended
to be rather optimistic about their future adherence to an eHealth application for insomnia
treatment. Reasons may include relying too much on future willpower and ignoring things
that could go wrong [166]. This underlines the importance of having participants interact
with a system to get a thorough assessment of their needs [79]. On the other hand, other
topics, namely ones related to the other party, primarily appeared in the views on the
interaction scenarios rather than statements about actual behavior (Figure 2.2). Thus,
combining data on actual and potential behaviors offers a clear benefit.

HELPFULNESS OF SUPPORT FROM SOCIAL ENVIRONMENT

We have already touched upon the role of the social environment in the context of charac-
teristics of the other party that influence people’s views on interaction scenarios. However,
our results also suggest the general importance of support from one’s social environment.
In fact, 6.60% of participants reported support from their social environment to be a moti-
vator for doing their preparatory activities (Figure 2.2). The social environment supported
these participants in their wish to reach their goals such as quitting smoking (e.g., P212,
P475) and helped them to complete the activities:

Wrote down on a list last night and discussed with partner. Helpful and motivating.
(% Activity experience, P133)

An important form of support is not just verbal but also behavioral. Some participants
felt less motivated because their social environment did not live according to their own
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behavioral goal of not smoking (e.g., P127, P207, P315), or because they did not feel part of
a group that worked toward the same behavioral goal (e.g., P262):

Probably the people watching the ad will think about the fact that usually smok-
ers need motivation from other people, but often the motivation is not there
because smokers tend to surround themselves with other smokers. (B Receive
motivational messages, P207)

... As well as the motivation of other participants. When feeling you are a part of
a group that want to achieve the same thing i feel that this is more motivated.
(¥ Barriers, P262)

Previous work by Willemsen et al. [389] found social pressure from the social envi-
ronment of Dutch employees to be a predictor of intention to quit smoking, and Breeman
et al. [66] concluded that involving the social environment was a desired core attribute
for an eHealth application for healthy living. In addition, Meijer et al. [235] note that
the support and social norms present in social environments can shape identities, which
in turn can affect behavior as discussed previously. For example, according to the social
identity model of recovery [55], a person’s recovery identity in the context of addiction
can become stronger if it is shared with other people who favor recovery.

Recommendations to address the helpfulness of support from one’s social
environment. We find that support from one’s social environment can be motivating
and can help to perform activities that are part of a behavior change intervention. A
straightforward way to include social support in an eHealth intervention is to prompt
participants to either tell their social environment about their behavior change process
or discuss with a significant other about how they can support it. Both of these elements
were generally seen positively by our participants (Figure 2.3). However, it is important
to keep in mind the earlier discussed personal characteristics such as a want for privacy
and characteristics of the social environment that may influence whether people want to
involve their social environment. Taking a similar approach to Tielman et al. [363] and
taking people’s willingness to involve a human and situation severity into account may
be beneficial. Another approach may be to connect people who work toward the same
behavioral goal. Promising results can be obtained with relatively simple solutions such as
a WhatsApp group [342]. Such a group has the advantage that it is easy to implement and
accessible due to the omnipresence of WhatsApp [342].

DIVERSITY OF OTHER ENVIRONMENTAL FACTORS

Several other environmental factors such as not having access to the Internet on certain
days (P233), not using one’s phone when at home or on specific days (e.g., P376, P624),
not being able to access the videos contained in the activities due to one’s location (P668),
poor weather (P468), or restrictions related to the COVID pandemic (e.g., P4, P631) were
mentioned. Given the diversity of environmental factors that can play a role, it is likely
difficult, if not infeasible, to specifically address all of them. Since such other environmental
factors appeared relatively infrequently (Figure A.9), the most important insight may thus
be to design an eHealth application in such a way that it leaves room for individual barriers
and gives users resources to try to cope with these barriers themselves.
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DiscussioN

Through a thematic analysis based on qualitative data, quantitative data, and literature,
we have discussed 14 main themes that are associated with people’s actual behavior and
views on potential interactions in the context of a virtual coach for quitting smoking and
becoming more physically active. These 14 themes can be structured by assigning them
to four hierarchical units of analysis. These units are "behavior," "user" (who performs a
behavior), "other party" (involved in a behavior), and "environment." While these units
provide a convenient frame for analysis, it is important to note that the observed themes
often span multiple units or depend on themes in other units. For instance, the environment,
user, and behavior are involved in observing that people are often too tired from their busy
daily lives to perform a behavior. This is in line with previous work that has highlighted
the interdependence of factors from the environment, user, and the technology [373].

Aligning time, perceived usefulness, and users’ goals. The most common topics
for the "environment" unit were having enough time and prompts or triggers for doing
something. One could address this by making suggestions at convenient times (e.g., [167])
or helping people create action plans [153]. Yet, whether people have time for something
and remember to do it likely depends on how useful they find it. For instance, some
participants set their own reminders for doing preparatory activities. Those people likely
perceived the activities as so useful that they wanted to ensure they did them. Perceived
usefulness was the most common theme in participants’ responses, but it is also connected
to another topic. More precisely, somebody who does not see the link between a behavior
and their goals is likely to find the behavior less useful. Recall that the motivation to reach
their goals was the most common motivator for people to do their preparatory activities.
Those who mentioned this motivator likely saw how the preparatory activities aligned
with their goals. Ways to strengthen the link between perceived usefulness and users’ goals
include referring to people’s goals and beliefs when giving advice [2]. Another approach,
which motivated several participants, is to think about one’s feared or desired future self
with regards to a behavior [236, 294]. Given that these topics of having enough time,
perceived usefulness, and users’ goals appear to be connected, addressing them together
may be beneficial.

We have formulated recommendations for how to address each observed theme as part
of our analysis. Besides these recommendations, we find that the following challenges
would benefit from more attention in the future:

Is there a set of standard factors that are generalizable across domains? Our
study was conducted in the context of smoking cessation and physical activity increase
and with participants that were enrolled on the online crowdsourcing platform Prolific and
hence had at least some experience with using digital services. Thus, the question regarding
the generalizability of our findings to other types of behavior change, or even eHealth more
generally, and users with less experience with digital services arises. In addition, as our
participants were contemplating or preparing to quit smoking and were paid for completing
the conversations with the virtual coach, it is not clear how our findings generalize to a
setting with people who are not yet contemplating to change and do not receive such a
payment. We think that there are two important steps. The first one involves carefully
describing the study context to more easily compare it across studies. While progress
has been made for systematically reporting behavior change techniques [244], others
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elements of the context such as the environment and virtual coach are often described less
extensively and without clear guidelines. One useful direction in this regard is the work
by Fitrianie et al. [129], which aims to create a questionnaire that reports characteristics
of virtual agents in a standardized fashion. A second step is to examine which factors
affect user needs and how these factors change as the study context varies. For instance,
while several of our themes coincided with earlier studies on eHealth applications for
other domains such as self-management of chronic conditions [219, 348], more research
is needed to determine how findings can be generalized. Other important characteristics
of the study context include the embodiment of and way of interacting with an Al (e.g.,
[148, 345]) as well as whether the intervention is blended (e.g., [237]).

How to get input from (many) users? Some themes, such as lacking prompts
and triggers or having no time to perform a behavior, primarily appeared in people’s
descriptions of their actual behavior as opposed to their views on possible interaction
scenarios presented in videos. This was the case even though people provided their views
on the interaction scenarios after having experienced actual interactions in the form of
doing suggested preparatory activities. The disparate theme distribution is likely due to
the optimism bias, according to which people tend to be overly optimistic about their
future [385]. This underlines the need for carefully choosing a method and using multiple
ones if a comprehensive understanding of users’ needs is desired. As done in our study,
crowdsourcing can facilitate reaching a large and diverse number of people once one
has chosen a method. Yet, it is very time-consuming to conduct a thematic analysis of
many free-text responses manually. Thus, crowdsourcing needs to be supplemented with
automatically extracting codes from text to allow large-scale thematic analyses to be
adopted more widely. Promising results for identifying predefined codes exist in specific
application areas such as cognitive therapy [72] or news [274]. However, as novel codes may
appear in the data, such approaches need to be combined with ones for generating codes.
First approaches exist (e.g., [211, 220]), but challenges remain regarding explainability and
trust, among others [91]. While those challenges persist, automated approaches may be
beneficial as an adjunct to qualitative analysis by informing the creation of codes, checking
the accuracy of coding, or pointing out ambiguity [91, 211].

How to tailor application components? In several of our themes, there was an
apparent need for tailoring application components to individuals or groups of users. For
example, while some people favored involving their social environment, others expressed
a need for privacy. However, it is not clear how such tailoring can best be accomplished.
Options include letting users choose themselves to support autonomy and competence
[167], automatically tailoring to users to account for people’s lack of self-knowledge [167],
and helping users to self-experiment [186]. Moreover, each of these general approaches can
be implemented in many ways, and they can also be combined. Ranjbartabar et al. [317],
for instance, employed users’ preferences as a starting point for subsequent automatic
tailoring. Further research is needed to determine which approaches to tailoring are
effective in increasing adherence and under which conditions. One promising way to test
many tailoring approaches and configurations may be micro-randomized trials, which
allow participants to be randomized hundreds of times during a single study [196].
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CONCLUSIONS

In light of the dropout and lack of adherence common to eHealth application for behavior
change, we need a better understanding of user needs and how to address them. We thus
conducted a thematic analysis of people’s experiences with actual and views on potential
behaviors. The context was a text-based virtual coach for quitting smoking and becoming
more physically active.

We found that users’ needs are often interconnected and include characteristics of the
behavior, the user, other parties such as the social environment, and the environment. We
identified 14 main themes that describe users’ needs: of these, the perceived usefulness of
behaviors is most prominent and relates to environmental characteristics such as having
sufficient time and the user’s state such as their motivation to reach their goals. We publish
our dataset with user characteristics and 5074 free-text responses from 671 people to aid
future work on understanding the interplay between users’ needs and characteristics.
This dataset can also be used to improve preparatory activities for quitting smoking and
becoming more physically active, as it contains 2866 descriptions of experiences with 24
such activities.

Based on this analysis, we formulated recommendations for how users’ needs can be
addressed in eHealth applications for behavior change. Besides the specific recommen-
dations we provide for each need, we suggest that associated needs should be addressed
together. Adherence could, for example, be strengthened by referring to users’ goals and
their beliefs when giving advice on quitting smoking and increasing physical activity.
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ADDRESSING PEOPLE’S CURRENT
AND FUTURE STATES IN A
REINFORCEMENT LEARNING
ALGORITHM FOR PERSUADING TO
QUIT SMOKING AND TO BE
PHYSICALLY ACTIVE

Behavior change applications often assign their users activities such as tracking the number
of smoked cigarettes or planning a running route. To help a user complete these activities, an
application can persuade them in many ways. For example, it may help the user create a plan
or mention the experience of peers. Intuitively, the application should thereby pick the message
that is most likely to be motivating. In the simplest case, this could be the message that has been
most effective in the past. However, one could consider several other elements in an algorithm
to choose a message. Possible elements include the user’s current state (e.g., self-efficacy), the
user’s future state after reading a message, and the user’s similarity to the users on which data
has been gathered. To test the added value of subsequently incorporating these elements into
an algorithm that selects persuasive messages, we conducted an experiment in which more
than 500 people in four conditions interacted with a text-based virtual coach. The experiment
consisted of five sessions, in each of which participants were suggested a preparatory activity
for quitting smoking or increasing physical activity together with a persuasive message. Our
findings suggest that adding more elements to the algorithm is effective, especially in later
sessions and for people who thought the activities were useful. Moreover, while we found

[2) Nele Albers, Mark A Neerincx, and Willem-Paul Brinkman. Addressing people’s current and future states
in a reinforcement learning algorithm for persuading to quit smoking and to be physically active. PLoS ONE,
17(12):€0277295, 2022. doi: 10.1371/journal.pone.0277295.
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some support for transferring knowledge between the two activity types, there was rather low
agreement between the optimal policies computed separately for the two activity types. This
suggests limited policy generalizability between activities for quitting smoking and those for
increasing physical activity. We see our results as supporting the idea of constructing more
complex persuasion algorithms. Our dataset on 2,366 persuasive messages sent to 671 people is
published together with this article for researchers to build on our algorithm.

INTRODUCTION

Imagine a woman called Janine who wants to motivate her friend Martha to become more
physically active. Janine could motivate Martha to go for a run because that has worked
for her other friends. However, this likely only works if Martha has running shoes. If she
does not have any, just asking Martha to go for a walk might be more successful. So the
success of the motivation may depend on the state Martha is currently in. In addition, if
Janine cares about the overall success of all her motivational attempts, she should probably
begin by telling Martha how to buy running shoes. This may cause Martha not to work
out this week, but future attempts to motivate her to work out are much more likely to be
successful once Martha has running shoes. So Janine should also consider the future states
of Martha. And, lastly, people differ in whether they prefer to walk or run, no matter if
they have running shoes. So Janine should also consider what type of person Martha is.
Since Janine is not always available to motivate Martha, we want to create a virtual coach.
Can this virtual coach do what Janine does?

Changing behavior such as becoming more physically active is crucial to improving
health and reducing premature death. For example, 40% of deaths in the United States
are brought about by unhealthy behavior [253, 336]. In addition, changing one behavior
can make changing another one easier. For instance, becoming more physically active
may facilitate quitting smoking [152, 368] and vice versa [291]. However, while many
people want to change their behavior, doing so without help can be difficult. For example,
more than two-thirds of adult smokers in the United States want to quit smoking [44], but
most unassisted quit attempts fail [99]. One promising way to support people in changing
their behavior are eHealth applications [290], which provide elements of healthcare over
the Internet or connected technologies such as apps and text messaging. However, while
such applications can be easy to use, available at all times, scalable, cost-effective, and can
facilitate tailoring [218], adherence to them remains low [56, 191]. Adherence refers to
whether and how thoroughly people do the activities suggested by the application.

We, therefore, aim to develop persuasion algorithms that successfully encourage people
to adhere to their behavior change intervention. A one-size-fits-all approach to persuasion
is unlikely to be effective [53, 128], as behavior change theories [240, 307] suggest many
factors that affect personal behavior. However, these factors can be used as a starting point
for designing algorithm-driven persuasion. Algorithm-driven persuasion is persuasion
that is determined by programming code, with the advantage that it can use behavioral
user data, target individuals or groups, and be adaptive [328]. Previous work on persuasion
algorithms has shown that one can use data gathered on other people [183, 184], similar
people [106, 165] or a single individual [179, 183, 184, 249, 331, 383] to choose a persuasion
type (e.g., advice from peers vs. experts). However, it is essential also to consider the
context of a persuasive attempt [34, 277, 397]. One way to define a context is by describing
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the current state a persuadee is in. For example, Bertolotti et al. [54] show that the success
of different messages to reduce red meat consumption depends on the persuadee’s self-
efficacy. In addition, persuasion types depend not only on the persuadee’s state for their
success, but they in turn also influence the persuadee’s state for future persuasive attempts.
For instance, messages for quitting smoking differ in their impact on self-efficacy [351].
Thus, if we want to maximize the effectiveness of persuasive attempts over time, we need
to consider both current and future states.

One framework that allows us to formulate an adaptive and data-driven algorithm that
considers both current and future states is Reinforcement Learning (RL). There are first
results for applying RL with consideration of people’s states to adapting the framing of
messages for inducing healthy nutritional habits [81] or the affective behavior of a social
robot teacher for children [145]. In our approach, we investigate whether states are also
helpful in persuading people to do preparatory activities for quitting smoking, such as
writing down and ranking reasons for quitting smoking. In addition, we go a step further
by also taking the similarity of people into account. The reason is that previous work
has shown that characteristics such as the stage of behavior change [106] and personality
[32, 106, 154, 182, 288, 359, 360, 398] affect the effectiveness of different persuasion types.
The result is a personalized RL algorithm for choosing persuasive messages.

To systematically assess the value of subsequently adding the consideration of states,
future states, and the similarity of people, we conducted a longitudinal experiment. Since
the effects of these algorithm elements are difficult to assess in a complete behavior change
intervention in which many other components such as goal-setting and progress feedback
can play a role (e.g., see Brinkman et al. [69] in the context of usability testing), we
created a minimal intervention in which people were only coached to prepare for changing
their behavior. In this intervention, a conversational agent served as a virtual coach that
suggested and persuaded people to do preparatory activities for quitting smoking. Since
becoming more physically active may facilitate quitting smoking [152, 368], half of the
activities addressed preparing for increasing physical activity.

HYPOTHESES

The objective of this study was to test a personalized RL approach to persuading people
to do preparatory activities for quitting smoking and increasing physical activity. The
complete algorithm considers a person’s state, future states, and the similarity of people
when choosing a persuasion type. The goal thereby is that people do their activities
more thoroughly, which is supposed to facilitate quitting smoking (Figure 3.1). Therefore,
our first hypothesis is that subsequently incorporating the elements of the personalized
RL algorithm is more effective with respect to how thoroughly people do their activities.
Furthermore, our algorithm does not distinguish between preparatory activities for quitting
smoking and ones for increasing physical activity because both types of activities serve
the same behavioral goal of quitting smoking. This leads to our second hypothesis, which
is that the best persuasion strategy is similar if we use data collected on both types of
activities compared to using data collected on solely one type of activity. We now motivate
each hypothesis in turn.
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Figure 3.1: Overarching goal of our work. The goal of our persuasion algorithm is that people do their
preparatory activities more thoroughly, which is supposed to facilitate quitting smoking.

H1: ALGORITHM EFFECTIVENESS

In the introductory example, Martha wanted to become physically active. In the simplest
case, the virtual coach could send her the persuasion type that has led people to do their
activities most thoroughly in the past. As a measure for this thoroughness, the virtual
coach could use the self-reported effort people put into assigned activities. Of course, if
no such data is available yet, the virtual coach would need to choose either randomly
or based on other sources of information such as experts due to the cold-start problem.
Assuming such data is available and the effort for three persuasion types is as shown in
Figure 3.2A, for instance, the virtual coach would choose persuasion type P2. However,
intuitively, Martha’s reaction to persuasive attempts might differ based on the state she is
currently in. For instance, if she has no running shoes, just motivating her to go for a walk
(P1) might be better than motivating her to go running (Figure 3.2B). Previous work has
posited the importance of considering the context of a persuasive attempt when striving
to create effective persuasion [34, 277, 397], for example, by defining the current state of
the persuadee. This should be done so that knowing the persuadee’s state allows one to
predict the effectiveness of different persuasive messages. One such characteristic of a
persuadee’s state is the presence of barriers, such as Martha’s lack of running shoes. Alfaifi
et al. [31], for example, distinguish health, environmental, psychological, personal, and
social barriers. Another potential state feature is self-efficacy, as it influences which health
messages are more effective [54]. Moreover, how a person processes messages changes
based on their mood [60, 131]. We, therefore, posit that choosing a message based on a
persuadee’s state is more effective than choosing the overall most effective message.

The effectiveness of persuasive attempts might depend on the persuadee’s state, but a
persuasive attempt in turn might also affect the state and thus the effectiveness of future
persuasive attempts. Sending instructions on buying running shoes when Martha does not
have any, for example, may cause Martha to buy some and thus remove the corresponding
barrier. Future persuasive attempts that aim to increase Martha’s motivation to run may
then be more successful. Thus, even though informing Martha about buying running shoes
with P3 may lead to less effort at the current time step than motivating her to go for a walk
with P1, the former may allow the virtual coach to more successfully motivate Martha
in the future (Figure 3.2C). To estimate the overall effectiveness of P3, we can compute
the discounted sum or Q-value of the efforts after P3 at the current time step and the
most effective persuasion type at the next time step. Discounting thereby means that we
give a lower weight to efforts in the more distant future due to the importance of initial
small wins [35]. In the example in Figure 3.2C, the discount factor is set to 0.85, and the
discounted sum or Q-value is with 11.8 the largest if we choose P3 at the current step.
Regarding the previously mentioned state features from the literature, Steward et al. [351]
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Figure 3.2: Illustration of the algorithm components. Illustration of our proposed algorithm components. To
the baseline of sending the most effective persuasion type (A) we add the consideration of states (B), next states
(C), and the similarity of people (D). Circles indicate the most effective persuasion type for the example person

Martha described in the text.

found that differently framed messages vary in their impact on self-efficacy. Given that
self-efficacy determines how effective different health messages are [54], a message choice
at this time point thus determines the effectiveness of messages in the future. Besides
self-efficacy, the type of message might also affect a person’s intention to act, anticipated
regret, and attitude toward behavior [80]. We thus hypothesize that selecting a message
based on both the present and the future states of a persuadee is altogether more effective
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than considering only the persuadee’s present state and choosing the overall most effective
message.

A person’s state can change frequently, so we need to infer it each time we make a
persuasive attempt. However, there are also relevant characteristics of a person which
change, if at all, very slowly. For example, the impact of message types on self-efficacy
depends on a person’s need for cognition [351]. Other variables that may affect the
success of different messages include the stage of behavior change [106], personality
[32, 106, 154, 182, 288, 359, 360, 398], age and gender [182, 257], cultural background [289],
how people approach pleasure and pain [85, 221], self-construal or the perceived rela-
tionship between the self and others [355], and in the context of quitting smoking the
experience with previous quit attempts [351]. Thus, we suppose that people who are more
similar concerning such characteristics are more likely to respond similarly to persuasive
attempts. When deciding how to persuade somebody, we thus want to weigh the data
observed from other people based on how similar they are to the person at hand. For
example, we may find that for people like Martha, it is better to motivate them to go for a
walk (P1) than to go for a run (P2) once they have running shoes (Figure 3.2D). We hence
posit that considering a persuadee’s similarity to other people besides their current and
future states when choosing a persuasive message is more effective than not taking the
similarity to other people into account. Overall, we thus hypothesize the following:

H1: Subsequently incorporating 1) states, 2) the consideration of future states, and 3) the
weighting of samples based on the similarity of people into an algorithm that selects the best
persuasive message type is more effective than not incorporating the respective element.

H2: SIMILARITY OF OPTIMAL PERSUASION STRATEGIES

Previous work on persuasion algorithms claims the need for considering the domain. For
example, Alslaity and Tran [34] found that the impact of persuasion types varies between
domains such as e-commerce and movie recommendations. Intuitively, it is possible to con-
tinuously split domains into sub-domains such as e-commerce for clothes and e-commerce
for books. Nevertheless, this is not done by persuasion approaches such as the ones by
Alslaity and Tran [34] and Kaptein et al. [183]. The underlying assumption is that there
is a certain level of domain granularity at which one can meaningfully generalize from
one persuasive attempt to another. We, therefore, assume that we can persuade people
similarly for preparatory activities for quitting smoking and those for increasing physical
activity, as they serve the same behavioral goal of quitting smoking. Thus, we hypothesize
the best persuasion strategy (i.e., policy) to be similar if we use data collected on both
types of activities compared to using data collected on only one type of activity, or more
formally:

H2: The optimal policy is similar when learned based on a combined data set of activities
for smoking cessation and increasing physical activity, and when learned based on a data
set of activities for smoking cessation and on a data set of activities for increasing physical
activity separately.
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METHODS

To test our hypotheses stated above, we conducted a longitudinal experiment from 20
May 2021 until 30 June 2021. The Human Research Ethics Committee of Delft University
of Technology granted ethical approval for the research (Letter of Approval number:
1523). Before the collection of data, the experiment was preregistered in the Open Science
Framework (OSF) [14].

EXPERIMENTAL DESIGN

The experiment consisted of a prescreening to determine the eligibility of participants, a
pre-questionnaire, five sessions in which a virtual coach attempted to persuade participants
to do a new preparatory activity for quitting smoking or increasing physical activity, and
a post-questionnaire. Participants were persuaded with a random persuasion type in the
first two sessions and a persuasion type chosen by a persuasion algorithm after that.

Figure 3.3 shows the experimental design of the study. It was set up as a double-blind
mixed-design study with two within-subject factors and one between-subject factor. The
within-subject factors were the session in which a persuasive attempt was made (4 levels:
sessions 1-4) and algorithm activeness (2 levels: off/on for sessions 1-2/3-4). The between-
subject factor was the algorithm complexity used to choose a persuasion type after session
2. This factor had four levels with successively more elaborate optimization strategies.
Ordered by complexity, the algorithm levels look for the highest value of either: 1) the
average reward, 2) the average reward in a person’s state, 3) the Q-value in a person’s state,
or 4) the similarity-weighted Q-value in a person’s state. This means that starting from
sending a persuasion type with the highest average reward, we progressively added the
consideration of states, future states, and the weighting of samples based on the similarity
of people. Table 3.1 provides an overview of the four complexity levels, whose components
will be explained in the next section.

After session 2, we randomly assigned participants to one of the four algorithm complex-
ity levels. Thereby, we aimed to balance the four groups regarding the potential covariates
gender, Big-Five personality, stage of change for becoming physically active, and the effort
participants put into their first activity. We used block randomization for the categorical
gender variable, and adaptive covariate randomization for the other variables. Adaptive
covariate randomization considers both previous assignments and covariates of people to
balance condition assignments within covariate profiles [222]. Our approach to adaptive
covariate randomization was a modification of the algorithm put forward by Xiao et al.
[394].

ALGORITHM

We created a virtual coach embedded in a conversational agent that attempted to persuade
people to do small activities. For each persuasive attempt, the virtual coach selected a
persuasion type based on its learned policy. After two to five days, the user provided
the virtual coach with feedback by reporting the effort put into their activity. The virtual
coach used this feedback to update its policy. Formally, we can define our approach as
a Markov Decision Process (MDP) (S, A,R,T,y). The action space A thereby consisted
of different persuasion types, the reward function R : Sx AxS — [—1,1] was determined
by the self-reported effort, T : Sx AxS — [0,1] described the transition function, and
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Figure 3.3: Experimental design. Design of the experiment, including the study components and in- and
exclusion criteria for participants.

the discount factor y was set to 0.85 to favor rewards obtained in the near future over
rewards obtained in the more distant future. The intuition behind this value for y was



51

Table 3.1: Chosen persuasion type for each algorithm complexity level.

Chosen persuasion type

1: BEST AVG. REWARD
The persuasion type a with the overall highest average reward: maxge A{R(a)}.

2: BEST AVG. REWARD IN STATE
The persuasion type a with the highest average reward in a person’s state s:

maxaeA{R(s, a) }

3: BEST Q-VALUE
The persuasion type a with the highest Q-value in a person’s state s:

maxgea{ Q*(s.a) }.

4: BEST SIMILARITY-WEIGHTED Q-VALUE
The persuasion type a with the highest similarity-weighted Q-value in the state s of

person i: maxaeA{ Qi (s,a) }

Abbreviations: A, Action space; R(a), Average reward for taking action a; R(s, a), Average reward for taking
action a in state s; Q*(s, a), Expected cumulative discounted reward for taking action a in state s and an optimal

action in all subsequent states.

that while we wanted to persuade a user over multiple time steps successfully, a failed
persuasive attempt in the near future could cause a user to become less receptive to future

ones or even to drop out entirely: early success might encourage people to continue [35].

The finite state space S described the state a user was in and was captured by answers
to questions about a user’s capability, opportunity, and motivation to perform an activity
[245]. The goal of an agent in an MDP is to learn an optimal policy 7* : § — II(A) that
maximizes the expected cumulative discounted reward E [Z}x’ Y rt] for acting in the given
environment. The expected cumulative discounted reward for taking action a in state s and

an optimal action in all subsequent states is given by the Q-value function Q* : SxA — R.

To incorporate the similarity of people, the virtual coach maintained a policy x; for each
user i. When updating 7;, an observed sample from user j was weighted based on how
similar i and j were. We provide an overview of the algorithm component definitions in
Table 3.2. In the following, we describe each algorithm component in detail.

Table 3.2: Overview of the algorithm components and their definitions.

Algorithm component

STATE SPACE
S ={000,001,010,011,100,101,110, 111}, using three binary features based on the
COM-B model (see the "State space"-section for more information).
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Table 3.2: (continued)

Algorithm component

ACTION SPACE
A = {Commitment (CM), Consensus (CN), Authority (AU), Action planning (AP), No
persuasion (NP)}

REWARD

e . _
-1+% ife<e
10—e . =

= ife>e
0 otherwise,

r=491-

where e € [0,10] is an effort response and € the mean effort.

REWARD FUNCTION
R : Sx AxS — [—1,1] such that R(s, a, s") is the instant reward for taking action a in
state s and arriving in state .

TRANSITION FUNCTION
T : SxAxS —[0,1] such that T(s,a,s’) = Pr(s’|s,a) is the probability of arriving in
state s after taking action a in state s.

DISCOUNT FACTOR
0.85

SIMILARITY COMPUTATION

1. Scale TTM-stage and five personality dimensions to the interval [0,1].

2. Compute for a person i her similarity to all other people j based on the Euclidean
distance between their six-dimensional trait vectors, whereby the largest distance
is mapped to a similarity of 0 and the smallest distance to a similarity of 1.

3. Compute the weight w;; of a sample from person j for person i as follows:

s
Y 0.0001 },

Zk Sik

Wwijj = max

where s;; is the similarity of i and j.

Abbreviations: COM-B model, Capability-Opportunity-Motivation-Behavior model; TTM, Transtheoretical
model.
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STATE SPACE

Each session, participants answered ten questions on a 5-point Likert scale. Seven of these
questions were based on the Capability-Opportunity-Motivation-Behavior (COM-B) self-
evaluation questionnaire [245]. According to the COM-B model, capability, opportunity,
and motivation together determine one’s behavior, which in turn influences one’s capability,
opportunity, and motivation [387]. This made using capability, opportunity, and motivation
as state variables for our RL approach appealing. We supplemented the seven questions
from the self-evaluation questionnaire with people’s self-efficacy due to the impact of
self-efficacy on the effectiveness of different types of persuasive messages [54]. In addition,
we asked people about their smoker and physical activity identities as according to Prime
theory, self-identity can be a reliable predictor of behavior [386]. These additional questions
fall under motivation in the COM-B model of behavior [168].

To lower the required amount of training data from the two training sessions, we
subsequently reduced the size of the state space in two ways. First, we turned each state
feature into a binary feature based on whether a value was greater than or equal to the
feature mean (1) or less than the feature mean (0). Second, we selected three features in a
way that was inspired by the G-algorithm [88]. Features were selected based on average
rewards for level 2 and Q-values for levels 3 and 4 of algorithm complexity. The result
of this state-space reduction was a state space of size 2° = 8 (see Table 3.5 for the chosen
features).

ACTION SPACE

Five persuasion types defined the action space. These were authority, commitment and
consensus from Cialdini [93], action planning [153], and no persuasion. For each persuasion
type, we formulated a set of message templates that were filled in for each activity to obtain
persuasive messages. In the case of Cialdini’s persuasion types, we created these templates
by removing the domain-specific information from the validated healthy eating messages
by Thomas et al. [360]. Due to the importance of self-identity in behavior [386], we also
added two identity-based message templates for the commitment persuasion type. For
action planning, we created templates based on the formulation by Sniehotta et al. [346].
However, rather than asking participants to enter their action plans in a table, the virtual
coach prompted them to create an if-then plan of the form "If (situation), then I will (do
activity)" based on Chapman et al. [89]. In addition, the virtual coach provided an example
of such an if-then plan as recommended by Hagger and Luszczynska [153]. Table B.1 lists
examples of the resulting templates and persuasive messages.

The virtual coach asked the participants to type their action plans into the chat, which
indicated whether the participants had read the message. In the case of the three persuasion
types from Cialdini, however, simply showing the persuasive messages may have meant
that participants did not centrally process or even read the messages [338]. However, such
central processing was desirable. As the elaboration likelihood model indicates, high-effort
central processing of messages leads to attitudes that are more likely to be persistent
over time, resistant to counterattack, and influential in guiding thought and behavior
[298]. Therefore, we attempted to increase in-depth central processing of the persuasive
messages in three ways. First, the virtual coach printed the persuasive messages in boldface
[259] to reduced distraction [298]. Second, the virtual coach asked participants to answer
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reflective questions to increase self-referencing [74, 298] (Table 3.3). Third, we repeated the
persuasion type [298] by adding reminder questions to the reminder messages participants
received after each session (Table 3.4). We based these reminder questions on the ones
used by Schwerdtfeger et al. [338] to remind people of their action plans and sent them for
Cialdini’s persuasion types as well as action planning.

Table 3.3: Reflective questions for authority, commitment, and consensus.

Persuasion type Reflective question: "Please tell me what you think: ...

Authority Which other experts, whose opinion you value, would agree with
this?"

Commitment In what way does doing this activity match your decision to
successfully quit smoking?"

Commitment In what way does doing this activity match your decision to

(Identity) become somebody who has successfully quit smoking?"

Consensus How would people like you, in a situation like yours, agree with
this?"

Table 3.4: Examples of reminder question templates. Examples of templates for the reminder questions that are
added to the reminder messages people receive.

Persuasion type Example of reminder question template

Action planning  Keep in mind your rule for (doing activity) before the next ses-
sion!

Authority Do you remember which experts, whose opinion you value, would
argue that (doing activity) may help to (positive impact of
activity)?

Commitment Recall how (doing activity) is in line with your decision to suc-
cessfully quit smoking!

Consensus Don’t forget how people like you, in a situation like yours, would
testify that (doing activity) may help to (positive impact of
activity)!

REWARD

In sessions 2-5, participants were asked about the overall effort they put into their previ-
ously assigned activity on a scale from 0 to 10. Based on the mean effort € computed after
session 2!, the reward r € [—1,1] for an effort response e was computed as follows:

The mean effort was computed at the sample population level.
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-1+% ife<e
r=11-3= ife>e
0 otherwise.

The idea behind this reward signal was that an effort response that was equal to the mean
effort was awarded a reward of 0, and that rewards for efforts greater and lower than the
mean were each equally spaced.

REWARD AND TRANSITION FUNCTIONS

The reward and transition functions were estimated based on the samples collected from
the first batch of people (N = 516) who successfully completed session 22. No updates to
these training samples were made afterward as more data was collected.

SIMILARITY COMPUTATION

Rather than choosing the same persuasion type for each person in a state, the virtual
coach maintained a separate policy 7; for each user i. When computing ;, an observed
sample from user j was weighted based on how similar i and j were. The virtual coach
computed the similarity based on people’s Big-Five Personality [146] and Transtheoretical
Model (TTM)-stage [308] for becoming physically active. We chose these variables due
to extensive previous work showing their impact on the success of different forms of
persuasion [32, 106, 154, 182, 288, 359, 360, 398]. We did not consider the TTM-stage for
quitting smoking, as participants had to be in one of two specific stages (i.e., contemplation
or preparation) to be eligible for the study. For the similarity computation, the virtual coach
first scaled the TTM-stage and the five personality dimensions to the interval [0,1] so that
the features had the same scale. Next, the virtual coach computed for a person i her similarity
to all other people j based on the Euclidean distance between their six-dimensional trait
vectors. Thereby, the virtual coach mapped Euclidean distances to similarities so that the
similarity for the smallest Euclidean distance was 1, and the similarity for the highest
Euclidean distance was 0. Lastly, the virtual coach computed the weight w;; of a sample
from person j for person i as follows:

wii = max| =2 0.0001 (3.1)
1] — s Ve ) .
! 2k Sik

where s;; is the similarity of i and j, k denotes a person on which samples were gathered,
and the addition of 0.0001 was to ensure that no sample was given a weight of 0.

These similarity-based sample weights affected how the reward and transition functions
were estimated for a person. For example, given a training set with one sample of the form
(Sk, ak, 1, sp.) from each of K people, the reward R;(s,a, s”) for person i was computed as
so:

’ ZkEK,sk=s,ak=a,s’=s’ Wik Tk
Ri(s,a,s") = k

. (3.2)
ZkeK,sk=s,ak:a,s’k=s’ Wik

2We had aimed for at least 10 samples for each of the 8 x5 = 40 state-action combinations.
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ALGORITHM TRAINING

The persuasion algorithm on all four complexity levels was trained based on the data
gathered in sessions 1 and 2 for the first batch of people (N = 516) who successfully
completed session 2 (see Table 3.5 for the resulting policies). No samples were later added
to this training set of 516 samples so that the policies for all people were trained on the
same number of samples and hence comparable. For algorithm complexity levels 3 and 4,
Q-values were computed via value iteration based on the estimated reward and transition
functions.

Table 3.5: The learned policy used in sessions 3-5 for each algorithm complexity level. The state feature selection
and training of all policies were based on the data gathered in sessions 1 and 2 for the first batch of people (N =
516) who successfully completed session 2. This training set of 516 samples was not updated thereafter as more
data was gathered.

1: BEST AVG. REWARD
Commitment

2: BEST AVG. REWARD IN STATE

State feature State

Feeling like wanting to do an activity 0 0 0 0 1 1 1 1
(F5)
Feeling like being part of a group that | 0 0 1 1 0 0 1 1
is doing these kinds of activities (F4)
Thinking they can do an activity (F8) 0 1 0 1 0 1 0 1

Action AP AP CN NP CN NP NP CM

3: BEST Q-VALUE

State feature State

Thinking that it would be a good thing | 0 0 0 0 1 1 1 1
to do an activity (F7)
Thinking they can do an activity (F8) 0 0 1 1 0 0 1 1
Knowing why it is important todoan | 0 1 0 1 0 1 0 1
activity (F1)

Action CN CN CM NP AU CM CN CM

4: BEST SIMILARITY-WEIGHTED Q-VALUE
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Table 3.5: (continued)

State feature State

Thinking that it would be a good thing | 0 0 0 0 1 1 1 1
to do an activity (F7)
Thinking they can do an activity (F8) 0 0 1 1 0 0 1 1
Knowing why it is important todoan | 0 1 0 1 0 1 0 1
activity (F1)
Action CN CN CM NP NP AU CN M

The policy above is an example for one person (there was a separate policy for each
person).

Abbreviations: Avg., Average; F, Feature; AP, Action planning; CN, Consensus; NP, No persuasion; CM,
Commitment; AU, Authority.

The number of samples used to train the algorithm complexity levels was based on the
guidelines by Cohen [97] for multiple regression analysis and a medium effect, an alpha of
0.05, and three independent variables (i.e., the three state features that describe the state
space). This resulted in a sample size of 76. Since we have five actions, we multiplied this
sample size by five for a value of 380. We used with 516 more than 380 samples as we had
more people in the first batch of people who successfully completed session 2. Moreover,
we analyzed the impact of sample sizes ranging from 25 to 2,300 on the Q-value estimation
and optimality of chosen actions. Specifically, we estimated the reward function, transition
function, and the resulting "true" Q-values and optimal policy based on all 2,366 samples
gathered in our study. We then randomly drew different numbers of samples from these
2,366 samples and computed the mean L,-error for predicting the true Q-values based on
100 repetitions per sample size. We obtained a mean L;-error of 0.68 for our sample size of
516, which is a reduction by more than two thirds of the mean L;-error for a sample size of
25. In addition, the mean L;-error for the true Q-values of the estimated optimal actions
compared to the true optimal actions per state is only 0.08. This shows that the optimal
action chosen based on 516 samples is only slightly worse than the true optimal action.
Figure B.9 provides further information on this.

MATERIALS

We used four online services in this study: Prolific for recruiting, inviting, and commu-
nicating with participants, Qualtrics for hosting the questionnaires and instructions for
the conversational sessions, and Google Compute Engine to host the virtual coach and the
sessions via Rasa X. In addition, some activities assigned in the sessions involved watching
a video on YouTube.



58 3 How — REINFORCEMENT LEARNING ALGORITHM FOR PERSUADING TO QUIT SMOKING

VIRTUAL COACH

The virtual coach used for the sessions was implemented in Rasa [61]. It had the name Sam,
which may help to increase its social presence [400]. Sam presented itself as being there to
help people to prepare to quit smoking and become more physically active as the latter may
aid the former. In its responses, Sam used techniques from motivational interviewing [59]
such as giving compliments for putting much effort into assigned activities and expressing
empathy otherwise. Empathy can thereby also help to form and maintain a relationship
with a user [57], which can support behavior change [400]. Based on discussions with
smoking cessation experts, Sam maintained a generally positive and encouraging attitude
while trying to avoid responses that may be perceived as too enthusiastic [135]. To make
the conversations accessible for people with low literacy levels, large chunks of text were
broken up into multiple messages, in between which participants had to indicate when
to proceed. In addition, participants communicated mainly by clicking on buttons with
possible answer options. Only when free-text input was crucial, such as when writing
about the experience with an assigned activity, were buttons not used. Lastly, to avoid
repetitiveness, Sam randomly chose from several different formulations for an utterance.
This is important, as repetitiveness can negatively influence the engagement with a system
and motivation to perform an advocated behavior [57]. The implementation of the virtual
coach can be found online [9].

PREPARATORY ACTIVITIES

In each session, the virtual coach asked participants to complete a new preparatory activity
for next time that related to quitting smoking or increasing physical activity, such as
writing down and ranking reasons for quitting smoking:

Having high aspiration to quit smoking may aid quitting successfully. So, before
the next session, I advise you to identify and write down reasons why you want
to stop smoking. After writing them down, think about which reasons are most
important to you and order them accordingly.

The virtual coach selected the activities from a pool of 24 activities of similar duration,
12 each for quitting smoking and increasing physical activity. The activities for quitting
smoking were based on components of the StopAdvisor smoking cessation intervention
[243] and future-self exercises [236, 294]. The ones for increasing physical activity were
generated by adapting the smoking cessation activities. Each activity formulation included
reasoning for why the activity could help to prepare to quit smoking. A psychologist
and smoking cessation expert read through the activity formulations to ensure they were
suitable and clear. The virtual coach proposed one activity for quitting smoking and one
for increasing physical activity in the first two and the subsequent two sessions to each
participant. The virtual coach chose the type of activity in the fifth session randomly. It
selected an activity for an activity type uniformly at random while avoiding repetitions
of the same and very similar activities (e.g., creating a personal rule for not smoking
and creating a personal rule for becoming more physically active). So participants were
never asked to do an activity more than once, as the goal was not to create habits. The
formulations of the activities are provided in Table B.8.


https://github.com/PerfectFit-project/virtual_coach_rl_persuasion_algorithm
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MEASURES

PRIMARY MEASURES
To assess the effectiveness of subsequently adding the algorithm components for our first
hypothesis, we used the following primary measures:

Effort. The virtual coach measured the effort by asking participants about the effort they
put into their previously assigned activity on a scale from 0 ("Nothing") to 10 ("Extremely
strong"). The scale was adapted from Hutchinson and Tenenbaum [170]. Note that this
effort measure also served as a basis for choosing persuasion types in the four algorithm
complexity levels.

Perceived motivational impact. The virtual coach measured the perceived motiva-
tional impact of the sessions by asking participants "Please rate the impact of our last 2
conversations on your motivation to do your previous assigned activities" at the beginning
of their third and fifth sessions. The virtual coach prompted participants to enter any
number between -10 and 10, with -10 being "Very negative,’ 0 being "Neutral" and 10 being
"Very positive."

SECONDARY MEASURES

Algorithm input measures. We measured several variables as input for the persuasion
algorithms. This included ten possible state features, seven of which were adapted from
the COM-B self-evaluation questionnaire [245] (e.g., "I know why it is important to do
the activity") and answered on a 5-point Likert scale. The other three features were based
on measuring self-efficacy [346] on a 5-point Likert scale, smoker identity [78] with the
additional answer option "Smoker," and physical activity identity. For the latter, we adapted
the item with the highest factor loading from the Exercise Identity Scale [38] to physical
activity and asked participants to rate it on a 5-point Likert scale. The highest algorithm
complexity level further required computing how similar people were. We accomplished
this by using people’s Big-Five personality based on the 10-item questionnaire by Gosling
et al. [146] and TTM-stage for becoming physically active based on an adaptation of the
question by Norman et al. [271] to physical activity.

Activity involvement. For exploration purposes, we further measured participants’
involvement in their assigned activities in the post-questionnaire. We, therefore, asked
participants to rate three items to assess whether they found their assigned activities
interesting, personally relevant, and involving. The three items were based on Maheswaran
and Meyers-Levy [229] and answered on a scale from -5 ("Disagree strongly”) to 5 ("Agree
strongly").

Potential covariates. We collected data on potential covariates for the first hypothesis
in the pre-questionnaire. Besides the variables discussed above, this included quitter self-
identity measured with three items based on Meijer et al. [235], the need for cognition
based on the three items from Cacioppo et al. [77] used by Steward et al. [351], and physical
activity identity based on an adaptation of the Exercise Identity Scale by Anderson and
Cychosz [38] to physical activity. All items were rated on 5-point Likert scales.

Data for future research. We measured several other variables for future research.
These variables are not discussed in this chapter but are described in our OSF preregistration
form [14].
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PARTICIPANTS

Prior to the experiment, we computed a conservative estimate of the sample size required
for evaluating the effectiveness of the four algorithm complexity levels using the Monte
Carlo simulation described in Chapter 4.9.2 in Chechile [90]. We ran the simulation based
on the ability to find an effect size (Cohen’s g) of 0.1, which is halfway between a small
(g=.05) and a medium (g=.15) effect size according to Cohen [97], with reliable Bayes factor
values of 19 or more for four conditions and a binary response variable. The result was a
sample size of 132 per algorithm complexity level, resulting in a total of 528 participants.
This estimate was conservative, as we had interval dependent variables instead of binary
ones. In reaching the sample size, we were constrained by a budget limit of 5,000 euros.

Moreover, we conducted a Bayesian power analysis based on a Monte Carlo approach.
We used 500 simulations of two conditions with a medium difference of 0.3 [97] between
their standard normally distributed means. For each simulation, we computed the Bayes
factor for the hypothesis that the mean of the second condition is higher than the one
of the first condition. The power was then calculated as the fraction of simulations in
which the Bayes factor was at least 19. The result was a power of 0.78 for 129 samples per
condition, which is the lowest number of samples we obtained for an algorithm complexity
level for the last session.

To be eligible, participants had to be fluent in English, smoke tobacco products daily,
contemplate or prepare to quit smoking [112], not be part of another intervention to quit
smoking, and provide informed consent. In addition, we used the quality measures on
Prolific to choose people who had completed at least one previous study and an approval
rate of at least 90% for their previously completed studies. 1406 participants started the
prescreening questionnaire, and 521 of the 922 eligible participants successfully reported on
all their assigned activities in sessions 2 to 5. Participants were not invited to a subsequent
study component when doing an entire component twice or failing two or more attention
checks. In addition, participants had to respond to a study component invitation within
about one day for the pre-questionnaire, three days for the sessions, and seven days for
the post-questionnaire. The participant flow is depicted in Figure B.2. Participants who
completed a study component were paid based on the minimum payment rules on Prolific,
which require a payment rate of five pounds sterling per hour. Participants were informed
that their payment was independent of how they reported on their suggested preparatory
activities to account for self-interest and loss aversion biases [117]. Self-interest bias can
arise when incentives exist that motivate participants to respond in a certain way; loss
aversion bias can occur when participants choose to not participate or to drop out when
suspecting that they may not be paid fairly. Participants who failed two or more attention
checks in a study component were not reimbursed.

Table B.3 lists participant characteristics such as age, gender, TTM-stage for quitting
smoking, and the existence of previous quit attempts for each algorithm complexity level.
We compared Bayesian models with and without the algorithm complexity level as a
predictor for each characteristic to test for systematic differences between the four levels.
We found that based on the Widely Applicable Information Criterion (WAIC), the model
with the algorithm complexity level as a predictor always performed worse than the model
without this predictor, therefore providing no indication of systematic differences between
the algorithm complexity levels for these characteristics. Participants were nationals of
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diverse countries such as the United Kingdom, Portugal, the Russian Federation, the United
States, Chile, South Africa, Nigeria, Turkey, India, Malaysia, and Australia.

PROCEDURE

We opened the intake for the prescreening questionnaire on Prolific on each of seven
different days between 20 May and 8 June 2021. Each time, we invited as many people
as we could afford to reach but not exceed our budget limit in case of no further dropout.
Participants meeting the qualification criteria could access the prescreening questionnaire
on Prolific, and those who passed the prescreening were invited to the pre-questionnaire
about one day later. In the pre-questionnaire, we collected participant data such as the Big-
Five personality and TTM-stage for becoming physically active. One day after completing
the pre-questionnaire, we invited participants to the first of five sessions in which the
virtual coach Sam assigned them a preparatory activity together with a persuasion type.
Participants received instructions on interacting with Sam in Qualtrics before being directed
to a website for the conversation. The structure of the conversations is depicted in Figure B.4
and two excerpts of actual conversations are shown in Figure B.5. Each session lasted
about five to eight minutes, and invitations to a subsequent session were sent about two
days after having completed the previous one. The study ended with a post-questionnaire,
to which participants were invited about two days after completing the last session.

DATA PREPARATION AND ANALYSIS STRATEGIES

First, we corrected entry errors from state and attention check questions in the sessions
that participants messaged us about on Prolific (N = 4). The corrections for state questions
(N = 2) pertained to the question on smoker identity, with two participants correcting
their entries from "non-smoker" and "ex-smoker" to "smoker" for session 1. As participants
were persuaded randomly in session 1, these entry errors did not affect the conversations.
Entry errors for attention check questions (N = 2) had no effect on the conversations
irrespective of the session. Next, we preprocessed the gathered data by 1) using only data
from sessions and the post-questionnaire if people passed at least one attention check
during the respective component, and 2) using the first recorded submission for a study
component if people did the component more than once. In the following, we describe our
data and analysis strategies for each hypothesis in detail. All data and analysis code can be
found online [19].

H1: ALGORITHM EFFECTIVENESS
We conducted a multi-level (i.e., hierarchical) Bayesian analysis of the data.

Further data preparation. We removed the data of people who did not complete
session 2 and were therefore not assigned to a condition (N = 5). To make an exploratory
analysis of subgroups based on activity involvement possible, we computed the reliability
of the corresponding three items. As the reliability was sufficiently high (Cronbach’s a =
0.89), we used the mean of the items as an index measure.

Statistical models. We created three statistical models. For both dependent variables,
the effort people put into their activities and the perceived motivational impact of the ses-
sions, we fit models that contained a general mean, a random intercept for each participant,
a fixed effect for algorithm activeness, a fixed effect for the algorithm complexity level, and
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a fixed interaction effect between the algorithm complexity level and algorithm activeness.
For the effort, we also fit a second model that additionally included a main fixed effect
for the session, as well as fixed interaction effects between the session and the other two
factors. We fit all three models with diffuse priors based on the ones used by McElreath
[234]. In addition, we performed a prior sensitivity analysis to assess the impact of using
different priors. We found only a limited effect on the posterior probability for a hypothesis
being true, as it changed by at most 0.02. A ¢-distribution was fit for the dependent variable
in each model.

Covariates. We explored potential covariates such as the type of the assigned activities
(i-e., quitting smoking or increasing physical activity), physical activity identity, and quitter
self-identity. Adding these variables did not change the conclusions drawn about our
hypothesis, and therefore we did not include the variables in the final models.

Inference criteria. For each of the three statistical models, we computed the posterior
probability that our hypothesis was true based on samples drawn from the estimated
model. This means that we evaluated for each model the posterior probability that the
relevant parameter was greater than 0. For the first two models, this parameter was the
fixed two-way interaction effect between the algorithm complexity level and algorithm
activeness. For the third model it was the fixed three-way interaction effect between the
algorithm complexity level, algorithm activeness, and the session. We interpreted posterior
probabilities using the guidelines by Chechile [90] and their extension to values below 50%
based on Andraszewicz et al. [39]. We also report the 95% Highest Density Intervals (HDIs)
for the parameters, with an HDI being "the narrowest interval containing the specified
probability mass" [234]. In addition, we used the Region of Practical Equivalence (ROPE)
method [203] as a secondary method to evaluate the results. This method allows one to
accept or reject a hypothesis or to withhold a decision. As the results of this method were
all inconclusive, we do not report them.

Implementation. All analyses were carried out in R with the rethinking package
[234]. We provide code to reproduce the analyses in a Docker container as recommended
by van de Schoot et al. [372].

Exploratory subgroup analysis based on activity involvement. We divided par-
ticipants into subgroups based on whether their activity involvement was greater than
or equal to the median (N = 269) or less (N = 231). The analyses for the three models
were then repeated separately for each subgroup. Note that since we measured the activity
involvement in the post-questionnaire, this analysis only included participants for whom
we had data on at least one passed attention check from the post-questionnaire (N = 500).

H2: SIMILARITY OF OPTIMAL PERSUASION STRATEGIES
Data preparation. We compared the optimal policies computed based on all collected
data to using only the data on activities for either quitting smoking or increasing physical
activity. Therefore, we distributed the gathered data over three datasets based on the
activity type. This resulted in 1,175 samples for quitting smoking, 1,191 for increasing
physical activity, and 2,366 for both activity types together.

Analysis plan. We computed the optimal policies for each non-baseline algorithm
complexity level (i.e., levels 2-4) for each dataset. To use equal amounts of data for both
activity types, we randomly drew 1,000 samples from each activity type. This means that
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we used 1,000 and 2,000 samples, respectively, when computing a policy based on a single
activity type and both activity types together. To account for the impact of this random
selection, the sampling and subsequent optimal policy computation were conducted 100
times. Afterward, we concatenated the optimal policies for the 100 repetitions into a single
list for each data type. In the case of multiple best actions for a state, one of the best actions
was chosen uniformly at random.

Inference criteria. For each non-baseline algorithm complexity level, we calculated
Cohen’s k between the list of optimal policies based on activities for both quitting smoking
and increasing physical activity, and the list of optimal policies computed based on only
samples in which participants were advised to do a preparatory activity for either quitting
smoking or increasing physical activity. The outcomes were interpreted based on the
guidelines by Landis and Koch [209] shown in Table B.6. We also determined Cohen’s
k between the optimal policies computed based on different samples drawn from the
same data type for exploratory purposes. This allowed us to draw conclusions about the
consistency of policies computed on a certain data type.

Implementation. We provide code to reproduce the analyses in Python.

RESULTS

Table 3.6 and Table 3.7 provide overviews of the mean effort and perceived motivational
impact per algorithm complexity level and measurement moment. As the reward was
computed based on the effort, the former gives an indication of the reward obtained by
the virtual coach for the four algorithm complexity levels. Furthermore, Table B.7 shows
the mean effort per activity and activity type. To give some intuition for the size of the
observed differences in Table 3.6 and Table 3.7, we can divide the largest change between

the first and last measurement moment for a complexity level by the standard deviation.

The resulting effect size is 0.14 based on an observed change of at most 0.40 for the effort,

and 0.20 based on an observed change of at most 0.66 for the perceived motivational impact.

Both effect sizes are at most small according to Cohen [97].

Table 3.6: Mean effort per algorithm complexity level and measurement moment.

Measurement moment

Complexity level 1 2 3 4

1: Best avg. reward 5.55(2.52) 5.49(2.74) 5.49 (2.94) 5.59 (2.88)
2: Best avg. reward in state 5.54 (2.54) 5.20 (2.84) 5.20(3.09) 5.46 (3.01)
3: Best Q-value 5.48 (2.56) 5.40 (2.94) 5.32(2.99) 5.88 (2.86)
4: Best similarity-weighted Q-value 5.45 (2.47) 5.13 (2.81) 5.29 (3.00) 5.11(3.12)

Standard deviations are provided in parentheses.
Effort was measured on a scale from 0 to 10.

Abbreviations: avg., average.



64 3 How — REINFORCEMENT LEARNING ALGORITHM FOR PERSUADING TO QUIT SMOKING

Table 3.7: Mean perceived motivational impact per algorithm complexity level and measurement moment.

Measurement moment

Complexity level 1 2

1: Best avg. reward 5.01(3.42)  5.20 (3.48)
2: Best avg. reward in state 4.83(3.61) 5.23(3.97)
3: Best Q-value 475(3.22)  5.40 (3.22)
4: Best similarity-weighted Q-value 4.64 (3.41)  5.05 (3.43)

Standard deviations are provided in parentheses.
Perceived motivational impact was measured on a scale from -10 to 10.

Abbreviations: avg., average.

H1: ALGORITHM EFFECTIVENESS

Between the two baseline sessions and the two sessions in which the algorithms were
active, the largest increase in effort was observed in complexity levels 1 and 3 (Figure 3.4A).
Quantifying these observations based on our Bayesian analysis, Table 3.8 reveals that
it is not worth betting against higher complexity levels leading to a larger increase in
effort, with the mean of the credible values showing a decrease of 0.05 in effort between
complexity levels 1 and 4 when the algorithms are active. The HDI thereby ranges from
-0.43 to 0.33, with only 39% and thus less than half of the credibility mass favoring higher
complexity levels leading to a larger increase in effort. However, a detailed examination of
Figure 3.4A suggests that there are differences between the two active sessions, which are
sessions 3 and 4. Specifically, complexity level 3 exhibits a change from an effort similar or
lower compared to level 1 in session 3 to the highest effort in session 4. Complexity level 4,
on the other hand, shows a decrease in effort between the two active sessions.
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- 6 _ ’ - - 6 == 1:Best avg. reward
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2 == 2 = in state
w Nr—i 2T i w — 3:Best Q-value
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4 4 . 4
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A) All people. B) Low involvement. C) High involvement.

Figure 3.4: Mean effort per session and algorithm complexity level.

These observations are found back when the fit model is extended with the session as
a predictor and specifically a three-way interaction effect between algorithm complexity,
algorithm activeness, and session. This fit model assigns a posterior probability of 0.70
to the hypothesis that the increase in effort between the two active sessions is larger for
higher complexity levels (Table 3.8). As a result, more than half of the credibility mass are
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in favor of this hypothesis. Similarly, we observe in Figure 3.5A that complexity level 3 is
accompanied by the largest increase in perceived motivational impact. Despite the increase
being lower for complexity level 4 than for level 3, there is hence additional support for the
first hypothesis. A Bayesian analysis confirms this (Table 3.8). More precisely, the posterior
probability that the increase in perceived motivation impact is larger for higher complexity
levels is 0.67. In other words, more than half of the credibility mass support this.
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Figure 3.5: Mean perceived motivational impact when the algorithms are off/on per algorithm complexity level.

We also conducted separate analyses for people with high and low involvement in
their activities for exploratory purposes. The mean effort is higher for people with high
involvement (Figure 3.4C) than for those with low involvement (Figure 3.4B). For the high
involvement subgroup, complexity level 1 shows the largest increase in effort between the
two baseline and the two active sessions (Figure 3.4C). Quantitatively, the mean credible
value is -0.20 with a posterior probability of only 0.20 that this increase is larger for higher
complexity levels (Table 3.9). Again, however, complexity level 3 is associated with the
largest increase in effort between the two active sessions (Figure 3.4C). This matches
the quantitative results, according to which the posterior probability in favor of higher
complexity levels leading to a larger increase in effort between the two active sessions is
0.96, a "good bet - too good to disregard” (Table 3.9). For people with low involvement, on
the other hand, complexity level 1 is associated with the largest drop in effort between the
two baseline and the two active sessions (Figure 3.4B). While this quantitatively leads to a
posterior probability of 0.67 for higher complexity levels leading to a larger increase in
effort (Table 3.9), none of the algorithm levels is very effective for this subgroup. Regarding
the increase in effort between the two active sessions, complexity level 2 performs best but
is still hardly effective in session 4 (Figure 3.4B). Therefore, based on our Bayesian analyses,
it is not worth betting against higher complexity levels leading to a larger increase in effort
between the two active sessions for this subgroup due to a posterior probability of 0.26.

Next, we conducted an exploratory analysis of the perceived motivational impact
in the two subgroups. For people with high involvement (Figure 3.5C), the perceived
motivational impact is much higher than for people with low involvement (Figure 3.5B).
Thereby, complexity levels 3 and 4 show a larger increase in perceived motivational impact
than levels 1 and 2 for the high involvement subgroup (Figure 3.5C). Given that this is the
case only for complexity level 3 when both subgroups together are considered (Figure 3.5A),
there seems to be more support for higher complexity levels leading to a larger increase
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in perceived motivational impact for people with high involvement. Quantitatively, the
posterior probability in favor of this is 0.87, which can be qualified as a casual bet (Table 3.9).
However, in contrast to the high involvement subgroup, we do not find much support for
this for the low involvement subgroup. Neither of the four complexity levels is associated
with an apparent increase in perceived motivational impact and instead levels 1 and 4
suggest even a slight decrease (Figure 3.5B). The posterior probability of 0.16 confirms this.
In other words, it qualifies as a casual bet against higher complexity levels leading to a
larger increase in perceived motivational impact for this subgroup (Table 3.9).

H2: SIMILARITY OF OPTIMAL PERSUASION STRATEGIES

Table 3.10 shows fair to moderate agreement between the policies computed based on
both activity types together on the one hand and activities solely for quitting smoking or
increasing physical activity separately on the other hand for the non-baseline algorithm
complexity levels. The agreement thereby tends to be much stronger for algorithm com-
plexity level 3 and for physical activity also for algorithm complexity level 4. For reference,
an upper limit of agreement was calculated by examining the agreement between policies
computed from samples drawn from the same data set. This upper limit is moderate
agreement for all three complexity levels.

Table 3.10: Cohen’s k for algorithm complexity levels 2 to 4 after computing the optimal policies based on different
types of data. The types of data result from splitting the data based on the activity type, or using the data on both
activity types together.

Data type Complexity level
1 2 2 3 4
MAIN ANALYSES
Smoking cessation Both 0.33 036 0.26
Physical activity increase  Both 0.29 049 048

REFERENCE ANALYSES

Both Both 0.60 0.54 0.58
Smoking cessation Smoking cessation 054 056 042
Physical activity increase  Physical activity increase 0.51 0.57 0.59

DiscussioN AND CONCLUSION

The presented longitudinal study examined the effectiveness of subsequently adding the
consideration of states, future states, and the similarity of people to a personalized RL
algorithm for persuading people to do preparatory activities for quitting smoking and
increasing physical activity. The findings provide some support that people’s reported
motivation is positively affected by using higher algorithm complexity levels. The effort
people spent on the activities also provides some support. Here, however, the overall
advantage of using more algorithm elements becomes apparent only after some time, and
initially, there seems to be no positive impact. This is reflected by the three-way interaction
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effect in Table 3.8 and also visible in the increase in effort between session 3 and 4 for
complexity level 3 in Figure 3.4A. Looking at the algorithm complexity levels separately,
the level that considers current and future states by choosing a persuasion type with
the highest Q-value seems most successful in moving people to future states in which
they can be persuaded better. Support for this is even stronger for people who found the
suggested activities most useful. An explanation may be that the persuasive messages
have a stronger and more persistent impact on people with high activity involvement.
According to the elaboration likelihood model, high involvement in an issue makes it more
likely that messages are processed in detail [229]. Such in-depth processing in turn is more
likely to have a persistent impact [298].

Extending the algorithm by weighting observed data samples based on the similarity
of people did not perform well in this study. Specifically, the results suggest that the fourth
algorithm complexity level that additionally considers the similarity of people based on
their TTM-stage for becoming physically active and Big-Five personality is associated
with a lower effort spent on the activities than the third level. This shows that increased
personalization can be harmful, even if it is informed by literature, as in our case. One reason
could be the necessity of using more domain-specific similarity variables such as quitter
self-identity [235]. Future work can use our published data to determine whether such
similarity variables are relevant in our domain. Moreover, while we computed similarity
based on the Euclidean distances between vectors of user characteristics, other distances
such as the cosine distance could be used (see Ontafion [283] for an overview).

Another interesting observation is that the impact of using higher algorithm complexity
levels for people with low activity involvement appears to be not zero but in fact negative
for the increase in effort between the two active sessions and the perceived motivational
impact. This suggests that choosing persuasion types based on higher algorithm complexity
levels is worse for this subgroup than doing so based on lower ones. The reason might
be a novelty effect [101, 333]. A novelty effect arises because people are initially curious
about a new system or technology and have high expectations. However, this curiosity and
perceived usefulness fade over time as people become aware of the system’s limitations.
Applying this novelty effect to our study, participants likely had high expectations about
the system’s capability to help them prepare to quit smoking at the beginning. Afterward,
the perceived usefulness of the approach may have decreased for some people as their
expectations were not met. However, since we used the data gathered in the first two
sessions as training data for the persuasion algorithms, the algorithms were trained mainly
based on people who thought the system was useful. This likely lowered the performance
of our algorithms overall, but especially the performance of higher algorithm complexity
levels for people with low activity involvement. This is the case because these higher
algorithm complexity levels were fit more tightly to the data gathered from people with
high activity involvement in the first two sessions. An important implication for future
work is that it may be relevant to consider when a data sample was gathered during the
behavior change process. Especially when persuasive attempts are made over a long time,
might it be beneficial to give a lower weight to samples collected at the beginning of the
interaction with the system. Furthermore, since people’s preferences can also change over
time [382], the weights for later samples need to be chosen carefully as well.

As to our second hypothesis, we see some agreement between the persuasion types
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chosen based on all collected data and the ones chosen based on data for only quitting
smoking or increasing physical activity. This lends some support to transferring knowledge
between these two activities types. Yet, we find that the agreement tends to be higher
between optimal policies computed based on different samples of the same data type.
This suggests that the algorithm could be improved by considering the activity type in
the optimal policy computation. One reason for the lower agreement between optimal
policies computed based on different data types might be that the involvement in the two
activity types differed. We observed, for example, that people put overall less effort into
activities for physical activity increase than ones for smoking cessation (Table B.7). Since
the effort in our study was lower for people with low involvement in the activities, the
processing of messages for the two activity types may have been different. Potentially,
the link between becoming more physically active and quitting smoking could be made
more evident. Besides higher agreement between optimal policies computed on the same
data type, we also find that higher agreement between optimal policies computed based on
different data types is achieved for algorithm complexity level 3 and for physical activity
also for level 4. Thus, incorporating future states in algorithm complexity levels 3 and 4 and
using people’s TTM-stage for becoming physically active to weigh the observed samples
in algorithm complexity level 4 appears to have helped capture the difference between the
two activity types. It would be interesting to see in future work if other state or similarity
variables could further improve upon this.

Besides the ideas mentioned above, there are many further directions for extending
our work. First, it is interesting to think about the choice of reward signal. We want that
people do their preparatory activities more thoroughly, so that they are better prepared
for quitting smoking, so that they better achieve and maintain abstinence from smoking.
While the more distal outcome measures in this chain capture the actual behavior we
want to see, using them as reward signal to compare the four algorithm complexity levels
leads to several challenges. This includes the time until we receive the signal (e.g., it may
take several months or years before we know whether somebody has maintained their
abstinence) and the signal’s noisiness (e.g., a cancer diagnosis a year from now can also
affect abstinence maintenance). In the case of being prepared for quitting smoking, an
additional challenge is how this "preparedness” can be measured given that the activities
differ in what they are meant to achieve, be it increasing self-efficacy or removing smoking
cues. Certainly, several questions could be asked, but the number of questions should be
kept low in light of the already low adherence rates for eHealth applications. Since the
links in the chain from thoroughly doing preparatory activities to successful maintenance
of smoking abstinence have already been supported by other literature (e.g., [243]), we
thus chose the effort people spent on their activities as a more proximal reward signal.
Notably, however, an even more proximal reward signal could be added. This is because
our results suggest that with motivation, one of the predictors of behavior is increased to a
greater extent if future states are taken into account. A combination of effort and perceived
motivational impact could thus be used. Hiraoka et al. [161], for instance, use a reward
signal that combines user satisfaction, the success of persuasion, and the naturalness of
system utterances. It may also be worthwhile to add a more objective measures of behavior
than self-reported ones such as the effort in our study. This may, however, not be feasible
for some (parts of) activities, such as placing a rule for not smoking in a place one can see




70 3 How — REINFORCEMENT LEARNING ALGORITHM FOR PERSUADING TO QUIT SMOKING

every day.

Another direction for future work is to use our learned policy as a starting point and
subsequently adapt to single individuals by focusing on their personal samples (rather than
samples from similar people as in our fourth complexity level). The reason is that research
has shown that the way people respond to a persuasive attempt is a good predictor of how
they will respond to the same attempt in the future [183, 249, 331, 383]. Moreover, it may be
important to consider the impact repeated actions can have. Repeatedly sending the same
persuasion type may make it less effective [360], but could also help to strengthen the link
between cue and response for action planning [338] or to scrutinize arguments objectively
[76]. One interesting study in this regard is the one by Mintz et al. [249], which considers
the effects both of repeating a message and of subsequently not sending the message for
some time. Lastly, another avenue for future work is to ensure that the algorithms are
ethical. For instance, it may not be ethical to choose a persuasion type that is predicted to be
effective while at the same time lowering a person’s self-efficacy. One way to incorporate
such values or norms may be to learn a separate constrained policy from ethical examples
[269] or expert preferences [92]. Other relevant issues are user trust, user privacy, and low
bias [400].

On a higher level, our results show us that the impact of message-based persuasion
algorithms on predictors of behavior and behavior itself is small. For example, the mean
perceived motivational impact when the algorithms are active does not differ by more than
0.35 (Cohen’s d=0.10) between the four algorithm complexity levels (Figure 3.5A). This
qualifies as less than a small effect size according to Cohen [97]. Similarly, the mean effort
for session 3 does not differ by more than 0.29 (Cohen’s d=0.10) between the four algorithm
complexity levels (Figure 3.4A). While other persuasive messages could have a larger effect,
our findings are in line with other work. Kaptein et al. [183], for instance, found that
the difference between a random and a tailored persuasive message with regards to the
number of daily consumed snacks is 0.08 for a single persuasive attempt. Similarly, de Vries
[106] saw that self-reported physical activity increases over time for both a tailored and a
random message condition, with the physical activity being slightly but not significantly
higher for the tailored condition. While the results of de Vries [106] and the snacking study
of Kaptein et al. [183] were based on relatively small sample sizes of overall 47 and 73
participants, respectively, our results now show that the impact of persuasion algorithms
on behavior is small even when conducting a large-scale experiment with at least 129
participants per condition and a resulting power of at least 0.78. Arguably, the impact
of persuasion algorithms has been found to increase over time in both our experiment
and the snacking study of Kaptein et al. [183]. More research is needed to test whether
and how this increase in effectiveness occurs when persuasive attempts are made over
more extended periods such as weeks or months. Even though the dangers of message
amplification have been pointed out in various contexts such as social media [328], it is
not yet well understood how and to which extent it influences actual behavior.

Given the so far limited impact of persuasive messages, an alternative may be to strate-
gically persuade people through an entire dialog (e.g., [161], [329]). In addition, one could
aim to further increase the processing of the persuasion by using multi-modal forms of
persuasion (e.g., [379, 382, 388]). This choice of modalities can also be learned [132]. Alter-
natively, one could optimize the suggested behavior rather than the persuasive message.
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Our results show, for example, that the mean effort for the most effective complexity level
in session 3 is by 2.84 (Cohen’s d=0.95) higher for people with high than for people with low
involvement in their activities (Figure 3.4). In contrast to the difference between complexity
levels, this qualifies as a large effect size [97]. Relevant approaches in this regard are ones
to optimize suggested step goals [5, 402], activities for elderly people [100], physical [313]
or learning [95] activities, or breast cancer screening recommendations [42].

In conclusion, we have presented a personalized RL-based persuasion algorithm and
systematically tested the effectiveness of the algorithm components. Our results support
the importance of taking states and future states into account to persuade people again. We
expect that future work can build on these results to improve persuasion algorithms further.
We make the dataset on 2,366 persuasive messages sent to 671 people publicly available to
facilitate this. Given the sparsity of public datasets in this field and the expensive nature
of collecting data on human behavior, we think this helps those wishing to develop new
algorithms or to test existing ones. For the field of behavior change, our dataset provides the
effectiveness of different activities based on the effort people spent on them. This shows, for
example, that the link between increasing physical activity and quitting smoking needs to
be made more evident for participants. In addition, our results lend support to the COM-B
model of behavior change, as state variables derived from this model showed to help predict
behavior. Thus, our study can be seen as a successful example of combining computer
science and behavior change theories to test behavior change theories in a large-scale
experiment [246]. Given the fruitful insights for both fields, we encourage further work at
their intersection.
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PERSUADING TO PREPARE FOR
QUITTING SMOKING WITH A
VIRTUAL COACH: USING STATES
AND USER CHARACTERISTICS TO
PREDICT BEHAVIOR

Despite their prevalence in eHealth applications for behavior change, persuasive messages
tend to have small effects on behavior. Conditions or states (e.g., confidence, knowledge,
motivation) and characteristics (e.g., gender, age, personality) of persuadees are two promising
components for more effective algorithms for choosing persuasive messages. However, it is not
yet sufficiently clear how well considering these components allows one to predict behavior
after persuasive attempts, especially in the long run. Since collecting data for many algorithm
components is costly and places a burden on users, a better understanding of the impact of
individual components in practice is welcome. This can help to make an informed decision on
which components to use. We thus conducted a longitudinal study in which a virtual coach
persuaded 671 daily smokers to do preparatory activities for quitting smoking and becoming
more physically active, such as envisioning one’s desired future self. Based on the collected
data, we designed a Reinforcement Learning (RL)-approach that considers current and future
states to maximize the effort people spend on their activities. Using this RL-approach, we
found, based on leave-one-out cross-validation, that considering states helps to predict both
behavior and future states. User characteristics and especially involvement in the activities,
on the other hand, only help to predict behavior if used in combination with states rather

[2) Nele Albers, Mark A Neerincx, and Willem-Paul Brinkman. Persuading to prepare for quitting smoking with
a virtual coach: Using states and user characteristics to predict behavior. In Noa Agmon, Bo An, Alessandro
Ricci, and William Yeoh, editors, Proceedings of the 2023 International Conference on Autonomous Agents and
Multiagent Systems, AAMAS 2023, London, United Kingdom, 29 May 2023 - 2 June 2023, pages 717-726. ACM, 2023.
doi: 10.5555/3545946.3598704.
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than alone. We see these results as supporting the use of states and involvement in persuasion
algorithms. Our dataset is available online.

INTRODUCTION

Recent years have seen a surge of eHealth applications for behavior change (e.g., [125, 227,
237]), which provide behavior change support over the Internet or connected technologies
such as apps and text messaging. Such applications often ask their users to do activities such
as setting a goal, planning a running route, or watching an educational video. Persuasive
messages are commonly used to motivate users to do these activities. For example, users
may be reminded that doing an activity is in line with their decision to change their
behavior. However, the effect of single persuasive attempts on behavior tends to be small
(e.g., [20, 106, 183]).

Several studies have tried to increase the effectiveness of a persuasive attempt. One
way is to consider the current state people are in (e.g., confidence, knowledge, motivation).
Such a state describes a person’s condition or status at a certain time that is relatively
stable with regards to its elements [37]. Di Massimo et al. [111] and Klein et al. [198], for
instance, account for people’s self-efficacy when selecting messages for behavior change.
Doing so is in line with behavior change theories, which posit that behavior is influenced
by people’s current state (e.g., [6, 242]). Yet, behavior in turn can also influence people’s
states. For example, verbally persuading people [353] or improving their mood [189] may
increase their self-efficacy. Intuitively, we want to persuade people in such a way that they
move to a state in which they are more likely to be successfully persuaded again. One
framework that allows one to consider both current and future states is Reinforcement
Learning (RL). RL with consideration of states has been applied to adapting the framing of
messages for inducing healthy nutritional habits [81] or the affective behavior of a social
robot teacher [145]. However, it is not yet sufficiently clear how persuasive attempts affect
behavior and future states, especially after a sequence of these attempts.

An alternative to considering people’s current state when choosing a persuasive strategy
is to consider their characteristics such as gender, personality, and involvement in an issue.
While previous work has found such characteristics to play a role (e.g., [106, 182, 229]),
little work has comprehensively compared the use of user characteristics to the one of
states. In addition, it may be helpful to combine these two approaches: behavior after
applying a persuasive strategy in a state may differ based on user characteristics.

Our goal thus is to shed light on the effects of considering algorithm components
such as states, user characteristics, or both when choosing a persuasive strategy. While
previous work has tested algorithms with such components (e.g., [145, 165]), we do not
yet understand the effects of individual algorithm components in practice. Therefore,
rather than developing a new algorithm and comparing it to existing ones, we want to
first get a better understanding of the practical impact of algorithm components. This can
enable informed decisions on which components to include, which is desirable due to the
larger amount of human data that needs to be collected when more components are used.
Collecting more human data is costly and places a burden on users of eHealth applications
that is unlikely to benefit the already low adherence rates to these applications. If data is
explicitly collected by means of questions, people are likely to stop using the application if
many questions are asked. For example, Pommeranz et al. [302] saw that more cognitively
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demanding preference elicitation methods were seen as more effortful and liked less, which
is negatively associated with technology use [377]. Moreover, while implicit data collection
methods such as sensors have the potential to collect high-quality data less obtrusively,
they often do not yet succeed at this. Yang et al. [395], for instance, found in the context of
smoking cessation that improvements in sensing technology are needed to obtain higher
data quality, lower the burden to users, and increase adherence.

Thus, to get a better understanding of the effects of algorithm components, we con-
ducted a study in which smokers interacted with the text-based virtual coach Sam in up to
five sessions. In each session, Sam assigned people a new preparatory activity for quitting
smoking together with a persuasive strategy. The goal of these activities was to prepare
people for change, which is typically done at the start of a behavior change intervention to
increase the likelihood of successful change. Half of the activities targeted becoming more
physically active as this may facilitate quitting smoking [152, 368]. In the next session,
Sam asked about the effort people spent on their activity to measure their behavior. To
determine people’s states, Sam asked questions about people’s capability, opportunity, and
motivation to do an activity. Each pair of states from consecutive sessions forms a transition
sample that we used to predict states after persuasive attempts. Moreover, we measured
32 characteristics covering demographics, smoking and physical activity, personality, and
involvement in the activities. Based on the resulting 2366 transition samples from 671
people, we compared the effectiveness of considering states, user characteristics, or both
for predicting behavior after persuasive attempts. In addition, we used simulations to
assess the long-term effects of optimally persuading people based on an RL-approach that
considers current and future states to maximize the effort people spend on their activities.

This chapter’s contribution is evidence supporting the use of states derived from behav-
ior change theories as well as people’s overall involvement as components in persuasion
algorithms. Following the stages in the development of technological health interventions
defined by Brinkman [68], this justifies research on including these components in a full
intervention as a next step.

BACKGROUND

PERSUASIVE STRATEGIES

Several sets of persuasive strategies have been defined. For example, Oinas-Kukkonen and
Harjumaa [276] distinguish persuasive strategies such as social comparison and competi-
tion, Cialdini [93] defines six persuasive strategies such as authority, Fogg [131] differenti-
ates between persuasive strategies related to “technology as a tool” (e.g., self-monitoring)
and those related to “technology as a social actor” (e.g., language cues), and Consolvo et al.
[98] describe nine persuasive strategies such as credibility. Such persuasive strategies are
meant to directly influence people’s motivation [242]. In addition, there are strategies
that are meant to influence motivation indirectly by, for example, restructuring a person’s
environment. Examples include action and coping planning [347]. Notably, many of these
persuasive strategies can be implemented in several ways. For instance, there are different
ways of framing messages (e.g., [83, 351]) and communication modalities (e.g., [379, 382]).
In this work, we focus on persuasive strategies that can be implemented in a text-based
virtual coach that supports a single person in their behavior change process, without
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requiring external elements such as sensor data or peers. We thereby interpret the term
persuasion broadly to also include strategies that influence motivation indirectly.

STATES

Persuasive strategies are not equally effective in all circumstances: the context of a persua-
sive attempt matters [34, 277]. One way to describe the context is the state a persuadee is
in. For example, the effectiveness of different health messages depends on a persuadee’s
self-efficacy [54], and the processing of messages depends on a persuadee’s mood [60, 131].
Several of these state features have been formalized as influencing behavior in behavior
change theories. One such theory is the behavior change wheel [242], at whose center
lies the Capability-Opportunity-Motivation-Behavior (COM-B) model of behavior. This
COM-B model is an overarching causal model of behavior, according to which a person’s ca-
pability, motivation, and opportunity determine their behavior. Capability includes having
the necessary knowledge and skills, motivation considers the brain processes influencing
behavior, and opportunity captures factors outside of an individual such as support from
one’s social environment. The COM-B model is overarching in the sense that components
of other behavior change theories can be mapped to it. For example, Fogg’s behavior
model specifies that ability, motivation, and a trigger need to come together for behavior
to happen [131]. Ability can be mapped to “Capability” in the COM-B model, motivation
to “Motivation,” and the trigger to “Opportunity.” The COM-B model thus provides an
indication of which information about a persuadee’s state needs to be considered to predict
behavior after persuasive attempts. One question we pose hence is:

Q1: How well can states derived from the COM-B model predict behavior after persuasive
attempts?

FUTURE STATES

In the COM-B model, a person’s capability, opportunity, and motivation influence their
behavior, and the behavior in turn influences their capability, opportunity, and motivation.
Thus, behavior influences people’s future states. This effect of behavior on a person’s state
has also been studied in the context of persuasion. For instance, Steward et al. [351] found
that the framing of messages influences their effect on self-efficacy, and Carfora et al. [80]
saw that the message type affects a person’s intention to act, anticipated regret, and attitude
towards behavior. Thus, persuasive strategies differ in their effect on a persuadee’s state.
Ideally, we would choose a persuasive strategy that positively influences a persuadee’s
state by, for example, increasing motivation. To do so, we need to be able to predict not
just the behavior, but also the state after a persuasive attempt. We thus investigate the
following question:

Q2: How well can states derived from the COM-B model predict states after persuasive
attempts?

Ideally, a persuasive attempt moves a person to a future state in which they are more
likely to be successfully persuaded again. Since capability, opportunity, and motivation
determine behavior, the goal is that each person ultimately moves to, and then stays in, a
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state with high values for these predictors of behavior. We, therefore, want to examine
what happens to people’s states after a sequence of persuasive attempts in the ideal case.
The ideal case is that we always use the optimal persuasive strategy:

Q3: What is the effect of (multiple) optimal persuasive attempts on persuadees’ states?

Being able to predict states may help to choose effective sequences of persuasive strate-
gies, but how is behavior affected by using sequences of optimal persuasive strategies?
And importantly, how much does it matter what a virtual coach says? Hence, we pose the
following question:

Q4: How do optimal and sub-optimal persuasive attempts compare in their effect on
behavior?

USER CHARACTERISTICS

Considering people’s states is one way to capture their differing responses to persuasive
strategies - considering user characteristics is another. With user characteristics we mean
information about a user that changes, if at all, very slowly and irrespective of persuasive
attempts. Kaptein and Eckles [182], for instance, showed that age, gender, and personality
may influence which of the persuasive strategies by Cialdini [93] is most effective. Several
other works have confirmed the influence of user characteristics such as the stage of
behavior change [106], personality [32, 106, 154, 288, 398], age and gender [257], cultural
background [289], and how people approach pleasure and pain [85]. Another potentially
important user characteristic is involvement. According to the Elaboration Likelihood
Model (ELM) [298], messages are more likely to be processed in detail when people are
highly involved in an issue [229]. Such in-depth processing in turn is more likely to have a
persistent effect [298]. Predicting the effectiveness of persuasive attempts based on user
characteristics has the advantage that we need to collect data less often: in contrast to
states, we do not need to gather this data before each persuasive attempt. We thus pose
the following question:

Q5: How does predicting behavior based on user characteristics compare to doing so based
on states?

Rather than replacing states with user characteristics, one may also use both states and
characteristics. For instance, Steward et al. [351] showed that a person’s need for cognition
influences the effect of message types on self-efficacy. Thus, user characteristics may have
an effect on the states after persuasive attempts. Intuitively, one would expect people who
are more similar with regard to these user characteristics to respond more similarly to
persuasive attempts. We, therefore, investigate the following question:

Q6: How does incorporating users’ similarity based on characteristics, besides the consid-
eration of states, improve the prediction of behavior?
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METHODOLOGY

To answer our research questions, we developed the virtual coach Sam that persuaded
people to do preparatory activities for quitting smoking based on an RL-algorithm. This
algorithm for choosing persuasive strategies aimed to maximize the effort people spend
on their activities over time. Data for the algorithm was collected in a longitudinal study.
The data and analysis code underlying this chapter as well as the Appendix can be found
online [24].

VIRTUAL COACH

We implemented the text-based virtual coach Sam that helped people prepare for quitting
smoking and becoming more physically active in conversational sessions. In each session,
Sam randomly proposed to users a new preparatory activity for quitting smoking or
becoming more physically active such as tracking one’s smoking behavior. These activities
were based on components of the StopAdvisor smoking cessation intervention [243] and
future-self exercises [236, 295]. After proposing the activity, Sam asked questions to
determine a user’s current state. This state was used as input for choosing how to persuade
the user to do the activity. In the next session, Sam asked about users’ experience with
their activity and the effort they spent on it. Throughout the dialog, Sam used techniques
from motivational interviewing [59] such as giving compliments for spending a lot of
effort on activities and otherwise expressing empathy. Empathy can also facilitate forming
and maintaining a relationship with a user [57], which can support behavior change
[400]. Moreover, based on discussions with smoking cessation experts, Sam maintained
a generally positive and encouraging attitude while trying to avoid responses that may
be perceived as too enthusiastic [135]. The implementation of the virtual coach, based
on Rasa and Rasa Webchat, can be found online [9]. The structure and an example of the
conversational sessions as well as examples of the activities are available in the Appendix.

PERSUASION ALGORITHM

For each persuasive attempt, Sam chose a persuasive strategy based on its learned policy.
In the next session, the user provided Sam with feedback by reporting the effort they
spent on their activity. Formally, we can define our approach as a Markov Decision
Process (MDP) (S, A, R, T, y). The action space A consisted of different persuasive strategies,
the reward function R : Sx AxS — [—1,1] was determined by the self-reported effort,
T : Sx AxS — [0,1] described the transition function, and the discount factor y was set
to 0.85 to favor rewards obtained in the near future over rewards obtained in the more
distant future. The intuition behind this value for y was that while we wanted to persuade
a user over multiple time steps successfully, a failed persuasive attempt in the near future
could cause a user to become less receptive to future ones or even to drop out entirely:
early success might encourage people to continue [35]. The finite state space S described
the state a user was in and was captured by answers to questions about a user’s capability,
opportunity, and motivation to perform an activity [245]. The goal of an agent in an
MDP is to learn an optimal policy 7* : S — II(A) that maximizes the expected cumulative
discounted reward E[Z‘f ytr,] for acting in the given environment. The value function
V7 : § — R describes the expected cumulative discounted reward for executing 7 in state s
and all subsequent states. V* denotes the value function if 7 = 7*. Figure 3 in the Appendix
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illustrates the algorithm idea.

State space. In each session, users provided answers to questions about their capability,
opportunity, and motivation to do preparatory activities (e.g., “I feel that I need to do
the activity”) on 5-point Likert scales. These questions were based on the COM-B self-
evaluation questionnaire [245] with an additional question about self-efficacy based on
Sniehotta et al. [346] to assess motivation (see Table 2 in the Appendix). To use the time
and effort of users efficiently, we only asked those questions that we envisioned to differ
between people for our domain. We transformed the questions to binary features based
on whether a value was greater than or equal to the feature mean (1) or less than the
feature mean (0). To further reduce the size of the state space, we used our collected data
to select three out of eight features in a way that was inspired by the G-algorithm [88].
This involved iteratively selecting the feature for which the Q-values were most different
when the feature is 0 compared to when the feature is 1. Besides the reduction in state
space size, this feature selection also has the benefit that fewer questions would need to be
answered by users in practice. The three chosen features were 1) whether users felt like
they wanted to do an activity, 2) whether they had things that prompted or reminded them
to do an activity, and 3) whether they felt like they needed to do an activity. The resulting
state space had a size of S| = 23 = 8. We denote states with binary strings such as 001 (here
the first and second features are 0 and the third feature is 1).

Action space. Five persuasive strategies formed the action space: authority, commitment,
and consensus from Cialdini [93], action planning [153], and no persuasion. The first
three persuasive strategies consisted of a persuasive message (e.g., “Experts recommend
(doing activity) to (positive impact o f activity)”) and a subsequent reflective question
(e.g., “Which other experts, whose opinion you value, would agree with this?”). The latter
was meant to increase the in-depth central processing of the persuasive message. According
to the ELM, such high-effort central processing of messages leads to attitudes that are
more likely to be persistent over time, resistant to counterattack, and influential in guiding
thought and behavior [298]. Persuasive messages were based on the validated messages
from Thomas et al. [360]. For action planning, users were asked to create an if-then plan
for doing their activity based on the formulation by Sniehotta et al. [346]. Yet, rather than
asking users to enter their action plans in a table, the virtual coach prompted them to create
an if-then plan of the form “If (situation), then I will (do activity)” based on Chapman
et al. [89]. For the first four persuasive strategies, a message that reminded people of their
new activity after the session also contained a question based on the persuasive strategy.
These reminder questions were based on the ones by Schwerdtfeger et al. [338]. Repeating
a persuasive attempt can also increase in-depth central processing [298]. Examples of
persuasive messages and reflective questions are given in the Appendix.

REWARD

In sessions 2-5, participants were asked about the overall effort they spent on their last
activity on a scale from 0 to 10, adapted from Hutchinson and Tenenbaum [170]. Based on
the mean effort ¢, the reward r € [—1,1] for an effort e was computed as follows:
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e . _
-1+% ife<e
—_ 10—e . =
r=311-1= ife>e
0 otherwise.

The idea behind this reward signal was that an effort that was equal to the mean was
awarded a reward of 0, and that rewards for efforts greater and lower than the mean were
each equally spaced.

DATA COLLECTION

Study. We conducted a longitudinal study in which people interacted with Sam in up to
five conversational sessions between 20 May 2021 and 30 June 2021. The Human Research
Ethics Committee of Delft University of Technology granted ethical approval for the
research (Letter of Approval number: 1523). Before the collection of data, the study was
preregistered in the Open Science Framework (OSF) [14]. Participants were recruited from
the online crowdsourcing platform Prolific. Eligible were people who were contemplating
or preparing to quit smoking [112], smoked tobacco products daily, were fluent in English,
were not part of another intervention to quit smoking, had an approval rate of at least
90% and at least one previous submission on Prolific, and provided informed consent.
Participants were persuaded randomly in the first two sessions. Afterward, participants
were split into four groups, each of which was persuaded based on a different policy. We
provide details on these policies in Table 5 in the Appendix. 760 people started the first
session, and 518 people successfully completed session 5 (see Figure 3 in the Appendix).
Participant characteristics such as age and education level are shown in Table 6 in the
Appendix.

Data. We gathered 2366 (s, a,r,s”)-samples from 671 people, where s is the state, a the
action, r the reward, and s’ the next state. Besides these transition samples, we also col-
lected data on user characteristics. This includes 31 pre-characteristics (i.e., characteristics
measured before any persuasive attempt) covering demographics, smoking, physical activ-
ity, personality, and need for cognition. Moreover, we measured users’ overall involvement
in their assigned activities after the five sessions. Due to dropout, we obtained involvement
data for only 500 participants. The Appendix provides more information on the user
characteristics we measured.

RESULTS

We now investigate each of our six research questions. For each research question, we
first describe our setup, followed by our findings and the resulting answer to the research
question.

Q1: How well can states derived from the COM-B model predict behavior after
persuasive attempts?

Setup. Knowing the state a persuadee is in may help to predict their behavior after
persuading them with different persuasive strategies (i.e., actions). The behavior in our
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case is the effort people spend on their preparatory activities, which is captured by our
reward function. We compared two approaches for predicting the reward: 1) the mean
reward per action, and 2) the mean reward per action and state. We used leave-one-out
cross-validation for the 671 participants with at least one transition sample to compare the
two approaches based on the mean L, -error and its Bayesian 95% credible interval (CI) [279]
per state. In contrast to classical confidence intervals, Bayesian CIs provide information
on the most likely values (i.e., a likely range) [164]. We regard non-overlapping 95% Cls
as a credible indication that values are different, both for this research question and the
subsequent ones.
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Figure 4.1: Left axis: Mean L;-error with 95% CIs for predicting rewards based on 1) the mean reward per action
and 2) the mean reward per action and state. Right axis: Mean reward overall and per state.

Findings. Considering the state tends to result in lower L;-errors for predicting the
reward than not considering the state (Figure 4.1). This makes sense, as the mean reward
strongly differs between states. For example, while state 000 has a mean reward of -0.52,
state 111 has one of 0.25 (see the red line in Figure 4.1). In such states with mean rewards
much lower or higher than the overall mean reward, the advantage of considering states
for the reward prediction is pronounced with the 95% Cls for the two approaches not
overlapping. This provides a credible indication that considering states performs better.
For states with mean rewards more similar to the overall mean reward, on the other hand,
the 95% ClIs for the two approaches tend to overlap. So there is no credible indication that
one of the two approaches is better for those states.

Answer to Q1. Considering the state a persuadee is in helps to predict the effort they
spend on an activity, as long as the state is one in which people tend to spend much less or
more effort on activities than on average. Using features derived from the COM-B model,
we obtained such states.

E
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Q2: How well can states derived from the COM-B model predict states after
persuasive attempts?

Setup. Ideally, we want to persuade a person in such a way that they move to a state in
which they are likely to again be persuaded to spend a lot of effort on an activity. Therefore,
we need to be able to predict the state after a persuasive attempt. Using leave-one-out cross-
validation, we compared three approaches for predicting the next states for the samples
from the left-out person: 1) assigning an equal probability to all states, 2) predicting that
people stay in their current state, and 3) using the transition function estimated from the
training data. We compared the three approaches based on the mean likelihood of the next
state and its 95% CI per state. A higher likelihood suggests that next states can be predicted
better.
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Figure 4.2: Comparison of three approaches to predicting next states with regards to the mean likelihood of next
states with 95% Cls for each state.

Findings. Figure 4.2 shows that considering the current state, by either predicting that
people stay in their current state or assigning a probability to next states based on the
estimated transition function, leads to a higher mean likelihood of next states than assigning
an equal probability to all next states. This shows that state transitions do not occur
uniformly at random. Notably, predicting that people stay in their current state leads to the
highest mean likelihood of next states in three of the eight states. These states are states
000, 010, and 111. In each of these states, the mean for predicting that people stay in their
current state is highest and the corresponding 95% CI does not overlap with the ones for
the other two approaches. This shows the high probability of staying in those three states,
which are states with either very low or very high mean rewards (Figure 4.1).

Answer to Q2. Our results show that considering the current state a persuadee is in helps
to predict their next state after a persuasive attempt. For persuadees who are in states in
which people tend to spend very little or very much effort on their activities, this next state
tends to be the same as the current one. This means that if we just persuade people as we
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did in the study used to collect data, we will have limited success in moving people from
low-effort to higher-effort states. Though once people are in higher-effort states, they are
likely to stay.

Q3: What is the effect of (multiple) optimal persuasive attempts on persuadees’
states?

Setup. We would like that people ultimately move to the states in which they are most
likely to be persuaded to spend a lot of effort on activities. Starting from an equal distribution
of people across the states, we calculated the percentage of people in each state after
following the optimal policy 7™ for a certain number of time steps. 7* was computed via
value iteration based on all gathered samples. Table 7 in the Appendix shows z*.

Findings. Figure 4.3 depicts the transition function under ™. It is evident that people
tend to move to better states or stay in the best state (blue lines). With better states we
mean states with higher V*. In fact, for each state, there is a probability of at least |—§‘ that a
person moves to a better state. And once people have reached the best state, which is state
111, there is a high probability of 0.8 that they stay there. However, there are some red lines
in Figure 4.3 as well. These lines show that people sometimes move to worse states or stay
in the worst state after being persuaded based on 7*. This happens especially for states
with lower V* such as states 000 and 010. For both of these states, there is also a relatively
high probability of staying in them. For example, there is a probability of 0.41 that people
stay in state 000 once there. Yet, people can also move from states with relatively high V*
to states with low V*. For state 011, for instance, there is a probability of 0.22 that people
move to the lower-value state 010.

Besides the short-term effects of following 7*, we are also interested in the long-term
effects when using multiple persuasive attempts. The results of simulating transitions for
applying 7* for up to 20 time steps are shown in Figure 4.4. It is evident that compared to
the initial state distribution with an equal number of people in each state, more people are
in state 111 and fewer people in all other states after 20 time steps. Given that state 111 is
the state with the highest value, people thus tend to move to the best state. In fact, 62.61%
of people and thus more than half are in state 111 after 20 time steps. However, there are
always some people in the states with lower values. For example, 6.63% of people are in
state 000, the state with the lowest value, after 20 time steps.

Answer to Q3. While persuading people optimally multiple times allows most of them
to move to and stay in the state in which they are expected to spend the most effort on
their activities, a few people remain in the state in which they are expected to spend the
least effort on their activities.

Q4: How do optimal and sub-optimal persuasive attempts compare in their
effect on behavior?

Setup. Once we are able to predict states, we would like to choose effective sequences of
persuasive strategies. Yet, it is not clear how much the choice of persuasive strategy matters
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Figure 4.3: Transition probabilities under 7*. Only transitions with a probability of at least ﬁ are shown. We

distinguish transitions to a state with a higher or highest V* (blue), lower or lowest V* (red), and the same V*
(black). A thicker line denotes a higher probability.

when it comes to the effort people spend on their activities over time. We calculated the
mean reward per transition over time when following 1) the optimal policy 7%, 2) the worst
policy 77, and 3) the average policy 7#~. 7™~ is a theoretical policy for comparison purposes
in which each action is taken % times for each person at each time step, where |A| is the
number of actions. We considered two initial state distributions, namely, the distributions
across states in the first session of our study based on a) all people and b) only those people
whose first reward was in the lowest 25%-percentile of all first rewards. Distributions are
from our study’s first session to represent a general population of people who have never
been persuaded to do preparatory activities. We further specifically look at people who
initially spend very little effort on their activities when persuaded randomly as at the start
of our study, because it is more beneficial to coach people who are not yet performing well.

Findings. The mean reward for 7 is highest for all time steps and increases over time
for an initial state distribution that is based on all people (Figure 4.5). After 100 time steps,
the mean reward per transition is 0.17 and therewith above the 50%-percentile of rewards
for the first session of 0.13. This means that the mean reward is increased compared to
the actual mean reward we observed in session 1. In contrast, the mean reward drops
for the other two policies and is only 0.02 for 7~ and -0.13 for 7~ after 100 time steps.
The former falls in the 40-50%-percentile of rewards for the first session and the latter in
the 30-40%-percentile. Hence, the difference in mean reward between the three policies
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Figure 4.4: Percentage of people in each state after following 7™ for varying numbers of time steps.

increases over time. We also observe this if we consider the initial state distribution of only
those people with low rewards for the first session. For example, the difference between
% and 7~ increases from 0.08 to 0.15 and thus almost doubles.

Answer to Q4. These findings show that it matters, both for people overall and for people
who are not performing well initially, how we persuade them to do preparatory activities
for quitting smoking. Choosing how to persuade people based on an optimal RL-policy
thereby performs better than doing so based on a worst or an average RL-policy.
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Figure 4.5: Mean reward per transition over time for three policies. The initial populations are the state distribution
of all people (solid line) or of only the people with a reward in the lowest 25%-percentile (dashed line) for the first

session.
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Q5: How does predicting behavior based on user characteristics compare to
doing so based on states?

Setup. An alternative to using states to predict behavior is using user characteristics.
This alternative has the advantage that data on such characteristics do not need to be
collected before each persuasive attempt. To compare the use of user characteristics to
the one of states, we selected three user characteristics in a similar fashion as the three
state features. More precisely, we first turned the user characteristics into binary variables
based on whether their value was greater than or equal to the mean (1) or less than the
mean (0). Then we iteratively selected the variable with the largest difference in reward
when the variable is 0 compared to when it is 1. This is because when the reward is
very similar for both values of a variable, it does not improve the reward prediction very
much to consider the value of the variable. We considered two different sets of candidate
variables. First, we considered only the pre-characteristics and thus data that we can
collect from people without having to provide any information about the activities (i.e., we
excluded people’s involvement in their activities). Second, we considered all characteristics
(i.e., we also included involvement). The selected characteristics in the first case were the
Transtheoretical Model (TTM)-stage for becoming physically active, conscientiousness, and
smoking status; the ones in the second case were involvement, physical activity identity,
and smoking status. For each case, we created a user characteristic state space of size
23 = 8 analogously to the case of state features. Based on these state spaces, we computed
the mean L-error for predicting the reward using leave-one-out cross-validation. Our
baselines were predicting the reward based on 1) the overall mean reward, 2) the mean
reward per action, 3) and the mean reward per action and state.

Findings. Figure 4.6 shows that predicting rewards based on user characteristics in
addition to actions outperforms predicting the overall mean reward. Of the two ways of
predicting rewards based on user characteristics, the one that includes people’s involvement
in their assigned activities leads to a lower L;-error. More precisely, the mean L;-error
is 0.43 for user characteristics with involvement, and 0.45 when excluding involvement.
The two 95% CIs thereby do not overlap, providing a credible indication that the mean
Li-error is lower for the former than for the latter. However, none of the two ways of
predicting rewards based on user characteristics performs better than using states, with the
latter leading to a mean L;-error of 0.41. While the 95% CI for predicting rewards based on
states overlaps with the one for predicting rewards based on user characteristics including
involvement, it does not overlap with the one for using only user pre-characteristics.

Answer to Q5. These results provide a credible indication that using states allows us to
better predict the effort people spend on their activities than using only user characteristics
that we can collect data on without having to tell people about the activities. If we include
people’s involvement in the activities as a user characteristic, however, there is no longer a
credible indication that using states outperforms using user characteristics.

Q6: How does incorporating users’ similarity based on characteristics, besides
the consideration of states, improve the prediction of behavior?
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Setup. While user characteristics alone may not help to predict behavior compared to
states, they may do so in combination with states: people with different characteristics
may respond differently to a persuasive attempt in a certain state. We thus examine the
effect of incorporating people’s similarity, based on user characteristics, on our ability
to predict the effort people spend on their activities. We do so by weighting observed
samples differently for each persuadee, whereby a larger weight is given to samples from
people more similar to the persuadee. Using different user characteristics and weighting
parameters, we tried a total of 68 configurations for weighting samples based on similarity
(see Appendix). We here report the results for the configuration with the lowest mean
L,-error based on leave-one-out cross-validation. This best configuration used people’s
involvement in their activities to measure similarity.

Findings. Even though the mean Li-error is lower for incorporating users’ similarity
than for the original approach without similarity, the 95% Cls overlap (see the two rightmost
bars in Figure 4.6).

Answer to Q6. Incorporating users’ similarity besides the consideration of states appears
to offer some improvement, but there is no credible indication that it allows us to better
predict the effort users spend on preparatory activities after persuasive attempts.

DiscussioN AND CONCLUSION

The presented study examined the use of states and user characteristics to predict the effort
people spend on preparatory activities for quitting smoking after being persuaded by a
virtual coach. States were based on the COM-B model and captured people’s capability,
opportunity, and motivation to do an activity. Our findings suggest that states derived
from the COM-B model help to predict behavior: the effort people spend on their activities
clearly differs between states (Q1). In addition, considering states also helps to predict next
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states (Q2). This may aid in choosing persuasive strategies that move people to future states
in which they are more likely to be successfully persuaded again to spend a lot of effort on
their activities. With regards to long-term effects, we find based on simulations that people
tend to move to better states or stay in the best state when they are persuaded optimally
(Q3). With good states we mean states in which people are expected to spend a high amount
of effort over time when persuaded optimally. However, some people are always in states
in which little effort tends to be spent on activities. Our simulation further shows that it
matters how we persuade people (Q4). More precisely, people tend to spend more effort
on activities if they are persuaded optimally based on an RL-algorithm compared to being
persuaded based on the worst or an average persuasive strategy. The difference in mean
effort per persuasive attempt between the three strategies increases as more persuasive
attempts are made before ultimately plateauing.

Using user characteristics to predict behavior did not perform as well in this study. Com-
pared to using states, we observed worse results when using user pre-characteristics alone
(Q5). This is the case even though we performed experiments with 31 pre-characteristics
that capture a wide range of information about demographics, smoking and physical activ-
ity, personality, and need for cognition. Additionally considering users’ overall involvement
in their activities led to slightly better predictions than considering pre-characteristics
alone, but the predictions were still not better than for states. In line with findings by
Kaptein [181] in the context of persuasive marketing messages, this suggests that predic-
tions of behavior improve if the predictors are conceptually closer to the behavior. While
pre-characteristics such as quitter self-identity may say something about the effort a person
is willing to spend to prepare to quit smoking, the person’s involvement in such activities
is conceptually closer. And states derived from the COM-B model are even closer: they
specify theoretically grounded predictors of behavior before each activity. Notably, we find
that considering user characteristics in addition to states does offer some benefit (Q6). But
even here, characteristics that are conceptually closer to the behavior we want to predict
are most useful, with involvement performing best. However, it may not always be clear
how to measure such conceptually closer characteristics. Involvement in our study was,
for example, only measured after the persuasive attempts and could thus not inform the
selection of persuasive attempts. Asking people to rate prototypes of activities in advance
may be a way to address this. As involvement can change, it could also be measured in
each session.

Limitations and directions for future work. The main limitation of our work is the
data it is based on. While we did gather data from human subjects, we did not assess the
effects of our approaches on the actual behavior or states of these humans. Instead, we
performed leave-one-out cross-validation and simulations. The primary reason is that
this allowed us to test a large number of approaches while staying within a reasonable
budget. The best-performing approaches can then be tested in the wild in the future. When
doing so, however, several additional factors may need to be addressed. This is because all
of our approaches assume the transitions between states and the effort people spend on
their activities to be stationary. Stationary here means that the transition probabilities and
the mean effort people spend for combinations of states and actions do not change. But
intuitively, such changes may occur. For instance, repeatedly sending the same persuasive
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strategy may make it less effective [360], but could also help to strengthen the link between
cue and response for action planning [338] or to scrutinize arguments objectively [76].
One approach to address the effects of such repetitions is the work by Mintz et al. [249] on
non-stationary bandits. Moreover, once people move beyond preparatory activities and
start to actually change their behavior, habits may form after several weeks [138]. Such
habits may reduce the cognitive effort and awareness required to do a behavior [138]. One
could address this by including information on habits in the state description (e.g., [399]).

A more general limitation of our work is the way we defined our problem. First, our
state description is based on the COM-B self-evaluation questionnaire and only a subset
of the questions therein. While this is a good starting point as our results show, other
features, potentially derived from other theories, could be useful. For example, physical
capability may play a role when people are to be persuaded to do more complex tasks
such as going for a run. Importantly, however, not all people may be willing to answer
many questions in each session. So it may be beneficial to either limit the number of
questions for all people, or to give people the option to answer additional questions for
more precise tailoring (e.g., [165]). Second, our results are based on five widely used
persuasive strategies that we deemed to be applicable in our context. Given the large
number of other strategies, it is possible that user characteristics play a more important
role in explaining the effectiveness of other strategies. Notably, however, there is also ample
literature suggesting the importance of user characteristics for the persuasive strategies we
used (e.g., [288, 360, 398]). Third, we measured people’s response to persuasive attempts
based on the self-reported effort they spent on their activities. It would be interesting to see
whether our findings also hold when a more objective measure of behavior is used. Lastly,
another interesting direction to improve our model is to use Bayesian RL. This allows
one to incorporate prior information about the dynamics in a flexible manner as well as
to consider the uncertainty in the learned parameters when making decisions [141, 330].
For example, one can model relations between state features using a dynamic Bayesian
network [330]. This may be useful, as behavior models such as COM-B specify relations
between predictors of behavior.

Conclusion. We want to make informed decisions on which components to use in
persuasion algorithms for eHealth applications for behavior change that are effective as
well as more cost-effective and user-friendly by reducing the amount of required human
data. Therefore, a better understanding of the components’ individual effects on predicting
behavior after persuasive attempts is welcome. We have thus compared the use of states
and user characteristics, and a combination thereof, in predicting behavior after persuasive
attempts in the context of preparing for quitting smoking with a virtual coach. Our results
lend support to the idea of considering states and the user characteristic “involvement” in
persuasion algorithms for behavior change. Research on smoking cessation can directly

build on these insights and examine the use of these components in a full application.

Moreover, both components seem to be domain-independent measures that could also be
used in eHealth applications for other behaviors.
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REINFORCEMENT LEARNING FOR
PROPOSING SMOKING CESSATION
ACTIVITIES THAT BUILD
COMPETENCIES: COMBINING TWO
WORLDVIEWS IN A VIRTUAL
COACH

Background. Reaching personal goals typically requires building competencies (e.g., insights
into personal strengths), but expert health professionals and non-expert clients often think
differently about which competencies are needed. Just having a virtual coach advise activities
for “expert-devised” competencies may not motivate clients to carry them out, while advising
only “non-expert devised” activities may not result in all required competencies being built.

Methods. We integrated the client and health expert worldviews in our modeling method
for informing the activity selection by a virtual coach: We created a pipeline to build a
reinforcement learning model for proposing activities in the context of quitting smoking. This
model considers smokers’ current and future levels for expert-devised competencies as well
as their beliefs about the usefulness of different competencies when choosing activities. To
train the model, we conducted a study in which 542 smokers interacted with a virtual coach
in five sessions spread over at least nine days. Using the data from this study, we performed
simulations to systematically assess the impact of the different model components on the
competencies built by smokers. Moreover, we performed paired Bayesian t-tests to determine
the effect of persuasive activities on smokers’ usefulness beliefs.

[ Nele Albers, Mark A Neerincx, and Willem-Paul Brinkman. Reinforcement learning for proposing smoking
cessation activities that build competencies: Combining two worldviews in a virtual coach. Under review.
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Results. Our simulations show that smokers’ current levels for the expert competencies and
their usefulness beliefs are important to consider when building expert competencies. In fact,
we saw improvements of up to 22% when considering current competencies, and an additional
13% when also accounting for usefulness beliefs. Furthermore, although we found credible
evidence that persuasive activities changed smokers’ usefulness beliefs, the effects might be
too small to contribute in an optimal strategy for building competencies.

Conclusion. The worldviews of both health experts and smokers are important to consider
when proposing activities for quitting smoking. We have presented an RL model that combines
these worldviews and we hope that our work can be an example of incorporating different
worldviews in a reinforcement learning model for building competencies. Our dataset is
publicly available.

INTRODUCTION

Considering that 18.5% of the disease burden in the Netherlands stems from unhealthy
behavior[324], coupled with the projection that by 2060, one in three Dutch workers will
need to work in healthcare to cater to the aging population [105], eHealth applications have
alarge potential in supporting people in changing behaviors such as physical inactivity [22],
alcohol consumption [149], and unhealthy eating [303]. Since smoking alone causes 9.4% of
the Dutch disease burden [324], applications supporting smoking cessation are especially
welcome. To increase engagement, discuss relevant information, and form a connection
with people [158, 255], such eHealth applications commonly integrate conversational
agents that take the role of virtual coaches guiding people through the behavior change
intervention. This guidance often includes proposing activities such as envisioning one’s
desired future self after quitting smoking, tracking one’s smoking behavior, or creating
a motivational slogan. Here, we investigate how the virtual coach should decide which
activities to propose.

The virtual coach ultimately wants to propose activities that allow people to reach their
behavioral goals. This often requires building competencies, such as being able to perform
a breathing exercise, knowing what constitutes a healthy diet, or having self-confidence.
These competencies are characteristics (e.g., knowledge, skills, mindsets, thought pat-
terns) that when used, alone or together, result in successful behavior [118]. Following a
means-end problem-solving approach, when people select subgoals (i.e., “means”) to reach
their goals [268, 270], the competencies that they perceive to be important are obvious
“means” candidates. A person’s conscious (sub)goals affect the actions they take [224]
and, consequently, knowing them helps to predict the subjective usefulness and effort
investment in the related actions (e.g., if a person thinks that practical knowledge will help
them more to reach their goal of quitting smoking than physical fitness, they are likely to
spend more effort on knowledge building than on physical activity). So knowing a person’s
subgoals can help a virtual coach propose actions (i.e., activities) that the person is likely
to spend effort on, and that will thus build the person’s competencies.

However, people do not always know which competencies are required for reaching
a goal. According to the Dunning-Kruger effect [201], for example, people with little
experience or knowledge regarding a task tend to overestimate their competence (e.g.,
because similar competencies to reach a goal are also needed to assess one’s performance
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[201]). Thus, when selecting subgoals, people may select different ones than experts would.
This means that if the virtual coach would simply propose activities that people regard as
useful, the people might never build the competencies that experts consider relevant.
Our aim was thus to develop a model for informing a virtual coach’s selection of activi-
ties that build people’s competencies from the perspective of experts while accounting for
the fact that if people do not find an activity useful, they are unlikely to do it thoroughly.
People may need to first be convinced of its usefulness. Our model hence needs to consider
what people find useful and the degree to which they have built the expert competencies,
both currently and in the future. One framework that allows us to formulate a model
accounting for such current and future states is Reinforcement Learning (RL). RL for adap-
tive behavior change support [384] with consideration of current and future states has
previously been applied to send running notifications [381], suggest step goals [113, 140],
recommend diabetes coaching interventions [110], or choose persuasive strategies for
preparing for quitting smoking [20]. Here, we investigate how RL can be used to combine
two worldviews to build human competencies. Our overarching research question thus is

How can we build an RL model for building human competencies for quitting smoking
that combines the views of experts and smokers?

Our pipeline for creating such an RL model consisted of the five steps shown in Fig-
ure 5.1: 1) Establishing competency-building activities as the actions that health experts
recommend to reach the goal of quitting smoking, 2) obtaining the views of health experts
and smokers that describe which competencies they think are built by these activities (i.e.,
expert-identified vs. smoker-identified competencies), 3) creating persuasive activities that
can persuade smokers of the usefulness of smoker-identified competencies, 4) designing
an RL model for proposing activities that optimizes the degree to which smokers build
the expert-identified competencies while considering that the effort smokers spend on
activities depends on which smoker-identified competencies they perceive as useful, and 5)
training the model with data from a crowdsourcing study. Afterward, we evaluated the
model by examining its effectiveness in building expert competencies and in changing
smokers’ usefulness beliefs using human data-based simulations, which is a common way
to evaluate RL models [384].

This chapter contributes insights into the effects of subjective usefulness beliefs and of
possibilities to change them with short persuasive activities. These highlight the importance
of accounting for people’s current worldviews rather than trying to change them when
striving to build people’s competencies. Furthermore, we provide a model for proposing
competency-building activities for quitting smoking which combines the views of health
experts and smokers. This model alone is not a complete behavior change intervention.
Instead, it can be used to personalize elements of both face-to-face and digital smoking
cessation interventions, specifically the recommendation of activities. To facilitate this, we
have made the dataset used to train our model and our activities publicly available in the
online repository accompanying this chapter [28]. Lastly, we hope that other researchers
wishing to incorporate different worldviews in a reinforcement learning model for building
competencies can use our pipeline as inspiration.
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Figure 5.1: Pipeline for creating an RL model for proposing smoking cessation activities that build competencies
for quitting smoking by accounting for the views of health experts and smokers.

BACKGROUND

PERSUASIVE STRATEGIES IN EHEALTH APPLICATIONS FOR BEHAVIOR
CHANGE

Providing behavior change support over the Internet or connected technologies such as
apps and text messaging, eHealth applications for behavior change commonly ask their
users to do activities such as designing motivational slogans, learning about nicotine
replacement therapy, or reflecting on the past week. Persuasive strategies are often used
to motivate people to do these activities. Several sets of persuasive strategies have been
outlined. Oinas-Kukkonen and Harjumaa [276], for instance, identify persuasive strategies
such as social learning and cooperation. Cialdini [93] introduces six persuasive strategies
such as consensus, while Fogg [131] distinguishes between persuasive strategies associated
with “technology as a tool” (e.g., self-monitoring) and those linked to “technology as a
social actor” (e.g., language cues). Consolvo et al. [98] provide nine persuasive strategies,
including aesthetics. It is worth noting that many of these persuasive strategies can be
applied in various ways, such as framing messages differently (e.g., [83, 351]) and using
different communication methods (e.g., [379, 382]).

ALGORITHMS FOR ADAPTIVE PERSUASIVE ATTEMPTS

When applying these persuasive strategies, using a one-size-fits-all approach is unlikely to
have a large effect on behavior [53, 128], as behavior change theories [240] suggest that
many personal factors influence behavior. Using these factors as inspiration, previous
work has developed algorithms for adapting how people are persuaded, when, and by
whom. Work on the former includes adapting persuasive strategies to dynamic factors
(e.g., people’s states derived from the COM-B model [20, 27], self-efficacy [111]) as well as
more stable personal characteristics (e.g., personality, gender, and stage of change [107],
age, gender, and personality [182]). Algorithmic techniques thereby range from RL (e.g.,
[20, 140, 299]) to recommender systems (e.g., [165]) and logistic regression (e.g., [362]).
Dynamic factors have also been considered to optimize the timing and sender of persuasive
attempts, for example in RL models for sending notifications for physical activity [381] and
oral self-care [367] or deciding on the degree of human involvement in an intervention for
chronic pain [300]. Yet, the effects of these approaches on behavior are typically small (e.g.,
[20, 106, 183]).
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PROPOSING USEFUL ACTIVITIES

One reason for these small effects is that people do not necessarily find useful what is
proposed to them. For example, Albers et al. [20] observed a large effect for personal
relevance, involvement, and personal interest on the effort spent on activities for quitting
smoking, in contrast to a small effect of adapting how people were persuaded to do the
activities. Moreover, recommendations for eHealth applications for people with low so-
cioeconomic status by Faber et al. [124] include that such applications should be perceived
as useful. This is in line with the algorithmic acceptance model [340], which posits that
besides convenience, usefulness predicts people’s attitude toward an algorithm system and
thus its actual use. Moreover, the related notion of performance expectancy is also one of
the main predictors of the intention to use technology in the Unified Theory of Acceptance
and Use of Technology (UTAUT) [376].

Several previous works have thus optimized what is proposed to people. Costa et al.
[100], for instance, select activities for elderly people by generating arguments in support
of the activities and deciding which one would be preferred by a person based on data from
previous interactions. And Klein et al. [198] address a person’s bottlenecks for behavior
change (e.g., attitude) based on urgency and the degree to which they can be changed. Yet,
these approaches consider only what is useful objectively or from the perspective of experts,
not what is useful from the perspective of users. Users’ usefulness beliefs, however, do not
necessarily match the ones of experts. Even though physical activity can make it easier to
quit smoking [152, 305], for example, smokers do not necessarily regard physical activity as
useful for quitting smoking [21]. Thus, while we ultimately want users to do activities that
are perceived as useful by experts (i.e., build the competencies experts consider relevant),
we need to account for users’ perceptions of usefulness. Given that RL allows us to consider
people’s degrees of having built the expert competencies as well as their usefulness beliefs
both currently and in the future, our first analysis question, therefore, is the following:

AQ1: How effective is an RL model that combines the views of experts and smokers in
building expert-identified competencies?

CHANGING BELIEFS

Rather than just considering people’s usefulness beliefs, one can also try to change them.
This is especially important when the virtual coach can otherwise not build all expert com-
petencies (e.g., because people find all related activities not useful). Yet, changing beliefs
can be difficult because people attribute importance to their beliefs and are hence prepared
to act on and hold to these beliefs even when presented with conflicting evidence, especially
when the beliefs are strong [260]. From the perspective of conceptual change, learners
bring conceptions constructed from their own experiences with them that are potentially
incorrect from the standpoint of established knowledge and thus hinder learning [260].
When such misconceptions exist, learning requires changes in learners’ personal mental
models or representations. This is because information that does not fit the learners’ mental
models is ignored or misunderstood [208]. Any of the persuasive strategies defined earlier
can in principle be used to try to change beliefs. One theoretical framework that appears
especially suitable to the health context is Protection Motivation Theory (PMT) [326]. PMT
posits that a threat’s severity and vulnerability on the one hand and response efficacy and
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self-efficacy on the other hand influence whether people take a recommended health action.
Applied to people’s beliefs about the usefulness of competencies for quitting smoking, it is
thus the severity of and vulnerability to the consequences of not building a competency as
well as the effectiveness of and self-efficacy for building the competency that influence
whether people want to build the competency. Using PMT to create persuasive activities,
our second analysis question is as follows:

AQ2: How effective are persuasive activities in changing usefulness beliefs?

In the following, we describe our five pipeline steps for building our RL model for
proposing smoking cessation activities as shown in Figure 5.1.

METHODS

STEP 1: ESTABLISHING COMPETENCY-BUILDING ACTIVITIES

The first step was to understand which activities are currently used by health experts to
prepare smokers for quitting smoking. These activities build the competencies for quitting
smoking that health experts consider relevant, even if the competencies have not been
standardized. Based on discussions with health experts, the activities by Albers et al. [21],
the behavior change techniques by Michie et al. [241], and smoking cessation material by
organizations such as the National Cancer Institute and the Dutch Trimbos Institute, we
obtained 44 preparatory activities (e.g., envisioning quitting smoking as a fighting match,
thinking of past successes, or writing a positive diary). Some activities addressed becoming
more physically active since this can make it easier to quit smoking [152, 305]. A health
psychologist and smoking cessation expert checked the activities to ensure they were
suitable and clear. Table S1 in the Appendix [28] lists all preparatory activities.

STEP 2: OBTAINING THE VIEWS OF HEALTH EXPERTS AND SMOKERS
Having established the 44 preparatory activities, the next step was to determine how health
experts and smokers view them. The “views” in our case are the two sets of competencies
for quitting smoking that experts and smokers think are built by the activities. If we
know which competencies the activities build according to experts, our model can keep
track of the extent to which smokers have already built the different competencies (yellow
rectangles in Figure 5.2) and choose activities that help build missing competencies. On
the other hand, by knowing which competencies smokers think are built by the activities,
our model can consider which competencies smokers find useful when choosing activities
(red rectangles in Figure 5.2).

To this end, we conducted two repertory grid studies, one with experts and one with
smokers. Based on personal construct theory [192], the goal of the repertory grid technique
is to explore personal construct systems, or, in other words, see the world as other people
see it [134]. The people whose world one would like to see, in our case experts and smokers,
were given three preparatory activities and asked to divide them into two groups based on
considering how two activities are alike in some way but different from the third activity.
After providing a label for each resulting group, participants rated each of the 44 activities
on a seven-point scale from “not at all related to (label)” to “strongly related to (label)”
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for each label.

For each repertory grid study, these ratings served as input for an exploratory factor
analysis with an oblique rotation, minimum residuals as extraction method as recommended
by Izquierdo et al. [174], and the common cutoff value of 0.4 [225]. For each possible number
of factors identified with the scree method and parallel analysis, we examined the resulting
factors according to their theoretical and practical plausibility. The final factors describing
the views of experts and smokers were chosen based on this examination by two researchers.
All our factors satisfy the recommendation that independent of the sample size, factors are
reliable as long as the average of the four largest loadings is greater than 0.60 [350].

The studies were preregistered in the Open Science Framework [15] and approved
by the Human Research Ethics Committee of Delft University of Technology (Letter of
Approval number: 2338, date: 27 June 2022). All participants gave digital informed consent.
Below we provide more information on the two studies and their results.

VIEW OF HEALTH EXPERTS
First, we investigated which competencies the preparatory activities build according to
experts.

Approach. To account for some variation in the perceptions of smoking cessation
experts, we conducted a repertory grid study with four smoking cessation experts who
described their backgrounds as “psychology” (N = 2), “health and medical psychology”
(N = 1), and “general practitioner” (N = 1). On a scale from 0 (“No expertise at all”) to 10
(“Extremely strong expertise”), the experts reported having strong expertise in coaching
for behavior change (M = 8.25, SD = 0.96), coaching for quitting smoking (M = 8.25, SD =
0.50), and coaching for becoming more physically active (M = 7.50, SD = 1.00). Each expert
was asked to do the task four times, each time with a new set of preparatory activities,
using the question “When it comes to competencies for quitting smoking that smokers
build by doing the activities, how are two activities alike in some way but different from
the third activity?” To ensure that the experts understood the question, they had to pass an
attention check on the question’s meaning after being provided both a definition and an
example.

Results. The exploratory factor analysis on the 32 items (i.e., labels and corresponding
activity ratings) led to three factors: 1) practical skills - clear future identity, 2) motivation
- knowledge, and 3) insights into personal strengths — insights into personal weaknesses.
The six factor endpoints gave us six individual competencies for quitting smoking (yellow
rectangles in Figure 5.2). Table 5.1 provides examples of the labels and explanations by
experts mapped to the first factor. For examples for all three factors refer to Table S2 in the
Appendix.

VIEW OF SMOKERS
Next, we explored smokers’ views on competencies for quitting smoking built by prepara-
tory activities.

Approach. Aiming for 4 participants per combination of values for age range (3 levels),
gender (2 levels), weekly exercise amount (3 levels), and smoking frequency (2 levels), we
conducted an online crowdsourcing study with 4x (3 x2x3x 2) = 144 daily smokers who
were contemplating or preparing to quit smoking [112]. Each participant received two sets
of three preparatory activities. 76 participants were instructed to divide the activities in a
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Table 5.1: Factor loadings, labels, and explanations of the three items with the most positive and negative factor
loadings for two of the factors found through the repertory grid studies (i.e., one factor from the repertory grid
study with health experts and one factor from the study with smokers). The labels and explanations are direct,
uncorrected quotes from participants.

FACTOR FOR EXPERT-IDENTIFIED COMPETENCIES: (+) PRACTICAL SKILLS — CLEAR

FUTURE IDENTITY (—)

0.85  practical skills: preparing practically for activities

0.80 strategies: through social learning the individual might find out strategies to
successfully change behavior themselves

0.78  problem solving: This helps smokers to think ahead and come up with solutions
for barriers

-0.63 Identity: These activities help to strengthen feared and ideal future selves

-0.63 identity: These activities help to envision the ideal and feared futire selves

-0.64  Future-self: Future-selves can act as powerful motivators

FACTOR FOR SMOKER-IDENTIFIED COMPETENCIES: (4) SELF-EFFICACY — PRACTICAL

KNOWLEDGE (—)

0.92  Self motivation: Activities that focus on motivation and planning

0.85 Mindset: Activities that will help you with the right mindset needed to quit
smoking

0.79  Mindsets: getting into the right mindset

-0.75 Problem solving: Quitting smoking and being more active can some times be
hard and some barriers may show up, so being able to find a way around those
is important

-0.84 Knowledge: Consuming educational content, gaining knowledge

-0.86  Pratical: Learning real techniques to quit smoking

set into two groups based on the question “When it comes to competencies for quitting
smoking that smokers build by doing the activities, how are two activities alike in some
way but different from the third activity?” The other participants were asked to divide the
activities based on what people have to do for an activity (e.g., visualize, record) for future
research. For each resulting group, participants provided a label as well as an explanation
of the label. To increase the validity of the data, participants had to pass a multiple-choice
attention check question on the meaning of competencies or doing something for an
activity after seeing both an explanation and an example. Based on our observations from
two small pilot studies, we suspected that not all participants followed the instructions.
Therefore, the first author coded all obtained labels as 1) competency (N = 153), 2) a way of
doing a preparatory activity (N = 254), or 3) unclear (N = 169) by looking at both the labels
and their explanations. To examine the reliability of the coding, we made use of a second
coder. The first author trained this second coder by explaining the coding of 12 example
labels and giving feedback on six rounds of coding ten labels. Based on the subsequent
independent coding of 100 labels by the second coder, we obtained a Cohen’s x of 0.55
and a Brennan-Prediger x of 0.56, indicating moderate agreement [209]. Finally, in the
exploratory factor analysis, we included only those activity ratings whose labels the first
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coder had coded as competency.

Results. We obtained five factors from whose endpoints we created nine competencies
(red rectangles in Figure 5.2)'. For example, we created the competencies “self-efficacy”
and “practical knowledge” from the first factor (Table 5.1).

STEP 3: CREATING PERSUASIVE ACTIVITIES

If the virtual coach knows which smoker-identified competencies a person finds useful, it
can propose competency-building activities that they find more useful. However, the virtual
coach can also try to change the person’s usefulness beliefs about these competencies,
especially when building all expert-identified competencies is otherwise not possible
because the person finds all related activities not useful. We thus designed nine persuasive
activities to each persuade smokers of the usefulness of one of the nine smoker-identified
competencies. As we worked with two different worldviews (i.e., of smokers and experts)
we accepted to some extent that smokers might do the “right” thing for the wrong reasons.
Still, we first verified that each smoker-identified competency could be mapped to one or
more expert-identified competencies (e.g., “self-efficacy” could be mapped to “motivation”
and “insights into personal strengths”). This ensured that the content of the persuasive
activities was also grounded in the views of the experts. Each persuasive activity was
then built to persuade people of the usefulness of one smoker-identified competency by
addressing elements from PMT (e.g., see Table S4 in the Appendix). A health psychologist
and smoking cessation expert read through all activities to ensure that they were suitable
and clear. The activities can be found in Table S5 in the Appendix.

STEP 4: DESIGNING THE MODEL

Next, we designed a model that a virtual coach can use to choose activities. We can
define our approach as a Markov Decision Process (MDP) (S, A, R, T, y). The action space A
consisted of 53 activities (i.e., 44 preparatory and 9 persuasive activities), the reward function
R : Sx A — [0,6]* was determined by the self-reported effort spent on activities and by the
activities’ contributions to the expert-identified competencies, T : Sx AxS — [0,1] was
the transition function, and the discount factor y was set to 0.85 to favor rewards obtained
earlier over rewards obtained later. The finite state space S described the state a person was
in and was captured by their beliefs about the usefulness of smoker-identified competencies,
their capability and opportunity, and their levels for expert-identified competencies. The
goal of an agent in an MDP is to learn an optimal policy 7™ : S — I1(A) that maximizes the
expected cumulative discounted reward E[Z‘;‘;O ytr,] for acting in the environment. The
optimal Q-value function Q* : Sx A — R describes the expected cumulative discounted
reward for executing action a in state s and 7 in all subsequent states. Figure 5.2 visualizes
the model.

STATE SPACE
The state space had three components: 1) people’s beliefs about the usefulness of the nine
smoker-identified competencies, 2) their capability and opportunity, and 3) their levels for

1As the endpoints of one factor were negations of each other, we created a single competency for that factor.
%In practice, no activity fully contributes to all six expert competencies, which means that a reward of 6 does not
occur.
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Figure 5.2: Visualization of the RL model. The state features with thick borders are used in the final trained model.

the expert-identified competencies. We included people’s capability and opportunity as
they predict behavior according to the COM-B model [242] alongside motivation, which
was captured by the usefulness beliefs.

To infer a person’s state, the virtual coach would ask questions during its interaction
with them. For the usefulness beliefs, people would answer nine questions after the prompt
“Please rate how you think the following 9 factors affect quitting smoking. Answer on a
scale from -10 to 10, where —10 indicates that quitting smoking is made a lot harder and 10
indicates that quitting smoking is made a lot easier. 0 indicates 'neutral’” in each session
with the virtual coach. To ensure that the questions are understandable for smokers, we
used the terminology smokers used in the repertory grid study together with some specific
examples they gave (Table S6 in the Appendix). For example, for the competency “practical
knowledge,” we used the formulation “practical preparation (e.g., learning how to relieve
stress, knowing effects of nicotine, getting organized).”

To measure people’s capability and opportunity to do preparatory activities, the virtual
coach would further ask people about their energy and available time on 11-point scales.

Lastly, people’s levels for the six expert-identified competencies (i.e., degrees of having
built these competencies) were initialized to 0 and subsequently updated to a value in
the set {0,0.33,0.67, 1} to obtain a reasonably sized state space. The updating process is
described in more detail for the transition function.

ACTION SPACE

There were 53 actions: the 44 preparatory activities for quitting smoking and the 9 activities
meant to persuade people of the usefulness of the smoker-identified competencies for
quitting smoking.
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REwWARD

The intuition behind the reward signal is that people should ultimately build the com-
petencies identified by experts, that these competencies are only built if people do their
activities thoroughly, and that there is an upper limit to building each competency (i.e., at
some point, a competency has been fully built). The idea thus is that the reward captures
the actual increase in these competencies. Therefore, the reward was, accounting for an
upper limit of 1 for each expert-identified competency, the product of two measures: 1) an
activity’s contribution to the expert-identified competencies, and 2) the effort people spent
on the activity.

For the first measure, we computed the contribution of each preparatory activity to the
expert-identified competencies based on the factor loadings from the repertory grid study
with experts, scaled to the interval [0,1] (Table S7 in the Appendix). The contributions of
the persuasive activities were set to 0 as these activities do not build any competencies but
only aimed at changing usefulness beliefs. For the second measure, people were in each
session asked about the overall effort they spent on their last activity on a scale from 0 to
10, adapted from Hutchinson and Tenenbaum [170] as also used by Albers et al. [20]. The
effort responses were also scaled to the interval [0, 1], with the mean effort mapped to 0.5 so
that values for efforts greater and lower than the mean were each equally spaced. To reduce
the amount of required data, we grouped the preparatory activities into five clusters to
predict the effort. To this end, we performed k-means clustering using the smokers’ ratings
of the preparatory activities’ contribution to smoker-identified competencies from the
repertory grid study. This means that preparatory activities seen as contributing similarly
to the smoker-identified competencies were grouped together (Table S1 in the Appendix).

Given a maximum value of 1 for each expert-identified competency, the actual increase
in the expert-identified competencies for person i after spending effort e, ; on activity a was
then calculated as 23=0 min{pcg j;,1—compj;}, where pc, j; is the possible contribution
contyj x eq; mapped to the possible levels for the expert competencies {0,0.33,0.67,1},
cont, j is the contribution of activity a to expert-identified competency j, and comp;; is
the current level of competency j for person i (Figure 5.3). Note that since the preparatory
activities are only clustered for predicting one component of the reward (i.e., the effort),
the reward can be different for each of the 44 preparatory activities.

TRANSITION FUNCTION

The transitions between values for the user-inquired state features (i.e., the usefulness
beliefs and people’s capability and opportunity) were learned from data, whereby transitions
for one state feature were considered independent of the values of other features. To reduce
the amount of data required to reliably predict the transitions, the preparatory activities
were grouped into the same clusters as for the effort prediction when predicting the
next usefulness beliefs and people’s capability and opportunity. People’s levels for the
six expert-identified competencies, on the other hand, were updated up to a maximum
value of 1 based on 1) an activity’s contribution to the expert-identified competencies
according to the data from the repertory grid study with experts and 2) the effort people
spent on the activity, mapped to the interval [0,1]. The raw updated level of person i
for an expert-identified competency j after spending effort e,; on activity a was then
computed as comp;; 41 = comp;j;; + eq; X conty j, where cont,; is the contribution of
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Figure 5.3: Example of how the reward of 0.66 and the next expert competency levels are computed after a person
spent an effort of 0.5 on the activity “progressive muscle relaxation”

activity a to expert-identified competency j (Figure 5.3). The resulting raw value was then
mapped to the closest value in {0,0.33,0.67, 1} to get the next value for the state feature. The
contributions of all preparatory activities to the expert-identified competencies are provided
in the Appendix. The nine persuasive activities do not contribute to the expert-identified
competencies. Note that the change in levels for the expert-identified competencies also
informed the reward computation.

STEP 5: TRAINING THE MODEL

To train our model, we conducted a study in which daily smokers interacted with the
virtual coach Mel in five sessions spread over at least nine days. While Mel proposed
randomly chosen activities in this study to facilitate training the model with the collected
data, we envision Mel ultimately using our trained model to choose activities.

Virtual coach. We implemented the text-based virtual coach Mel. Mel introduced itself
as wanting to prepare people for quitting smoking and becoming more physically active,
with the latter possibly facilitating the former. In each session, Mel determined people’s
current state by asking about their beliefs regarding the usefulness of the competencies
for quitting smoking identified by smokers as well as their available time and energy.
Afterward, Mel proposed a new preparatory or persuasive activity. In the next session,
which participants were invited to about two days later, Mel asked about the effort people
spent on their activity as well as their experience with it. In its conversation structure and
style, Mel was closely based on the virtual coach Sam [9], whose scripted dialogs were



103

developed for another smoking cessation study and were overall perceived positively by
its users [21, 23]. Like Sam, Mel gave compliments for spending a lot of effort on activities,
expressed empathy otherwise, and kept a generally positive and encouraging attitude.
The Rasa-based implementation of the virtual coach [10] as well as a demo video [11] are
available online. The conversation structure is depicted in the Appendix.

Study. We conducted a study in which people interacted with Mel in up to five con-
versational sessions between 21 July and 27 August 2023. The Human Research Ethics
Committee of Delft University of Technology granted ethical approval for the research
(Letter of Approval number: 2939) on 31 March 2023. Before data collection, the study was
preregistered [16]. Participants were recruited from the crowdsourcing platform Prolific
Academic. Eligible were people who were contemplating or preparing to quit smoking
[112], smoked tobacco products daily, were fluent in English, were not part of another
intervention to quit smoking, had not participated in our repertory grid studies, and gave
digital informed consent. To choose a new activity, Mel first randomly chose from the five
preparatory activity clusters and nine persuasive activities. If a cluster was chosen, Mel
then randomly selected one of the activities mapped to it. For completing each study part,
participants were paid based on the minimum payment rules on Prolific (i.e., six GBP per
hour). They were also informed that their payment was independent of them completing
their activities. 682 people started the first session and 349 people completed session 5
(Figure S2 in the Appendix). Participant characteristics such as age, gender, and smoking
frequency at the start of the study are shown in Table S8 in the Appendix. Two days (T1, N
= 324) and eight weeks (T2, N = 245) after the last session, participants’ smoking frequency
was lower (T1 - T0: M = —0.67, 95%-HDI = [-0.96, -0.38]; T2 — T0: M = —0.96, 95%-HDI
= [-1.30, -0.63]; 8-point scale) and quitter self-identity® [235] higher (T1 - T0: M = 0.21,
95%-HDI = [0.15, 0.27]; T2 — T0: M = 0.10, 95%-HDI = [0.01, 0.19]; 5-point scale) than at
the start of the study (T0) (see Table S9 in the Appendix).

Collected data. We gathered 1710 (s, a,r, s’)-samples from 542 people, where s is the
state, a the action, r the reward, and s the next state. Participants spent an average effort
of 5.58 (SD = 2.86) on their activities, with the mean effort per preparatory activity cluster
ranging from 5.30 (SD = 2.85) to 6.14 (SD = 2.72) and the one per persuasive activity from
5.19 (SD =2.94) t0 5.95 (SD = 2.66) (Table S10 in the Appendix). In sessions 2-5, participants
were asked about their likelihood of having returned to the session in case of an unpaid
smoking cessation program on a scale from —5 (“definitely would have quit the program”)
to 5 (“definitely would have returned to this session”). The mean of these responses was
1.44 (SD = 2.74) in session 2 and 1.80 (SD = 2.94) in session 5, with responses from the full
range of the scale in each session.

State space reduction. Even when using only binary state features, using all nine
usefulness beliefs and both capability and opportunity features in our model would lead to
21 = 2048 possible values for those state features that influence dynamics components that
we need to estimate from data (i.e., the effort and the transitions between these features).
To reduce the size of the state space and hence the amount of required data, we transformed
the usefulness beliefs and the capability and opportunity features into binary features based
on whether a value was greater than or equal to the sample mean (1) or less than the mean

3Since the reliability was sufficiently high for T1 (Cronbach’s a = 0.67, N = 324), T2 (Cronbach’s a = 0.78, N =
324), and T3 (Cronbach’s a = 0.83, N = 245), we used the mean of the three items as an index measure.
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(0). Moreover, we used our data to select three features in a way that was inspired by the
G-algorithm [88]. This involved iteratively selecting the feature for which the effort-based
Q-values were most different when the feature is 0 compared to when the feature is 1.
Besides the reduction in state space size, this selection also has the benefit that users
would need to answer fewer questions in practice. The selected features were: 1) belief
about the usefulness of “self-efficacy,” 2) belief about the usefulness of the competency
“mindset that physical activity helps to quit smoking,” and 3) energy. The final model had
23 = 8 different values for those state features that influence dynamics components we
need to estimate from data as well as 4% = 4096 different values for the expert competency
features that influence the dynamics deterministically. The entire state space hence had size
|S| = 8x4096 = 32768. Figure S3 in the Appendix shows the mean effort per combination
of values for the three selected user-inquired features.

Model training. Using the reward and transition functions estimated from our data, we
computed an 0.001-optimal policy and corresponding Q* with Gauss-Seidel value iteration
from the Python MDP Toolbox. If an optimal activity had already been proposed to a
person in the past, an activity with the next highest Q* was proposed.

REsuULTS

We now investigate our two analysis questions. For each analysis question, we first describe
our approach, followed by our findings and the resulting answer. The data and analysis
code underlying this chapter are available online [28].

AQ1: BUILDING EXPERT COMPETENCIES

Setup. To examine how each of our model components contributes to building people’s
competencies, as seen by experts, we compared the effects of optimal policies of ablated
versions of our model that included or excluded specific components. For this, we analyzed
results from human data-based simulations, examining each time how 1000 simulated
people would progress in their competency development over multiple interactions with
a virtual coach that bases its activity advice on a specific policy. To obtain a realistic
population, these simulated people were initially distributed across the user-inquired state
features following the distribution we observed in the first session of our data collection
study. We created ablated versions of our model by removing increasingly more components
from the model: first the learned transitions to the next user-inquired feature values (—uf”),
then the transitions to the next expert competency levels (—ec’), then the current user-
inquired feature values (—uf), and so forth. The first five optimal policies we compared, we
computed based on these five model versions: 1) the full model (™), 2) assuming that all
next user-inquired feature values are equally likely (7% "), 3) not considering any future
states (n‘“/’“f /), 4) considering only a person’s current value for the expert competencies
(r=e<uf"uf) and 5) considering only current user-inquired feature values by randomly
picking one of the activities in the preparatory activity cluster with the highest expected
effort (r—¢¢uf"e¢) A sixth policy was choosing preparatory activities uniformly at random
(n7). Two policies are thus derived from a full RL model (z* and 7% /), three policies
from models that are contextual bandits (ﬂ_“/’”f/, pecuf"uf and ﬂ_ecl’”f/’“), and one
policy from a simple baseline model. The five learned optimal policies all differ in some
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Figure 5.4: Fraction of expert competencies built after different numbers of proposed activities when using policies
based on different models to choose activities. The lines for the first two policies overlap almost completely.

states. For example, the optimal activity indices in the eight possible starting states are
31,16,31,31,31,4,16,5 for 7*, 31,16,31,4,31,4,16,21 for ﬂ_uf,, and 8,9,9,32,31,4,32,21 for
reuf’ Tt was striking that none of the five learned policies included a persuasive activity.

Results. Using more model components generally allows the expert competencies to
be built more quickly (Figure 5.4). However, removing the learned transitions to the next
user-inquired feature values (dashed yellow line) and the transitions to the next expert
competencies (dotted green line) each leads to at most a small deterioration (1%). Proposing
a random preparatory activity or a preparatory activity that people are expected to spend
the most effort on based on their current user-inquired feature values performs worst. After
five proposed activities, using 7* has allowed people to build 91% of the competencies,
nuf 90%, wme " 89g, goecuf'uf 769, goecuf’ec 569 and 1 54%. The largest drops in
performance result from removing either the current user-inquired feature values (13%,
effect size Cohen’s h = 0.34) or the current expert competency levels (32%, Cohen’s h =
0.76). These are small to medium effects according to the classification guidelines by Cohen
[96].

Answer to AQ1. With just five proposed activities, an RL model that combines the views
of experts and smokers allows smokers to build 91% of expert-identified competencies.
54% could be attributed to assigning any preparatory activity, 22% to considering current
levels of expert competencies, 13% to also considering smokers’ current usefulness beliefs
and energy, and 1% each to further considering future levels of expert competencies and
smokers’ future usefulness beliefs and energy.

AQ2: CHANGING USEFULNESS BELIEFS

Setup. Our analysis for AQI showed that considering smokers’ current usefulness beliefs
helps to choose activities that build expert competencies more quickly. This suggests
that people’s usefulness beliefs impact the effort they spend on preparatory activities (see
also Figure S3 in the Appendix). It would thus be beneficial if we could change people’s
usefulness beliefs so that people spend more effort on activities. In AQ1, we already saw
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that optimal policies propose only preparatory and not persuasive activities. So persuasive
activities are likely not as effective in changing people’s usefulness beliefs as we envisioned
them to be. To investigate whether there is any effect of the persuasive activities on the
usefulness beliefs, we performed paired Bayesian t-tests using the Bayesian First Aid
package [43], comparing the usefulness belief corresponding to a persuasive activity before
and after people were assigned the activity.

Table 5.2: Impact of the nine persuasive activities on the corresponding usefulness beliefs based on paired Bayesian
I-tests.

Competency Mean (SD) 95%2HDI  Prob >0
Self-efficacy 0.35(0.17)  [0.01, 0.69] 0.98
Practical knowledge 0.17 (0.18)  [-0.18, 0.52] 0.84
Awareness of positive outcomes 0.31 (0.15)  [0.00, 0.61] 0.98
Awareness of negative outcomes 1.39(0.52)  [0.45,2.42] > 0.9995
Motivation to change 0.58 (0.28)  [0.05, 1.13] 0.99
Knowledge of how to maintain/ 0.40 (0.18)  [0.04, 0.76] 0.99

achieve mental well-being

Mindset that physical activity 0.43 (0.20)  [0.04, 0.81] 0.99
helps to quit smoking

Awareness of smoking patterns 1.16 (0.27)  [0.63,1.70] > 0.9995

Knowledge of how to maintain/ 0.23 (0.21) [-0.18, 0.63] 0.87
achieve well-being

Abbreviations: SD, Standard deviation; HDI, Highest density interval.

Results. Table 5.2 shows that all persuasive activities positively impact the corresponding
usefulness beliefs with a posterior probability of at least 0.84. For two activities, this
probability is even > 0.9995, which can be evaluated as “nearing certainty” that the effect is
positive [90]. Effect sizes (Cohen’s d) thereby range from 0.01 for “practical knowledge” to
0.45 for “awareness of negative outcomes” and are hence less than small to at most small
according to the classification guidelines by Cohen [97].

Answer to AQ2. While persuasive activities overall do have a positive effect on the
usefulness beliefs, the effects seem to be too small for optimal policies to suggest them
instead of actual preparatory activities. This might at least be the case when user-inquired
features are binary as in the case of our simulation.

DiscussioN

We have presented a five-step pipeline for creating an RL model for building human
competencies for quitting smoking that combines the views of health experts and smokers.
To train the model, we conducted a crowdsourcing study with 542 daily smokers doing
randomly chosen preparatory and persuasive activities for quitting smoking in up to five
sessions. It is interesting to point out that even though participants only did random
activities, their quitter self-identity was somewhat higher and their smoking frequency
lower than before the study both two days and eight weeks after the last session. There is



107

some evidence from waitlist conditions in random waitlist-controlled trials that quitter
self-identity [295] and smoking frequency [73, 185, 392] remain relatively constant if there
is no intervention. While this suggests that already doing randomly chosen preparatory
activities might increase quitter self-identity and reduce smoking frequency in smokers,
caution is required as external factors such as time could have contributed to the observed
effect.

Based on the data from the study, we performed simulations to assess the benefit of
each RL model component in building expert-identified competencies in smokers. Within
just five interactions with the virtual coach, proposing activities based on the full model can
allow smokers to build 91% of expert competencies (AQI). All model components contribute
to this. People’s current state based on both their levels for the expert competencies and
their usefulness beliefs and energy is most important. In fact, we saw improvements of up to
22% when considering current competencies, and an additional 13% when also accounting
for current usefulness beliefs and energy. The contributions of the learned transitions to the
next user-inquired feature values and the transitions to the next expert competencies, on
the other hand, are small. This confirms the value of considering, if not the future, at least
the current views of smokers and experts and thus the benefit of a psychology-informed
model which, analogously to physics-informed algorithms incorporating physical laws to
facilitate learning [187], includes psychological information.

Given that considering the transitions to next values for the user-inquired features
hardly contributes to building expert competencies, it seems that the effect of preparatory
activities on usefulness beliefs is small. Our analysis of the effects of persuasive activities
indicates the same for these activities (AQ2). Specifically, while there is a high probability
that all persuasive activities positively impact the corresponding usefulness beliefs, the
effects are too small for an optimal policy to suggest persuasive instead of preparatory
activities. This is in line with the often small effects of individual persuasive attempts
on behavior (e.g., [20, 183, 349]). Multiple persuasive attempts might hence be needed to
clearly change a usefulness belief. As long as users’ current usefulness beliefs still make
them do activities that eventually build the expert competencies, however, it might be
more effective for the virtual coach to focus on proposing activities that people already
regard as useful than trying to change usefulness beliefs. At least in our simulations, people
still succeed in building the expert competencies. Notably, however, our data is from a
study in which participants were paid for completing the sessions in which they were
assigned activities. Even though participants were informed that their payment was not
contingent on completing the activities, they might have felt at least some obligation to
do the activities. In a real-world application without such payments, participants who
do not find the assigned activities useful might simply drop out and thus never build the
expert competencies. This is supported by the observation that in each session some of our
participants said that they would definitely have quit the program if it was unpaid. Future
work could incorporate these dropout responses into the reward signal. Furthermore, our
simulation was based on the average effort spent on activities in certain states. However,
there might be individuals who sometimes or generally spend very little effort on activities.
Given our binned expert competency levels, such individuals might only very slowly or
never build any expert competencies in our model (e.g., see Figure S5 in the Appendix).

Besides the reliance on crowdsourced data, our work has several other data-related
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limitations. First, due to the high cost of collecting human data like ours, we obtained a
relatively limited dataset of 1710 samples. We thus turned our user-inquired features into
binary features and used only a subset of usefulness beliefs as state features. It could be
that using more values for more usefulness beliefs could capture the small positive effects
that persuasive activities have on usefulness beliefs. However, a larger dataset is necessary
to reliably capture such effects. Notably, using more usefulness beliefs in the model would
require asking users more questions in each session, which might be more effortful [302]
and thus affect technology use negatively [376]. Second, we grouped preparatory activities
perceived similarly by smokers into clusters to more reliably predict the effort and the
transitions to values of user-inquired features. A larger dataset could also allow one to
remove this clustering and instead capture the effects of individual preparatory activities.
Further capturing individual (e.g., [183, 249, 331]) or trait-based (e.g., [20, 27]) differences
between smokers might also be worthwhile. Lastly, since we took an offline RL approach,
our insights are dependent on our dataset [251]. While human data-based simulations are
a common way to assess RL models [384], future work should compare policies trained
based on different model components in a random controlled trial with activities assigned
to real people to see how well our insights from human data-based simulations generalize.

Regarding our model formulation, one limitation further is that our model did not
capture delayed effects of activities beyond the next state that could arise because it
takes people more time to thoroughly reflect on the activities and change their usefulness
beliefs accordingly. Defining surrogate rewards could be a way to address this (e.g., [367]).
Moreover, we used domain knowledge to incorporate structure into our RL model and
create a relational decomposition that specifies relations between model components [251].
This reduces the amount of data needed to train the model but limits what can be learned.
For example, while we specified that the effort does not depend on the expert competency
levels, it could be that building one competency depends on other competencies (e.g., as
in educational systems [316] or games [58]). Future work should examine how well our
modeling assumptions hold. Furthermore, while constructivism posits that each individual
has their own personal construct system with which they see the world [157], we defined
a joint construct system to capture the view of all smokers on preparatory activities for
quitting smoking. Intuitively, however, the construct systems of individual smokers might
differ as they are shaped by personal and smoking-specific experiences (e.g., previous quit
attempts). Examining these differences in the future would be interesting. Lastly, our
model did not account for some activities having a logical order (e.g., first tracking one’s
behavior before considering what to change).

CONCLUSIONS

To help a virtual coach propose effective activities, we have presented an RL model for
building human competencies for quitting smoking that combines the worldviews of health
experts and smokers. Simulations based on data from a multi-part study with 542 daily
smokers support the use of both worldviews in the model, with small to medium effects
for smokers’ current usefulness beliefs and energy as well as their current levels for expert
competencies. Moreover, while it is possible to positively affect smokers’ usefulness beliefs
using short persuasive activities, the effect of these persuasive activities is too small for
them to be considered instead of activities that directly aim to build competencies. These
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findings suggest that it might be more effective to look for the most competency-building
activities among the activities people find useful than to try to persuade people of the
usefulness of other activities.
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THE IMPACT OF HUMAN
FEEDBACK IN A CHATBOT-BASED
SMOKING CESSATION
INTERVENTION: AN EMPIRICAL
STUDY INTO PSYCHOLOGICAL,
ECONOMIC, AND ETHICAL
FACTORS

Integrating human support with chatbot-based behavior change interventions raises three
challenges: 1) attuning the support to an individual’s state (e.g., motivation) for enhanced
engagement, 2) limiting the use of the concerning human resources for enhanced efficiency,
and 3) optimizing outcomes on ethical aspects (e.g., fairness). Therefore, we conducted a study
in which 679 smokers and vapers had a 20% chance of receiving human feedback between five
chatbot sessions. We find that having received feedback increases retention and effort spent on
preparatory activities. However, analyzing a Reinforcement Learning (RL) model fit on the
data shows there are also states where not providing feedback is better. Even this “standard"
benefit-maximizing RL model is value-laden. It not only prioritizes people who would benefit
most but also those who are already doing well and want feedback. We show how four other
ethical principles can be incorporated to favor other smoker subgroups, yet, interdependencies
exist.

[2) Nele Albers, Francisco S Melo, Mark A Neerincx, Olya Kudina and Willem-Paul Brinkman. The impact
of human feedback in a chatbot-based smoking cessation intervention: An empirical study into psychological,
economic, and ethical factors. Under review.




112 6 WHO — THE IMPACT OF HUMAN SUPPORT IN A CHATBOT-BASED SMOKING CESSATION INTERVENTION

INTRODUCTION

Suppose Alice, Bob, Charlie, and 163 others are trying to quit smoking with an eHealth
application. This is a sensible approach as meta-analyses on eHealth applications show that
they are effective for quitting smoking [126, 215] and changing other lifestyle behaviors
[343] by providing support anywhere anytime [230]. Now in such an eHealth application,
the virtual coach Kai can support Alice, Bob, Charlie, and the other people wishing to quit.
Next to Kai, the human coach Hannah can give additional feedback to increase people’s
adherence to the virtual coach intervention. Since Hannah has agreed with her manager
that she only has time to give six-minute feedback to around 60 clients per day, she every
day needs to choose clients to help. To increase everybody’s chance of successfully quitting,
it might be ideal to give feedback to all three clients alternatingly. However, Hannah
expects, for example, that Alice would most benefit from the feedback, so she is tempted to
give more feedback to Alice. On the other hand, Alice is already doing very well, whereas
Bob is struggling with the intervention. So even though Bob would benefit less than
Alice, Hannah feels some obligation to help him so that he also has a chance to succeed
at quitting smoking. But to make it more complicated, Bob told Hannah that he does
not appreciate human feedback, so she feels like she should respect his wish. This leaves
Charlie: he expressed high appreciation for human feedback but Hannah thinks that the
human feedback will mainly distract him from the virtual coach intervention. So who
should Hannah give feedback to?

The question about good allocation of health professionals’ time is not a trivial one
with projections indicating that by 2060, healthcare expenses will need to rise to 18% of
the Dutch GDP [1] and one in three people will need to work in healthcare to support the
aging population [105]. There is thus an evident need to make healthcare more scalable
and cost-effective. One promising way are eHealth applications [290] which provide
elements of healthcare over the Internet or connected technologies such as apps and text
messaging and thus reduce the need for scarce and costly human healthcare staff. Since
9.4% of the disease burden in countries such as the Netherlands results from smoking
[324], eHealth applications for quitting smoking are especially welcome. While these
applications commonly integrate conversational agents that take the role of virtual coaches
[158], combining virtual with human support can be effective. Such human support can
complement the strengths of virtual coaches, not only in terms of responsibility, risk, and
oversight [63], but also by providing more tailored support [21, 250], addressing things
other than health in people’s lives [250], and being more empathetic [21, 250]. Human
support can also lead to higher credibility [188], which may make application features
such as personalization more effective [223]. Moreover, people may be more engaged
[115] and feel more accountable [21, 210, 250] and satisfied [327] when a human coach
is involved, which may help address the dropout eHealth applications often suffer from
[123, 147]. However, too much human support can reduce motivation, one’s sense of
self-worth, autonomy, and opportunities for learning [337]. In light of these considerations,
we want to examine the effects of human support in a chatbot-based intervention for
quitting smoking (RQ1). We are specifically interested in its effects on engagement due
to the central role engagement plays in intervention effectiveness [396]. Thereby, before
delving into long-term effects, we will first concentrate on the short-term effects.

Whether human support is effective may depend on how motivated, confident, or
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tired a person is (i.e., their state). This state refers to a person’s condition or status at a
specific moment in time, characterized by relative stability in its components [37]. For
example, people with high intrinsic motivation who are already adhering to and engaging
with the intervention might perceive human support as controlling or questioning their
ability or competence [252]. At best providing human support to people with high intrinsic
motivation only makes it ineffective, but it can also undermine people’s intrinsic motivation
and thus lead to lower adherence in the future [252]. So whether human support is given
in a person’s current state can also affect a person’s future state and thus the effectiveness
of future human support. One approach that allows us to consider both current and future
states is Reinforcement Learning (RL) [357]. While RL has previously been used to allocate
human support in eHealth applications, the algorithms tend to not consider people’s future
states (e.g., [300, 301]) and current states (e.g, [132, 133]). With such a consideration of
current and future states, RL for adaptive behavior change support [384] has previously
been applied to various domains, such as timing running notifications [381], suggesting step
goals [113, 140], selecting messages for diabetes prevention [195], and choosing persuasive
messages for preparing for quitting smoking [20]. Here we investigate whether RL with a
consideration of current and future states can also be used to allocate human support for
long-term effectiveness. Our second research question thus concerns how effective human
support for quitting smoking is in the long term (RQ2), again with focus on engagement.

One crucial difference when allocating human support compared to adapting other
elements of eHealth applications is that human support is limited: Since one of the main
motivators for creating eHealth applications is that they reduce the need for scarce and
costly healthcare staff, adding large amounts of human support to eHealth applications
defeats this purpose. Current eHealth applications commonly provide human support on
demand (e.g., [51, 52, 115, 321]). While this does not explicitly limit the amount of human
support, many people do not use optional human support [337] due to reasons such as
preference for self-management [21] or lack of perceived usefulness [21, 52] or time [52].
Therefore, since the requested amount remains relatively low in practice, limits such as
maximum amounts of support per person (e.g., up to three text messages per day [52])
may not be necessary. A downside of this approach is that people who do not ask for
support may still benefit from it [337]. To address this, some applications supplement
the on-demand support with a certain minimum level of human support per person (e.g.,
[51, 52, 115]). This, in turn, has the disadvantage that support might be allocated to people
who do not benefit or even are put off by it. Current RL algorithms for allocating human
support [132, 133, 300, 301] do allocate human support to those who would most benefit
from it by optimizing for measures such as meeting calorie goals [132] or reducing opioid
analgesic misuse risk [301]. However, they do not necessarily respect people’s autonomy
by not assigning support to people who do not want it, which brings us back to the idea of
providing human support on demand. Moreover, unlike applications providing a certain
amount of support to each person, current RL algorithms do not ensure equal treatment by
assigning the same amount of support to everybody.

Evidently, allocating limited human smoking cessation support requires moral consider-
ations regarding who gets to benefit from human support, and thus who may increase their
chance of successful smoking cessation and positive health outcomes. More generally, the
question of allocating limited human support can be seen as a problem of allocating scarce
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medical resources, for which Persad et al. [297] formulated four categories of ethical princi-
ples: 1) treating people equally, 2) favoring the worst-off, 3) maximizing the total benefit of
the client population, and 4) promoting and rewarding social usefulness (Table 6.1). Each
of these categories can be implemented in different ways. For example, treating people
equally could mean allocating support randomly or on a first-come, first-served basis [297].
In addition, resource allocation differs in whether it respects people’s autonomy. According
to self-determination theory, the satisfaction of autonomy together with competence and
relatedness enhances motivation and well-being [332]. Moreover, autonomy is, besides
justice, non-maleficence, and beneficence, one of the four main principles of biomedical
ethics [49]. Goodman and Houk [144] argue that a patient should have the ultimate say in
whether to proceed with a treatment they are offered if their autonomy is to be respected.
Applied to our context, this could mean that a person who does not want human support
should not be given support.

Persad et al. [297] claim that no single principle is sufficient to include all morally
relevant considerations. However, it is not obvious how the principles should be combined.
Even in the intensive care unit (ICU) triage context, which has been well-studied during
the COVID-19 pandemic, guidelines differ between countries [3]. For example, while
maximizing benefits is a central triage ground in many countries, countries disagree on
whether some priority should be given to younger people regardless of medical arguments
[3]. Before deciding how to allocate human support for quitting smoking, it would help to
first better understand the consequences of using different ethical allocation principles,
and combinations thereof, for various subgroups. Importantly, the focus here is on first
understanding the effects of including a wide range of different principles rather than
proposing that certain principles should be used. Therefore, our third research question is
what ethically (ir)responsible consequences may occur from using the learning algorithm
and can be mitigated with algorithmic refinements (RQ3).

The context in which we investigate our three research questions is preparing for
quitting smoking or vaping with a virtual coach. Specifically, we envision a virtual coach
that prepares people for quitting smoking or vaping by assigning them preparatory activities
such as visualizing one’s desired future self or thinking of strategies for dealing with
cravings. The goal of these activities is to prepare people for change, which is often
done at the start of a behavior change intervention (e.g., [266, 278, 374]) to increase the
likelihood of successful change thereafter. We focus on this first part of a behavior change
intervention since feedback effects are more difficult to assess in a complete behavior
change intervention with many other (adaptive) elements such as goal-setting or social
support [45]. In the few days between sessions with the virtual coach, smokers may
sometimes receive a feedback message from a human coach to motivate and keep them
engaged (Figure 6.1). To assess the effect of the feedback, the virtual coach asks smokers
about the effort spent on their activities in the next session. The choice of who receives
feedback thereby is guided by psychological (i.e., factors describing an individual’s state
that influence the effects of human feedback), economic (i.e., cost of human feedback), and
ethical (i.e., which ethical principles are used) concerns.

Since the effectiveness of eHealth applications for behavior change hinges on user
engagement [396], we here examine whether receiving human feedback increases people’s
engagement with the preparatory activities proposed by the virtual coach, specifically, the
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Table 6.1: Allocation principles by Persad et al. [297], with the addition of autonomy [49, 332], and corresponding
examples in the context of allocating human support for preparing for quitting smoking.

Allocation principle Example for preparing for quitting smoking

TREATING PEOPLE EQUALLY
Lottery - Random allocation
First-come, first-served - Longest time since last human support

FAVORING THE WORST-OFF: PRIORITARIANISM
Sickest first - Least likely to successfully prepare for quitting smoking
without human support
- Most likely to experience negative consequences of smoking
in the future without human support
Youngest first - Youngest first

MAXIMIZING TOTAL BENEFITS: UTILITARIANISM
Prognosis - Largest increase in chance of successfully preparing for
quitting smoking because of the support
- Largest reduction in negative consequences of smoking in
the future because of the support

PROMOTING AND REWARDING SOCIAL USEFULNESS

Instrumental value - Largest value to society in the future (e.g., healthcare staff,
workers producing influenza vaccine, people who agree
to improve their health and thus use fewer resources in the
future)

Reciprocity - Past usefulness or sacrifice (e.g., past organ donors,
people who participated in vaccine research, people who
made healthy lifestyle choices that reduced their need for
resources in the past)

RESPECTING AUTONOMY
Autonomy - Highest appreciation of human support

effort spent on the activities and the likelihood of returning to the next session. Therefore,
the effects of the intervention on actual smoking cessation lie outside the scope of our
study. For our analyses, we use 2,326 interaction samples from a longitudinal study in
which 679 daily smokers and vapers interacted with a text-based virtual coach in up to
five sessions and sometimes received human feedback between sessions. Moreover, we
perform human data-based simulations with an RL model to examine the long-term effects
of human feedback given in different states and under varying cost settings. Even this
“standard" RL model is value-laden. It prioritizes people who are already doing well and
want feedback. We conclude by showing that building an RL model for allocating limited
human feedback necessitates making ethical decisions and illustrating how different ethical
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Hello, it’s great that you have made the decision to stop smoking!
You’re very right, if we want to achieve a goal we need to be
consistent. However, it is important to give yourself some compassion,
too. We cannot expect ourselves to be perfect at something from the
very beginning. Be gentle with yourself through this process and
celebrate the small successes. Exercise really is a great way to divert
yourself from wanting to smoke and ignoring that little voice in your
head that one more cigarette won’t be so bad. I hope that the next
activity will help you with getting some motivation to get more
physically active! I can see that you are motivated to stop smoking and
are confident in your ability to do so, your mindset is already there!
Keep up the good work and remember to be kind to yourself.

Best wishes,
Karina & Goda on behalf of the Perfect Fit Smoking Cessation Team

Figure 6.1: Example of human feedback sent to participants in our intervention.

principles can be incorporated to favor different smoker subgroups. For this, we use the
principles by Persad et al. [297] with the addition of autonomy to capture a wide range
of concrete principles used in practice. Despite the breadth of these principles, we do not
exclude the possibility that other principles could be relevant in this context. To combine
principles, we can use weights. For example, a total priority score could be computed as
0.8x prognosis+0.2x youngest first, thereby assigning a weight of 0.8 to the benefit
someone would receive from human support, a weight of 0.2 to their age-based priority,
and a weight of 0 to their priorities based on any other principle. Rather than proposing
optimal weights, our goal is to show the influence of different weights and, in particular,
weights based on smokers’ preferences. For the latter, we use the preferences of the 449
participants of our post-questionnaire. We hope that our work helps eHealth application
designers make the ethical decisions needed for allocating human support. To make our
findings accessible to a broader audience, a lay summary can be found in the Appendix.

REsSULTS

We collected 2,326 interaction samples from 679 people. On a scale from 0 to 10, participants
reported spending an average effort of 5.74 (SD = 2.75) on their activities, ranging from 4.80
(SD = 2.72, N = 71) for the activity “Role model for others by quitting smoking" to 6.62 (SD
=2.42, N = 21) for the activity “How friends and/or family will receive one’s desired future
self after quitting smoking"!. In sessions 2-5, participants were asked about their likelihood
of having returned to the session in case of an unpaid smoking cessation program on a scale
from —5 (“definitely would have quit the program”) to 5 (“definitely would have returned

IRefer to Table C.1 for the mean effort for each of the 37 preparatory activities.
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to this session”). The mean of these responses was 1.57 (SD = 2.73, N = 679) in session 2
and 2.11 (SD = 2.68, N = 504) in session 5, with responses from the full range of the scale
in each session. Participants seem to have read most of the messages as they clicked on the
reading confirmation links for 81.72% of the 380 interaction samples with human feedback.
Moreover, of the 270 people in the post-questionnaire who received at least one human
feedback message, 82.59% said they noticed the human feedback messages, and 81.85%
that they read the human feedback messages either sometimes (11.48%) or always (70.37%).
Receiving human feedback appears to have not influenced the actual return to the next
session. For example, the percentage of people answering at least one state question in
session 2 is 87.26% for people who received feedback after session 1 and 86.09% for those
who did not.

RQ1: SHORT-TERM EFFECTS OF HUMAN FEEDBACK ON ENGAGEMENT
Direct effect of human feedback. We can frame posterior probabilities as “bets" we
can place with varying confidence levels [90]. Here, we can place a casual bet that human
feedback increases the effort people spend on their activities (b = 0.08, 95% HDI = [-0.13,
0.29], P(b > 0) = 0.76, Cohen’s d = 0.05), whereas it is not worth betting on a positive effect
for the return likelihood (b = 0.03, 95% HDI = [-0.15, 0.22], P(b > 0) = 0.64, Cohen’s d =
0.02). The effect sizes can be evaluated as less than small according to the guidelines by
Cohen [97].

Delayed effect of human feedback. People spend more effort on their activities (b =
0.39, 95% HDI = [0.17, 0.62], P(b > 0) > 0.9995, Cohen’s d = 0.25) and are more likely to
return to the next session (b = 0.29, 95% HDI = [0.08, 0.50], P(b > 0) > 0.995, Cohen’s
d = 0.18) when they have received human feedback in the past (e.g., two sessions ago).
The posterior probabilities can be classified as nearing certainty that the effect of having
received feedback is positive for effort and a very strong bet that it is positive for the return
likelihood. The effect size is small for effort and less than small for the return likelihood
[97].

Delayed effect of multiple human feedback messages. We can place a casual bet that
having received multiple human feedback messages increases the effort people spend on
their activities (b = 0.14, 95% HDI = [-0.21, 0.50], P(b > 0) = 0.80, Cohen’s d = 0.09), whereas
it is not worth betting on a positive effect for the return likelihood (b = 0.06, 95% HDI =
[-0.24, 0.37], P(b > 0) = 0.66, Cohen’s d = 0.04). Both effect sizes are less than small [97].

RQZ LONG-TERM EFFECTS OF OPTIMALLY ALLOCATED HUMAN FEED-
BACK ON ENGAGEMENT

Long-term effects of unlimited human feedback. Figure 6.2 depicts the mean effort-
based reward per activity assignment for four policies that provide different amounts
of human feedback. Comparing these policies in Figure 6.2 shows that providing more
human feedback generally leads to a higher mean reward per activity assignment. The
mean rewards per activity assignment for the policies of never, half the time, and always
providing feedback are 0.53, 0.54, and 0.55 after a single time step, and 0.57, 0.61, and 0.64
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after 100 time steps. The latter three correspond to efforts of 6.32, 6.68, and 6.97 and thus
to increases of the mean effort of 5.74 by 10.18%, 16.41%, and 21.52%. Always providing
feedback thus ultimately leads to an effort that is by 0.65 scale points higher than never
providing feedback. Looking at the optimal policy 7*° in Figure 6.2, however, reveals
that providing more human feedback is not always better: the optimal policy does not
always assign human feedback but ultimately leads to a higher mean reward per activity
assignment than always providing human feedback. Specifically, there are two states where
it is optimal not to give human feedback. In both of these states, the perceived importance
of preparing to quit is high, and either the self-efficacy for preparing to quit or the human
feedback appreciation low. The mean reward per activity assignment for the optimal policy
after 100 time steps is 0.66, which corresponds to an effort of 7.08 and an increase of the
mean effort by 23.36%.

1.0
—— Optimal policy

----- Always human feedback
——=- 50% human feedback
---------- Never human feedback

0.8

0.6

Mean reward per previous activity assignment

0.0
1 2 3 5 10 20 30 50 100

Number of time steps

Figure 6.2: Mean reward per previous activity assignment over time for four policies. People are
initially distributed across the 12 base states as in the first session of our study.

Long-term effects of limited human feedback. Table 6.2 shows the states in which
people would receive human feedback when different human feedback costs are used.
States with low or medium perceived importance and high self-efficacy are those where
human feedback has the most positive effect on engagement in the long run, as those
states are still allocated feedback for the highest costs. Increasing the cost generally leads
to only a small drop in reward (Figure 6.3a) even if a lot less human feedback is given
(Figure 6.3b). The notable exception is increasing the cost from 0.07 to 0.09, which results
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in a clear drop in the mean effort spent on activities because then people who have high
perceived importance, self-efficacy, and feedback appreciation (i.e., those in state 211) no
longer receive feedback (Table 6.2).

Table 6.2: States with human feedback (v') for optimal policies 7¢, computed based on different costs c. We
refer to the 12 states with three-digit strings representing the values of the three state features: 1) perceived
importance, 2) self-efficacy, and 3) human feedback appreciation.

Policy Low importance Medium importance High importance
000 001 010 o011 100 101 110 111 200 201 210 211

0 v v v v v v v v v v
002 v v v v v v v v v
r*0-03 Ve v Ve v v v v v
*0-05 v v v v v v v
%0055 v v v v v v
=007 v  / v v v
009 v v v v
01 v v v
ﬂ*,O.IOZ / ‘/
”*,0.12 /
”*,0.18

0 0.05 0.07 0.1 — 0.12 0 0.05 0.07 0.1

0.02 0.055 — 0.09 — 0.102 — 0.18 0.02 0.055 — 0.09 —— 0.102

0.03 0.03

1.0 1.0

0.8

0.6

0.4

0.2

Mean reward per previous activity assignment

0.0

(@)

5 10 20 30
Number of time steps

50

100

o o
o ©

Mean fraction of previous
activity assignments with feedback
o
=

o
N

0.0

(b)

— 0.12
— 0.18

5 10 20 30
Number of time steps

50

100

Figure 6.3: Mean (a) reward per previous activity assignment and (b) fraction of previous activity assignments
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RQ3: EFFECT OF DIFFERENT ETHICAL ALLOCATION PRINCIPLES ON
HUMAN FEEDBACK RECEIVED BY SMOKER SUBGROUPS
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Figure 6.4: Percentage of human feedback allocated to smoker subgroups with high, medium, and low
values for the criteria a) prognosis, b) first-come, first-served, c) sickest first, d) autonomy, and e) priority
when using six different policies to allocate feedback. These policies are based on either a single
reward (prognosis), the weighted sum of two rewards (e.g., prognosis + autonomy), or the weighted
sum of all five rewards using the smoker-preferred weighting shown in Table 6.4 (smoker-preferred
weighting). There are only low and high values for the criterion autonomy. For each criterion, the
bar of the policy that specifically addresses only that criterion besides prognosis is highlighted with a
thick border. Arrows indicate conflicts between ethical principles.

Figure 6.4 depicts the percentage of human feedback allocated to smoker subgroups,
distinguished based on the criteria prognosis, first-come, first-served, sickest first, autonomy,
and priority, when using different policies to allocate feedback. For example, when we
allocate feedback using only a prognosis-based reward, around 80% of the feedback is given
to people with a high value for the criterion prognosis (i.e., those most benefitting from the
feedback, first bar in Figure 6.4a). On the other hand, if we use a weighted combination of
prognosis and autonomy to allocate feedback, only about 50% of the feedback is given to
people who would benefit most from it (fourth bar in Figure 6.4a). In general, Figure 6.4
shows that the reward functions included in the RL model influence the way smoker
subgroups are allocated feedback. While adding to the prognosis-based reward a single
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auxiliary reward based on another ethical principle allows more feedback to be allocated
according to that principle (see bars with thick borders in Figure 6.4), ethical principles
can be conflicting. Specifically, allocating feedback according to sickest first leads to
much worse performance for autonomy and prognosis and vice versa (see the arrows in
Figure 6.4). This suggests that people who are not doing well are less likely to want and
benefit from human feedback than people who are doing well. Considering smokers’
allocation preferences (Table 6.4), we observe that an optimal policy based on smoker-
preferred principle weighting allocates less feedback to those who would most benefit from
it (prognosis, Figure 6.4a) and value it the most (autonomy, Figure 6.4d), compared to an
optimal prognosis-based policy. On the other hand, considering smokers’ preferences means
allocating more feedback to people who have spent a lot of time since the last feedback (first-
come, first-served, Figure 6.4b), are expected to spend the lowest effort on their activities
without feedback (sickest first, Figure 6.4c), and have an individual characteristic-based
priority (priority, Figure 6.4e). This shows that smokers’ preferences differ from what
is optimal when we just strive to optimize population-level health outcomes. Free-text
descriptions of smokers’ allocation preferences from our post-questionnaire underline this.
For example, one participant wrote, “Help those first who need the most help but also be
equal like give feedback at least once to each person." Table C.7 shows for each principle
a quote from a participant who afterward indicated a relatively high preference for the
principle.

DiscussioN

Short-term effects on engagement. The presented study examined the psychological,
economic, and ethical factors that arise when combining human support in the form of
human feedback messages with a chatbot-based smoking cessation intervention. While
our inferential analyses provide only limited support for a positive direct effect of human
feedback on the effort people spend on their activities and their return likelihood, they do
provide strong support for a positive delayed effect, albeit one that is at most small (RQ1).
That is, people who have received human feedback at some point in the past (e.g., two
sessions ago) spend more effort and are more likely to return to the next chatbot session.
Such small positive effects of human support have also been found in other contexts such
as mental health [47, 361]. Our observed delayed effect instead of a direct effect makes
sense in the tradition of primarily seeing human support as enhancing accountability or
adherence [252, 337]: human feedback received in the past also affects accountability at
least in the short-term future. It would be interesting to see whether more direct effects
are observed for different kinds of support, such as one that encourages curiosity [143] or
aims to deepen the skills or knowledge taught in an activity [337].

Beyond the effect of having received human feedback, we only find limited support for a
positive effect of having received multiple feedback messages. This is in line with previous
work in the context of an Internet-based intervention for panic disorder [197], a web-
and mobile app-based mental health promotion intervention [319], and a computerized
psychological intervention for comorbid mental health and substance use problems [190].
Thus, more human support beyond some minimal level of human involvement might not
have additional benefits. Notably, even people who never received human feedback in our
study spent a somewhat higher effort (M = 5.83, SD = 2.43, 95% HDI = [5.49, 6.17]) than
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participants of our two previous chatbot-based smoking cessation studies without human
involvement [14, 16] (M = 5.60, SD = 2.56, 95% HDI = [5.43, 5.78]) on activities common to
all three studies. Therefore, future research on the effect of merely knowing that a human
could give feedback is warranted.

Long-term effects on engagement. Regarding long-term effects, simulations with an
RL model show that while providing more human feedback generally leads to a higher
effort-based reward over time, there are also two states where it is better in the long run
not to provide feedback (RQ2). These are states where the perceived importance is high,
and either self-efficacy or the appreciation of human feedback is low. This underlines that
whether providing human support positively affects engagement in the long run depends
on a person’s state described by psychological factors. While our examined psychological
factors primarily relate to engagement, future research could also examine factors related
to other reasons why people may fail to benefit from a behavior change application and
hence benefit from human support (e.g., lack of knowledge on how to use the intervention)
[337]. Interesting is also that even in states where human feedback appreciation is low,
providing human feedback is often beneficial in the long run (Table 6.2). While not receiving
one’s preferred type of support does not necessarily negatively influence adherence and
effectiveness [319], it could also be that people who are strongly opposed to certain types
of feedback drop out at the very start of the intervention [319]. Such self-selection might
also have occurred in our study. Since we observed a median human feedback appreciation
rating of 6 on a scale from —10 to 10, this seems likely.

While it is optimal to give human feedback in almost all states, about 50% of human
feedback can be removed without a large drop in effort spent on activities (Figure 6.3). When
the human feedback cost is high, the largest long-term increase in effort can be obtained
by giving feedback to people with low or medium perceived importance of preparing for
quitting and high self-efficacy, which suggests an importance-enhancing effect of human
feedback (Figure C.2). While the cost of our human support was already relatively low
because our human coaches were Master’s students in Psychology who spent only five
to ten minutes per message, previous work suggests other types of support that could
be used to potentially further reduce cost. For example, given that the qualification of
human coaches providing support does not seem to play a large role in internet-based
mental health interventions [47], it has been proposed that technicians [365] or expert
patients [327] could also provide feedback. Other alternatives include tips and personal
stories from other users [115] as well as group sessions [207], even though the greater effort
for users and loss of anonymity associated with the latter might lead to higher dropout
[319]. Furthermore, besides changing the type of support, one could also reduce costs by
examining why around 20% of people did not read feedback messages. It could be that
some of them needed less feedback. Lastly, one could investigate how human coaches can
write feedback more quickly. For example, it was more difficult for our human coaches to
write feedback when people did not provide much information in their introduction texts
and activity experiences.

More generally, however, sharing user data with human coaches raises privacy and
transparency concerns [210]. For example, while our participants were told in the ethics
board-approved informed consent form that human coaches could potentially read their
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anonymized introduction texts, activity experiences, and background information (e.g.,
baseline smoking/vaping frequency), we need to keep in mind that participants might not
actually (fully) read or understand informed consent forms [296]. Our participants were
reminded during the virtual coach sessions only that their activity experiences could be
read by human coaches, so not all participants might have been aware of all the information
that the human coaches could access. One way to address this is to let users see which data
their human coach has access to and explicitly share data with them [115]. This, however,
could mean that users share very little data, which could come at the expense of effective
feedback as the experiences of our human coaches and also the therapists in the study by
Doherty et al. [115] suggest. Explaining to users the benefit of sharing more information
could help. Future research should also investigate the effect of feedback quality.

Effect of different ethical allocation principles. When it comes to allocating limited
human feedback, the RL model that optimizes the effort spent on activities is essentially
value-laden [200], because it takes a stand on the ethical question of who should receive
feedback when resources are limited. Specifically, in a setting where only around 35%
of people receive feedback, the model gives less feedback to people who have spent the
longest time since the last feedback (first-come, first-served), are least likely to engage
with the intervention without feedback (sickest first), or should be prioritized based on
individual characteristics such as age or future or past value to society (youngest first,
instrumental value, reciprocity) than the 449 participants of our post-questionnaire would
prefer (Table 6.4) (RQ3). Our results show that we can define additional reward functions
to favor those people. Notably, however, we find that favoring one principle can come at
the expense of another. For example, since our participants with low engagement often did
not want feedback, giving more feedback to them means doing worse on autonomy. These
conflicts between ethical principles raise the question of how allocation decisions can be
made in practice. In a medical context, it has often been advocated that multidisciplinary
teams should decide how to allocate limited medical resources [3, 177]. In case these teams
are unsure of their preferences over different allocation principles, an explicitly multi-
objective approach can be taken where teams are presented with and guided in choosing
from the set of allocations that are optimal under different weights given to allocation
principles [94, 156]. To increase the acceptance of the selected allocation, the underlying
rationale should be explained [4, 200]. Individual allocation outcomes could further be
explained with directions toward how other outcomes can be obtained [344]. Lastly, in
case the model is continuously updated with new data collected during the intervention,
approaches for normative monitoring of the model (e.g., [281, 282]) might be useful to
determine and potentially adjust the degrees to which allocation principles are followed.

Limitations. In addition to the limitations related to the type and quality of feedback
as well as the possible self-selection of participants who favor receiving human feedback,
our work is further limited in several ways. First, our RL-based analysis of the long-term
effects of human feedback is based on human data-based simulations. Although this is
a common way to assess RL models [384], future work should compare the long-term
effects of different ways of allocating human feedback in a randomized controlled trial
to see how well our findings generalize. Such a trial could also integrate our preparatory
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activities into a full behavior change intervention to confirm whether higher engagement
with preparatory activities is associated with more successful smoking cessation. Just
like the engagement with these activities, their effectiveness may also depend on people’s
states. We are currently investigating this in a separate study [16]. Analyzing the data on
people’s experiences with their activities that we publish with this chapter [30] can further
provide insights on when and for whom preparatory activities are effective. Additional field
studies could also assess the predicted ethical implications of our analyses. Second, while
our analysis of short-term effects for RQI shows a delayed effect of providing feedback, it
is not clear whether the state transitions in our RL model are sufficient to capture these
delayed effects. Future works should investigate this. Third, since participants were paid
for completing the conversational sessions, they might have felt at least some obligation
to complete the activities even though they were informed that their payment was not
contingent on their reported completion. As such, there might already have been some
accountability to the intervention, which might have limited the additional effect of human
feedback. Interestingly, feedback is allocated in fewer and different states when using
the return likelihood instead of the effort as the basis for the reward (Table C.3), which
underlines the importance of testing the effect of human feedback in an intervention
without payments. Fourth, as our participants were relatively young and well-educated
(Table C.9), our findings might not generalize to an older and less educated sample. Such
a sample might, for example, benefit from more support, particularly that which also
addresses low eHealth literacy and limited technology skills 8, 318]. Future research could
examine how our findings generalize to people who are underrepresented in our sample.
Furthermore, there is potentially limited generalizability of our findings to other clinical
settings. Even though similar analyses could be performed, the specific results (e.g., states
in which human feedback is optimal, ways in which ethical principles are conflicting)
would probably differ. Since human feedback has also been shown to be effective in other
contexts such as mental health [47, 361], it is promising to investigate this further. Lastly,
our findings depend on the specific ways in which we operationalized the ethical principles
in our context. This operationalization alone can have ethical consequences (e.g., see
Obermeyer et al. [272] in the context of using historical health costs as a proxy for health
needs).

Conclusion. Based on data from our longitudinal study in which 679 daily smokers and
vapers interacted with a text-based virtual coach in up to five sessions and sometimes
received human feedback between sessions, we demonstrate that people who have received
human feedback spend more effort on the activities proposed by the virtual coach and are
more likely to return to the next session. This suggests that it would be beneficial to have
a human coach check in at least once with people who are preparing to quit smoking with
a virtual coach. Moreover, concerning long-term effects, simulations with an RL model
show that while providing more human feedback generally leads to a higher effort, there
are also states where it is better not to provide feedback. When only very few resources
for providing feedback are available, the highest effort spent on activities over time can
be obtained by giving it to people with high self-efficacy and low or medium perceived
importance of preparing for quitting smoking/vaping. Third, even the “standard” benefit-
maximizing RL model is value-laden, prioritizing people who are already doing well and
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want feedback. This is noteworthy in times when the increasing pressure on the healthcare
system leads to calls to focus more on the cost-effectiveness of healthcare [105]. We further
show how the RL model can be extended to incorporate other ethical principles such as
favoring the worst-off or treating people equally, which we find to influence which smoker
subgroups receive feedback. Since there is thus no value-free allocation of human support,
moral decisions on who gets human support cannot be avoided. Given the complexity and
dependencies between ethical principles, determining the consequences of different moral
decisions is crucial. We hope that our work facilitates this and thus helps in making moral
allocation decisions.

METHODS

We conducted an online crowdsourcing study in which participants interacted with the
virtual coach Kai in up to five sessions between 1 February and 19 March 2024. The Human
Research Ethics Committee of Delft University of Technology granted ethical approval
for the study (Letter of Approval number: 3683). We preregistered the study in the Open
Science Framework (OSF) [17] and no changes were made compared to the preregistration.

STUDY DESIGN

We performed a longitudinal study with a micro-randomized design [196], which entails
assigning an intervention option at random to each participant at each pertinent decision
point. The two intervention options were providing and not providing human feedback,
which were chosen with probabilities of 20% and 80%, respectively. The four decision points
were the days between each pair of five sessions with the virtual coach. To assess the effect
of the intervention options, participants reported their effort spent on the activity assigned
by the virtual coach as well as their return likelihood in case of an unpaid intervention in
sessions 2-5 (Figure 6.5). Based on the collected data, we performed inferential statistics to
determine the effect of human feedback on the effort and return likelihood (RQ1). Moreover,
we trained an RL model that optimizes the effort people spend on their activities over time.
Using this model, we ran human data-based simulations to assess the long-term effects
of human feedback under varying settings for the cost of providing feedback (RQ2). Such
human data-based simulations are a common way to assess RL models [384]. Lastly, we
compared the optimal policies of RL models that not only optimize the effort spent on
activities (i.e., prognosis) but also account for other ethical principles (Table 6.4) concerning
the human feedback allocated to different smoker subgroups (RQ3). The weights assigned
to the different ethical principles are thereby also based on smokers’ preferred principles
for allocating human feedback from our post-questionnaire (Table 6.4).

MATERIALS

Virtual coach. We implemented the text-based virtual coach Kai by closely following
the implementation of the virtual coach Sam [9], which was developed for another smoking
cessation study and overall perceived positively by smokers [21, 23]. There were two

versions of Kai, one for smokers and one for vapers. Below we describe the smoking version?.

“The only difference of the vaping version is that smoking-related terms in the dialogs were replaced with their
vaping counterparts (e.g., "smoker" was replaced by "vaper").
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Figure 6.5: Study design, including the collected data. Between each pair of sessions, participants had
a 20% chance of receiving a human feedback message.

After introducing itself as wanting to prepare people for quitting smoking and becoming
more physically active, with the latter possibly aiding the former [152, 305], Kai explained
that one of two human coaches could sometimes send a feedback message between sessions.
These human coaches were described as having a background in Psychology, including
knowledge of how to help people change their behavior. In each of up to five sessions, Kai
collected information on an individual’s current state by asking about their importance
and self-efficacy for preparing for quitting, human feedback appreciation, and energy.
Afterward, Kai proposed a new preparatory activity. In the next session, Kai asked about
the effort people spent on their activity and their experience with it as well as their
likelihood of returning to the session if it was unpaid. People were told that one of the
human coaches could read their experience description to write a feedback message and
that more specific descriptions would help write more specific feedback. Kai informed
people when they were chosen to receive human feedback after the session. At the end
of the session, participants received a reminder message with their activity on Prolific
(Figure C.4). Like Sam, Kai gave compliments for spending a lot of effort on activities,
expressed empathy otherwise, and maintained an encouraging attitude. The Rasa-based
implementation of Kai [12] and a demo video [13] are available online. The conversation
structure is shown in Figure C.5.
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Preparatory activities. In each session, Kai proposed a new preparatory activity. This
activity was randomly chosen from a set of 37 short activities (e.g., past successes for
quitting smoking, role model for others by quitting smoking, visualizing becoming more
physically active as a battle) created based on discussions with health experts, the activities
of the smoking cessation applications by Michie et al. [243] and Albers et al. [21], the
behavior change techniques by Michie et al. [241], and smoking cessation material by
organizations such as the National Cancer Institute and the Dutch Trimbos Institute. Since
becoming more physically active can make it easier to quit smoking [152, 305], 17 activities
addressed becoming more physically active. One example of an activity is given in Table 6.3
and all activities can be found in Table C.6.

Table 6.3: Title and formulation of 1 of the 37 preparatory activities for quitting smoking used in the study.

Reasons for quitting smoking. Quitting smoking has many benefits. Think, for
example, of improved physical fitness, healthier skin, and lower expenses. To help you
quit smoking, it can be useful to write down why you want to quit. This can increase
your aspiration to quit smoking, which may aid in quitting successfully. So, before the
next session, I advise you to identify and write down reasons why you want to stop
smoking. After writing them down, think about which reasons are most important to
you and order them accordingly.

Human feedback. The human feedback messages were written by one of two human
coaches, who were Master’s students in Psychology. Following the model by op den Akker
et al. [284], the human coaches were instructed to write messages that contained the
following components: feedback, argument, and suggestion or reinforcement. They also
received the general guidelines to refer to things in people’s lives to build rapport, show
understanding if people have low confidence, and reinforce people when they are motivated.
When writing the feedback, the human coaches had access to anonymized data on people’s
baseline smoking and physical activity behavior (i.e., smoking/vaping frequency, weekly
exercise amount, existence of previous quit attempts of at least 24 hours, and the number
of such quit attempts in the last year), introduction texts from the first session with the
virtual coach, previous preparatory activity (i.e., activity formulation, effort spent on the
activity and experience with it, return likelihood), current state (i.e., self-efficacy, perceived
importance of preparing for quitting, human feedback appreciation), and new activity
formulation. All feedback messages ended with a disclaimer that they were not medical
advice. A screenshot of how we sent human feedback messages to participants is provided
in Figure 6.6. All 523 written messages are available online [29].

MEASURES

PRIMARY MEASURES

Effort. The virtual coach asked participants about the effort they put into their previously
assigned activity on a scale from 0 (“Nothing”) to 10 (“Extremely strong”), adapted from
Hutchinson and Tenenbaum [170] as also done by Albers et al. [20].
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This is your feedback message from your
human coaches Karina and Goda for
preparing to quit vaping:

"Hi, congratulations on your decision to quit
vaping! 1 am happy to see that you've put
some effort into completing your last activity
by thinking about your past succasses in
resisting vaping. You can use the list of the
strenghts that you've made to remain
motivated throughout the process of
quitting and to remind yourself that you are
capable of resisting cravings. | see that you
did not succeed in reducing vaping last
week since you felt anxious which made it
difficult to not vape. It seems that you are
using vaping to cope with anxiety thus,
succesfully quitting might require finding
other ways of coping. | suggest thinking
about alternative ways to deal with stress.
For example, talking to a friend, doing
breathing exercises, going for a walk in
nature, or engaging in some physical
activity. You can do some research online to
see what could work for you. | understand
that it can be challenging to find something
that you can implement into your routines
and that is effective, but in the long run, itis
worth it, as vaping is not healthy and can be
a counterproductive way to deal with stress
(as it can increase the feelings of tension
and anxiety). | hope that you will find
something that works for you! | see that you
find quitting important and fael confident in
your ability to quit, which is great as both of
the factors can help you quit vaping. Keep
up the good work and good luck!

Best wishes,

Karina & Goda on behalf of the Perfect Fit
smoking Cessation Team

To confirm that you have read this message,
please click on this link:

Figure 6.6: Screenshot of a human feedback message sent to a participant on the crowdsourcing platform Prolific
Academic. The message ended with a disclaimer that it was not medical advice.

Return likelihood. Participants were asked “Currently you are taking part in a paid
experiment. Imagine this was an unpaid [smoking/vaping] cessation program. How likely
would you then have quit the program or returned to this session?", rated on a scale from
-5 (“definitely would have quit the program") to 5 (“definitely would have returned to this
session"). 0 was labeled as “neutral”

SECONDARY MEASURES

State features. We measured five variables (i.e., features) that describe a person’s state
in each session: 1) the perceived importance based on the question "How important
is it to you to prepare for quitting [smoking/vaping] now?", adapted from Rajani et al.
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[314] and rated on a scale from 0 ("not at all important”) to 10 ("desperately important”),
2) self-efficacy based on the question "How confident are you that you can prepare for
quitting [smoking/vaping] now?", adapted from the Exercise Self-Efficacy Scale by McAuley
[233] and rated on a scale from 0 ("not at all confident") to 10 ("highly confident"), 3)
human feedback appreciation based on the question "How would you view receiving
a feedback message from a human coach after this session?", rated on a scale from -10
("very negatively") to 10 ("very positively"), with 0 labeled as "neutral," 4) energy based
on the question "How much energy do you have?", rated on a scale from 0 ("none") to 10
("extremely much"), and 5) the session number.

Preferred principles for allocating human feedback. Participants were asked to
distribute 100 points across 11 allocation principles after the question "Based on which
principles/rules should the virtual coach decide when a human coach should give feedback
to people who are preparing to quit [smoking/vaping]? Assign 100 credits to the principles
below, where more credits mean that you are more in favor of a principle." 9 principles were
derived from the ones presented by Persad et al. [297], adapted to the smoking cessation
context (Table C.7). We supplemented these principles with one further formulation of
treating people equally (i.e., least amount of human feedback so far) and with the principle
of respecting people’s autonomy by prioritizing people who most appreciate receiving
human feedback.

PARTICIPANTS

Participants were recruited from the crowdsourcing platform Prolific Academic. Eligible
were people who smoked tobacco products or vaped daily, were fluent in English, and had
not participated in the conversational sessions of our two previous studies with similar
preparatory activities [14, 16]. Participants further had to give digital informed consent,
confirm smoking/vaping daily, and indicate being contemplating or preparing to quit
smoking/vaping [112] and not being part of another intervention to quit smoking/vaping
to pass the prescreening questionnaire. The study was framed as preparation for quitting
smoking/vaping for people recruited as daily smokers/vapers. Out of 852 people who
started the first conversational session, 500 completed all five sessions, and 449 provided
their preferences for allocating human feedback based on different principles in the post-
questionnaire. To increase the chance that participants would read the human feedback
messages, they were told they might be asked to confirm having read a received message to
be invited to the next session. Participants who failed more than one attention check in the
prescreening questionnaire were not invited to the first session. Moreover, participants had
to respond to the invitations to the sessions and post-questionnaire within two days. The
participant flow is shown in the Appendix. Participants who completed a study component
were paid based on the minimum payment rules on Prolific, which require a payment
rate of six pounds sterling per hour. Participants were informed that their payment was
independent of how they reported on their preparatory activities to account for self-
interest and loss aversion biases [117]. Participants who failed more than one attention
check in the prescreening or post-questionnaire were not compensated for that respective
questionnaire. Participants were from countries of the Organization for Economic Co-
operation and Development (OECD), excluding Turkey, Lithuania, Colombia, and Costa
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Rica, but including South Africa [311]. Of the 679 participants with at least one interaction
sample, 330 (48.60%) identified as female, 335 (49.34%) as male, and 14 (2.06%) provided
another gender identity. The age ranged from 19 to 71 (M = 36.30, SD = 11.21). Further
participant characteristics (e.g., education level, smoking/vaping frequency) can be found
in Table C.9.

PROCEDURE

Participants meeting the qualification criteria could access the prescreening questionnaire
on Prolific, and those who passed the prescreening were invited to the first session with
Kai about one day later. Invitations to a subsequent session were sent about three days
after having completed the previous one. Between sessions, participants each time had a
20% chance of receiving a human feedback message. About three days after completing the
last session, participants were invited to a post-questionnaire in which they were asked
about their preferred principles for allocating human feedback, first by means of an open
question and then by distributing points across given principles.

DATA PREPARATION AND ANALYSIS STRATEGIES

We collected all interaction samples of pairs of sessions in which people answered at least
the effort, return likelihood, and the first state feature question (i.e., perceived importance)
in the next session. Missing values in interaction samples (N = 5) for the remaining state
features were imputed with the corresponding feature’s sample population median. Below
we explain our analysis strategies for each of the research questions. Our data and analysis
code are publicly available [30].

RQ1: SHORT-TERM EFFECTS OF HUMAN FEEDBACK ON ENGAGEMENT
First, we wanted to assess whether human feedback positively affects engagement in the
short term. For this, we performed Bayesian inferential analyses.

Direct effect of human feedback. To determine the direct effect of human feedback on
the effort people spend on their activities and their return likelihood, we compared samples
where people received human feedback to samples where they did not. For each of the two
dependent variables (i.e., effort and return likelihood), we fit a model containing a general
mean, a random intercept for each participant, and a binary fixed effect for human feedback
received after the previous session. We fit both models with diffuse priors based on the
ones used by McElreath [234] and assessed them by interpreting the posterior probability
that the fixed effect for human feedback is greater than zero based on the guidelines by
Chechile [90]. We further report 95% Highest Density Intervals (HDIs).

Delayed effect of human feedback. Besides the direct effect of human feedback on the
effort and return likelihood, there might also be a delayed effect. For example, if human
feedback increases a person’s self-efficacy, then the person may spend a lot of effort on
future activities even when not receiving additional human feedback. To determine whether
having received human feedback leads to a higher effort and return likelihood, we fit two
further statistical models. For both dependent variables (i.e., effort and return likelihood),
we fit a model containing a general mean, a random intercept for each participant, and a



131

fixed effect for whether participants had received human feedback until then. We again fit
both models with diffuse priors and used posterior probabilities and 95% HDIs to assess
whether the effect of having received human feedback is positive.

Delayed effect of multiple human feedback messages. The delayed effect of human
feedback might be stronger for people who have received multiple feedback messages. To
determine whether having received more human feedback leads to a higher effort and
return likelihood, we created two further statistical models by extending the previous two
models with a fixed effect for the number of times participants had received human feedback
until then. Again, we fit both models with diffuse priors and used posterior probabilities
and 95% HDIs to assess whether the effect of multiple human feedback messages is positive.

RQ2: LONG-TERM EFFECTS OF OPTIMALLY ALLOCATED HUMAN FEEDBACK ON EN-
GAGEMENT

While our inferential analysis of delayed human feedback effects already looked a few
steps into the future, it was based on randomly allocated human feedback. However, in
some situations, giving human feedback might also be detrimental in the long run. So now,
we want to use simulations to assess the long-term effects of optimally allocated human
feedback based on a person’s state. With optimally allocated human feedback we mean
feedback that is only given in situations a) where it is ultimately more beneficial than not
giving feedback, and b) where this benefit outweighs the economic cost of giving human
feedback.

RL model. To study the long-term effects of optimally allocated human feedback, we
designed and trained an RL model for deciding when to allocate human feedback. Starting
with a base model that maximizes the effort people spend on their activities over time,
we add the consideration of human feedback costs, and later for RQ3 of other ethical
principles for allocating feedback. Figure 6.7 visualizes our final model, whose components
we describe subsequently.

We can define our approach as a Markov Decision Process (MDP) (S, A,R, T, y). The
action space A consisted of two actions (i.e., giving human feedback no/yes), the reward
function R : Sx A — [0,1] was determined by the self-reported effort spent on activities,
T : Sx AxS — [0,1] was the transition function, and the discount factor y was set to 0.85
to favor rewards obtained earlier over rewards obtained later as also done in previous
work (e.g., [20, 113]). The finite state space S described the state a person was in and
was captured by their perceived importance of and self-efficacy for preparing for quitting
smoking/vaping as well as their appreciation of receiving human feedback. The goal of
an MDP is to learn an optimal policy 7* : S — II(A) that describes an action to take in
each state that maximizes the expected cumulative discounted reward E [Z‘:’:O ytrt] . The
optimal Q-value function Q* : Sx A — R describes the expected cumulative discounted
reward for executing action a in state s and 7~ in all subsequent states.

State space We considered six features to describe the state space: 1) the perceived
importance, 2) self-efficacy, 3) the difficulty of the assigned activity based on the activity
difficulty ratings by Albers et al. [26], 4) energy, 5) human feedback appreciation, and 6)
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Figure 6.7: Visualization of the final RL model. The arrows indicate which state features are used
to predict the different reward functions. The five reward functions can be combined by setting
different weights a.

the session number. The first three features were considered since goal-setting theory
posits that goal commitment, facilitated by importance and self-efficacy, and task difficulty
are moderators of the effects that goals have on performance [224]. More precisely, low
commitment and high task difficulty might make it harder for people to reach their goals,
which may make human feedback more beneficial. We further included energy since it was
shown to be an important predictor of the effort people spend on preparatory activities for
quitting smoking in a previous study [16]. Moreover, since the novelty of the intervention
may influence people’s motivation to do the activities [21], we also captured the session
number.

To reduce the size of the state space and thus create a more robust model, we selected
three abstracted base state features based on our collected data. Specifically, using the G-
algorithm [88] and its adaptation by Albers et al. [20] as inspiration, we iteratively selected
the feature for which the Q-values for the abstracted feature values were most different.
We thereby specified the first selected feature to have three and the second and third
features two abstracted values. Abstract features were computed based on percentiles. For
example, to create an abstract feature with two values, we set all values less than or equal
to the median to 0 and those greater than the median to 1. Besides reducing the required
data, selecting a subset of the state features also has the advantage that the virtual coach
would in the future need to ask people fewer questions per session, which is in line with
keeping smoker demands to a minimum [243]. The three selected features were 1) perceived
importance with three values, 2) self-efficacy with two values, and 3) human feedback
appreciation with two values. The base state space thus had size 3x2x2 = 12. We refer to
the resulting base states with three-digit strings such as 201 (here perceived importance
is high, self-efficacy is low, and human feedback appreciation is high). Figure C.10 and
Figure C.11 show the mean effort and number of samples per combination of values for
the three selected features.
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Action space The action space was defined by two actions: giving (a = 1) and not
giving (a = 0) human feedback.

Reward Just as in the algorithm by Albers et al. [20], the base reward signal was
based on asking people how much effort they spent on their previous activity on a scale
from 0 to 10. Based on the sample population mean effort e, the reward r € [0,1] for an
effort response e was computed as follows:

7 ife<e

_ 10—e . =

r 1= 5609 ife>e
0.5 otherwise.

The idea behind this reward signal was that an effort response equal to the mean effort
was awarded a reward of 0.5, and that rewards for efforts greater and lower than the mean
were each equally spaced.

Reward and transition functions The reward and transition functions were esti-
mated from our data.

Human feedback cost Due to budget constraints, the base reward may cause human
feedback to be allocated to more people than can be economically afforded. To be able to
reduce the amount of allocated human feedback, we introduce a cost factor ¢ to be included
in the reward computation that depends on the action a:

{r ifa=0
re=

r—c ifa=1

Training the model We computed 0.001-optimal policies and corresponding Q*
with Gauss-Seidel value iteration from the Python MDP Toolbox. We use 7™° to refer to
an optimal policy for a certain cost c.

Long-term effects of unlimited human feedback. First, we assume we have no eco-
nomic budget constraints and can allocate as much human feedback as we wish (i.e., c
= 0). To assess the effectiveness of such unlimited human feedback over time, we ran
simulations based on our collected data to compare four different policies concerning the
mean reward per activity assignment over time: 1) the optimal policy 7*?, 2) the policy
of always assigning human feedback, 3) a theoretical average policy where each of the
two actions is taken % times for each person at each time step, and 4) the policy of never
assigning human feedback. To obtain a realistic population, the simulated people were
initially distributed across the state features following the distribution we observed in the
first session of our study (Figure C.12).
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Long-term effects of limited human feedback. In practice, budget constraints might
make it impossible to always allocate human feedback according to 7*°. To reduce the
amount of allocated human feedback, we added different human feedback costs to the base
reward, and assessed the resulting mean reward and amount of allocated human feedback
over time. The considered costs were chosen such that the resulting optimal policies 7*¢
all differ in the number of states that are allocated feedback. We again used as starting
population the distribution of people across the 12 states we observed in our study’s first
session.

RQ3: EFFECT OF DIFFERENT ETHICAL ALLOCATION PRINCIPLES ON HUMAN FEED-
BACK RECEIVED BY SMOKER SUBGROUPS

Given that we can only provide limited human feedback, we cannot allocate human feedback
to everybody. The RL models we have trained for RQ2 all allocate human feedback to
those who will see the largest increase in effort spent on preparatory activities over time
because of the feedback. This can be seen as maximizing total benefits according to the
allocation principle that Persad et al. [297] call prognosis. However, we can also use other
ethical principles in our RL model. Here, we now want to assess the effects of incorporating
different ethical allocation principles on the subgroups of smokers that receive feedback.

Potential live application. To get a realistic assessment of the effect of incorporating
different ethical allocation principles, let us first define a potential live smoking cessation
application. Suppose we have an application in which people have up to nine sessions
with a virtual coach, after each of which they can get feedback from a human coach. As
people sometimes drop out of eHealth applications before completing them [48, 123], we
assume a 15% chance people drop out of our application after each session®. The spots of
people who have either completed all nine sessions or have dropped out are given to new
people. These new people are distributed across the 12 base states as in the first session of
our study. Taking about six minutes to write a feedback message, the human coach can
give feedback to 58 people every day. Assuming 166 spots in the application, this amounts
to 35%. Therefore, the human feedback costs in our analyses were set such that on average
about 35% of people receive feedback every day.

Extending the RL model with other ethical allocation principles. To also reward
allocating human feedback according to ethical principles other than prognosis, we created
the four auxiliary (i.e., additional) rewards shown in Table 6.4. We use first-come, first-
served to illustrate the effect of treating people equally. Note that the ethical principles
youngest first, instrumental value, and reciprocity can all be represented by setting an
individual characteristic-based priority level. To compute these auxiliary rewards, we
extended the state space by two features, each with three values: 1) a random individual
characteristic-based priority level that remains fixed for each person, and 2) time since the
last human feedback. Both of these state features only influence the auxiliary reward and
not the base reward (i.e., prognosis). Each auxiliary reward r,,, € [0,1] is then computed as

__ _ auxX—AauXmin . P . 1.
Taux = g —aui—, where qux is a person’s value for the measure underlying the auxiliary

3This is the average percentage of negative return likelihood ratings per session of our longitudinal research
study.
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reward (e.g., the time since the last human feedback) and aux,,;, and aux,,x are the lowest
and highest possible values for the measure.

Table 6.4: Allocation principles by Persad et al. [297] with the addition of autonomy and corresponding rewards.
We also show the mean weight assigned to the principles by participants of our post-questionnaire. We use
first-come, first-served to illustrate the effect of treating people equally.

Allocation principles Reward Weight

Prognosis Base reward: Prioritize people who will see the  30.82%
largest increase in effort because of the feedback

Treating people equally  First-come, first-served: Prioritize people who  22.18%
(lottery, first-come, first- have spent the longest time since the last feed-

served, least amount of back

human feedback so far')

Sickest first Sickest first: Prioritize people who would spend ~ 25.34%
the lowest effort without feedback

Youngest first, instrumen-  Priority: Prioritize people with a higher individ-  13.04%
tal value, reciprocity ual characteristic-based priority

Autonomy Autonomy: Prioritize people who appreciate 8.62%
feedback the most

! We supplemented the principles for treating people equally by Persad et al. [297] with the principle of
prioritizing people with the least amount of human feedback so far. The reason is that while Persad et al. [297]
focus on medical resources that can be allocated to each person only once, human feedback can in our context

also be allocated more than once.

Policy comparison. Using the rewards from Table 6.4 and the weights given to them by
smokers, we compared six policies based on which states they allocate feedback: 1) the
optimal policy based on the base reward, 2-5) the four optimal policies for using the base
reward together with either first-come, first-served, sickest first, autonomy, or priority with
the two rewards weighted based on the smoker-preferred weights, and 6) the optimal policy
based on all five rewards weighted according to weights derived from smokers’ preferred
principles for allocating human feedback (Table 6.4). Due to the relatively large drop in
reward between human feedback costs of 0.07 and 0.09 observed for our analysis of the
long-term effects of limited feedback (Figure 6.3a), we set the human feedback cost to 0.07
for the base reward-based optimal policy, which means that after each session around 35%
of people get feedback (Figure C.13b). Since incorporating auxiliary rewards can change
the amount of allocated feedback, we tuned the costs for the other policies such that these
policies also allocate feedback to around 35% of people, thus allowing for a fair comparison
between policies.
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CONCLUSIONS

The research presented in this thesis studies how Reinforcement Learning (RL) can be used
to make the support provided in virtual coach-based smoking cessation interventions more
effective. After establishing user needs for such an intervention and providing recommen-
dations for addressing them (Chapter 2), this thesis investigates using RL to adapt 1) how
people are persuaded (Chapter 3 and 4), 2) what they are asked to do (Chapter 5), and 3)
who they are supported by (Chapter 6). In doing so, the goal is to answer the following
overarching research question:

How can reinforcement learning be used to make the support in virtual coach-based smok-
ing cessation interventions more effective?

Below we provide the conclusions we can draw for the resulting four research questions
and one hypothesis.

RQ1: What are users’ needs for a virtual coach-based smoking cessation intervention?

By understanding users’ needs, we can design interventions that satisfy them, increasing
the chance of effective user engagement. For our case of a digital smoking cessation
intervention, we identified 14 main themes describing user needs. These themes fall into
four sets, pertaining to 1) users’ behaviors concerning an eHealth application, 2) the users, 3)
other parties that may be involved in a behavior, and 4) the environment in which behaviors
are performed. Examples of considered behaviors include following a physical activity
program while quitting smoking, receiving motivational messages, or consulting a general
practitioner. The overall most common theme was whether behaviors were perceived
as useful because they provided motivation, encouragement, help, advice, or learning
opportunities. Smokers’ perceptions of usefulness thereby did not necessarily match those
of experts. For example, physical activity can facilitate quitting smoking [152, 305], yet,
several smokers did not share this view. The timing and intensity of behaviors also was
a concern. In the set relating to users themselves, themes were their motivation for and
importance of change, need for autonomy, and further personal characteristics such as
their personality. The next set of themes concerned other involved parties such as a general
practitioner or virtual coach. Major themes here were companionableness, accountability,
and whether the other parties were human or Al Environmental factors formed the last
set of themes. Key themes here included the availability of sufficient time, the helpfulness
of support from one’s social environment, the usefulness of prompts and triggers, and the
diversity of other environmental factors. Overall, these needs are often interconnected;
for example, the perceived usefulness of behaviors is linked to the availability of sufficient
time and a user’s motivation to change. To address these needs, we formulated several
recommendations. Rather than just focusing on one need at a time, connected needs should
be addressed together.
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Hi1: Subsequently incorporating 1) states, 2) the consideration of future states, and 3) the
weighting of samples based on the similarity of people into an algorithm that selects the
best persuasive strategy is more effective than not incorporating the respective element.

One of the user needs we identified for our first research question (RQ1I) is also related
to receiving motivational support. Choosing a motivating way to propose preparatory
activities for quitting smoking is one way to address this. Here we specifically focused on
different persuasive strategies, such as informing users that peers recommend doing an
activity. To examine the benefit of a personalized RL algorithm in choosing persuasive
strategies, we analyzed whether a more complex algorithm (i.e., one that contains more
algorithm elements) has a more positive effect on the effort people spend on their activities
and their perceived motivational impact of the conversations with the virtual coach. Our
findings provide some support that perceived motivational impact and effort are positively
affected, with the latter becoming apparent only after some time. Looking at the algorithm
complexity levels separately, it seems that the level that considers users’ current and future
states but not their user characteristic-based similarity is the most effective. Support for
this is even stronger when we only look at those people who were most involved in their
activities. People with low activity involvement, on the other hand, not only provided
lower effort and motivation ratings than highly involved people but also did not show
higher susceptibility to higher algorithm complexity levels.

Besides the effect of choosing persuasive strategies based on algorithms with different
complexities, we also examined the effect of choosing persuasive strategies based on data
collected for different activity types. This was possible because half of the preparatory
activities addressed quitting smoking directly, while the other half targeted becoming
physically active as a way to facilitate quitting smoking [152, 305]. Comparing the best
persuasive strategies learned for the two activity types, we find that their similarity is
relatively low. Thus, there seems to be limited generalizability of the best persuasive
strategies learned for activities for quitting smoking and activities for becoming physically
active.

RQ2: How does predicting behavior based on user characteristics compare to doing so
based on states?

Compared to predicting behavior based on states, doing so based on user characteristics
has the advantage that data on them needs to be collected only once at the start of the inter-
vention rather than before each persuasive attempt. Examples of such user characteristics
are users’ stage of change for becoming physically active, personality, or smoking status.
Yet, we find that we can better predict the effort people spend on preparatory activities after
being persuaded with different persuasive strategies based on states than user characteris-
tics measurable before an intervention. If, however, we also consider user characteristics
that pertain to how users experienced the intervention, namely, users’ overall involvement
in their activities, considering user states no longer clearly outperforms considering user
characteristics. Yet, such information on involvement is, just like information on states,
also not available before an intervention. Overall, our findings show that behavior can
best be predicted based on factors that are conceptually closest to the behavior. States are
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conceptually closest, followed by overarching measures of users’ experience with the whole
intervention, and then intervention-independent user characteristics such as personality.

RQ3: How can we create an RL model for building human competencies that combines the
views of experts and users?

The most prevalent need we observed for RQ1 is that users perceive behaviors as-
sociated with a smoking cessation intervention as useful. Since the usefulness views of
experts and users may differ, creating an RL model that combines both views may be
beneficial. To this end, we designed and followed a five-step pipeline. First, we established
competency-building activities by determining which activities experts typically propose
to prepare for quitting smoking. Next, we determined the competencies that smokers and
experts perceive as being built by these activities. Using the repertory grid technique [134],
we found nine smoker-identified competencies (e.g., self-efficacy, awareness of positive out-
comes, knowledge of how to maintain/achieve mental well-being) and six expert-identified
competencies for experts (e.g., clear future identity, motivation, insights into personal
strengths). Afterward, we created nine belief-changing activities to convince smokers of
the usefulness of the nine smoker-identified competencies. And finally, we designed and
trained the RL model. Using simulations to evaluate the RL model, we find that proposing
activities based on the model allows smokers to build 91% of expert-identified competencies
within five interactions. While all model components contribute to this, users’ current
state based on their usefulness beliefs, energy, and degrees of having built the expert
competencies is the largest contributing factor. The contributions of the transitions to the
next states, on the other hand, are small. This confirms the value of considering, if not the
future, at least the current views of smokers and experts.

One possible reason why the contributions of the transitions to next states are small is
related to the effects of belief-changing activities. Specifically, while we did find credible
evidence that these activities positively affect usefulness beliefs, these effects tend to be
small. As such, belief-changing activities were also not included in the learned optimal
strategy for building competencies.

RQ4: How effective is adding human support to a virtual coach-based behavior change
intervention in the long term?

In RQ1, we saw several user needs relating to other parties involved in a behavior, such
as virtual coaches or general practitioners. Users were concerned about the accountability
toward these parties and their companionableness. As also expressed by users, both
accountability and companionableness can be influenced by whether another party is
human or Al: including support from a human coach can make people feel more accountable
[210, 250] and satisfied [327]. The simulations we conducted for RQ4 show that providing
human feedback more often generally, but not always, leads to a higher effort spent
on preparatory activities over time. Specifically, when users’ perceived importance of
preparing to quit is high and either their self-efficacy or human feedback appreciation is
low, it is better in the long run not to provide human feedback. While it is thus optimal to
provide human feedback in all but two states, about half of the human feedback messages
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can be removed without a large drop in effort, for example when human resources are
scarce. In that case, the largest long-term increase in effort can be obtained by giving
feedback to people who perceive preparing to quit as not that important and at the same
time have high self-efficacy for preparing to quit.

While allocating limited human feedback to those who would benefit most from it
seems logical, it is, in fact, only one of several ethical principles for allocating scarce
healthcare resources. Other principles include allocating feedback to those who want it
most (autonomy), those who have waited the longest (first-come, first-served), or those who
have the lowest chance of successfully preparing to quit without human feedback (sickest
first). By choosing from these allocation principles, our simulation results show we take
a moral stance on who may increase their chance of successful smoking cessation and
positive health outcomes. Analyzing the "standard" benefit-maximizing model, we find
that it prioritizes people who want feedback and are already doing well. We show that to
favor other smoker subgroups, the model can be extended to incorporate other allocation
principles. However, interdependencies between principles exist. For example, since we
find that people who are not doing well tend not to want feedback and benefit less from it,
giving more feedback to them means doing worse in respecting people’s autonomy and
maximizing total benefit.

LIMITATIONS

There are several limitations to the conclusions this thesis draws. These pertain to the
study participants, the setting in which our studies took place, and modeling assumptions.

SELECTION OF PARTICIPANTS

One set of limitations pertaining to all conclusions is that we conducted our studies with
participants recruited from the crowdsourcing platform Prolific. Prolific provides access
to participants from almost all countries of the Organization for Economic Co-operation
and Development (OECD) as well as South Africa [311] and hence a geographically and
culturally diverse population. However, participants might be less diverse in other regards,
thus limiting generalization. For example, since younger and more highly educated people
were represented more in our sample, our findings might generalize less well to older and
less highly educated populations. Furthermore, because our participants were enrolled
on Prolific, they had at least some experience with digital services. Previous work on
recruiting older people on Prolific [370], for instance, saw that most of them used technology
frequently, with almost all of them using a computer at least several times a day and most
owning a smartphone. Besides high age and a low education level, low eHealth literacy is
another barrier to eHealth use [8, 318]. Thus, especially our conclusions regarding user
needs for RQ1 should be interpreted with this limitation in mind: the needs of users with
more barriers to using an application like ours are potentially not sufficiently represented.
Yet, while our findings might not hold for less technology-savvy people, such people might
also be less inclined [261] and suited [8, 318] to use a stand-alone virtual coach-based
smoking cessation intervention.

Another limitation concerning the use of Prolific is that participants were paid for
completing sessions with the virtual coaches. Even though participants were informed that
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their payment was independent of their reported effort and experience with their activities
to account for self-interest and loss aversion biases [117], participants might have felt some
obligation to complete the activities. Therefore, the effects of persuasive strategies, effort
spent on competency-building and belief-changing activities, and the effects of human
feedback might be different in a setting in which no payment is provided. These differences
might be both absolute in the sense that unpaid people might generally spend less effort
on activities and relative in the sense that what is optimal in which state may change.
Neither of these differences would, however, likely change our conclusions regarding the
effectiveness of RL in adapting smoking cessation support. Furthermore, it is noteworthy
that using a crowdsourcing platform for participant recruitment does not necessarily imply
poor data quality. In fact, Douglas et al. [116] saw that the percentage of participants
who provided meaningful responses (e.g., passed attention checks, followed instructions,
remembered previously presented information) was higher for a sample recruited from
Prolific than for an undergraduate sample recruited through the university.

Thirdly, all our participants were contemplating or preparing for quitting smoking (or
vaping in the study for RQ4). While people in the preparation stage intend to take action
within the next month, people in the contemplation stage only intend to change after
that. For the latter, action-focused preparatory activities such as thinking about smoking-
relevant routines or learning relaxation exercises might not yet be very relevant [308]. This
might have led to lower involvement with our intervention and thus different processing of
persuasive messages, preparatory activities, and human feedback [229] than we would see
for people in the preparation stage. Our findings from our exploratory subgroup analysis
for H1 support this. While our conclusions might thus not fully generalize to a pure
preparation stage sample, they are based on a much larger sample of smokers given that
40% of smokers are in the contemplation stage [308]. In light of only 20% of smokers being
in the preparation stage, an intervention also suited for people in the contemplation stage
can have a much larger impact. Moreover, people who quit smoking can also return to the
contemplation stage after events such as a relapse [308]. Notably, we did exclude people in
the precontemplation stage who comprise another 40% of smokers [308]. People in this
stage do not intend to change in the next six months, a period we deemed too long for
action-oriented preparatory activities like the ones proposed in our studies to be relevant.
Our findings hence do not necessarily generalize to all smokers.

SETTING

Another set of limitations concerns the setting in which we conducted our studies. As
described in the introduction to this thesis, we chose to focus on minimal interventions
for preparing for quitting smoking to assess the effects of our algorithms in a meaningful
and ethical way. The downside of this is that it is not clear to which degree our findings
generalize to a) a full smoking cessation application and b) a different domain. Regarding
the former, it could be that our algorithm effects interact with those of other components
of a full smoking cessation application such as self-monitoring and goal-setting. Moreover,
the effects of our algorithms could also interact with each other. For example, using the
persuasive strategy authority might have a different effect when a person also receives
feedback from a human coach. Before studying such interaction effects, understanding
the isolated effects of these algorithms can help to relatively quickly identify algorithms
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that are promising to be studied further. This was the aim of this thesis. Regarding
generalization to other application domains, it is likely that the relative effectiveness of
different persuasive strategies, types of activities, and human support chosen in different
states differs between domains. This is supported by our observation that the agreement
between optimal persuasive strategies for activities for smoking cessation versus activities
for increasing physical activity is rather low. Similarly, Alslaity and Tran [34] showed that
the application domain influences which of the persuasive strategies by Cialdini [93] is
most effective. However, given the ample literature suggesting that current states influence
behavior and behavior, in turn, influences states in various health behavior change domains,
we expect our more general conclusions regarding the effectiveness of using RL to adapt
the three how-, what- and who-dimensions of support to also hold for other types of health
behavior change. Nevertheless, more work is needed to confirm this.

Another limitation is that our conclusions for H1, RQ2, RQ3, and RQ4 are based on
self-reported measures of engagement with activities rather than more objective ones.
While more objective measures might be desirable, self-reported measures of engagement
are a convenient and efficient way to understand users’ perspectives [273]. Focusing on
users’ perspectives of performance rather than actual performance, self-reported measures
are thus not to be seen as a less objective version of behavioral or psychological measures,
but rather as measuring a different response process [102]. Such user perspectives on
engagement might be much easier to relate to actual engagement than more objective
measures. A user spending a lot of time on a task, for instance, might be highly engaged
but might also be confused [273]. Moreover, even when we know how to interpret more
objective measures, it is not always clear how they can be obtained. Measuring if people
watched a video might be possible; measuring if people printed a picture and placed it
somewhere they can see it every day seems less feasible. Similarly, we used a self-reported
measure of motivation in our analysis for H1. Even though more objective measures such
as ones relying on psychophysiological reactions are possible in a controlled lab setting
(e.g., [349]), collecting them in a real-world setting raises feasibility and privacy concerns,
thus reducing the real-world relevance of such measures.

Not only did we use self-reported measures, but we also focused on proximal ones
like effort and motivation rather than more distal ones capturing the actual behavior we
want to accomplish (i.e., smoking abstinence). Our goal is that people do their preparatory
activities more thoroughly, so that they are better prepared to quit smoking, so that they
can better quit and stay quit. We measured the effectiveness of our algorithms only in terms
of the first element of this chain, which means that our conclusions do not necessarily
generalize to smoking abstinence. However, not only does the focus on engagement with
activities facilitate faster and less noisy evaluations of algorithm effects [45], but it is also
still meaningfully linked to smoking abstinence. In fact, preparation for behavior change is
commonly included in smoking cessation interventions (e.g., [243, 266, 278]) to increase
the chance of successful change.

Finally, our analyses are based on a limited set of possible state features and user
characteristics. While we formed our candidate set based on literature suggesting the
relevance of these state features and user characteristics, we might have missed more
relevant ones. This especially concerns our conclusions drawn for RQ2, where we directly
compared the effects of states versus user characteristics in predicting behavior after
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persuasive attempts and found states to be more effective. Notably, however, we did already
consider more than 30 user characteristics capturing demographics, smoking and physical
activity, personality, and need for cognition.

MODELING ASSUMPTIONS

Any predictive model makes assumptions since it is impossible to account for every possible
variable affecting the outcome [325]. In building our RL models, we assumed that the
Markov property holds. This means we assumed that rewards and transitions to next states
depend only on the current state. There are three main reasons why this assumption may
not have fully held in our studies. First, there might be a novelty effect [101, 333]. According
to this novelty effect, people’s initially high curiosity and expectation fade over time as
they become aware of a new system’s limitations. Only in the RL model built for RQ4 did
we include the session number as a potential state feature to capture such changes over
time. The fact that the session number was not selected as one of the three state features
suggests that if there was a novelty effect, it was not large. However, larger novelty effects
could have been at play in the earlier two studies. This might have especially been the case
for the first study which was conducted before the introduction of large language models
to the general public where people were less familiar with technology such as chatbots
and hence possibly more curious. Studies on older technologies such as computers show
that people’s attitudes toward them can become more negative over time. For example,
students’ attitudes toward computers became more pessimistic between 1988 and 2001
[193]. However, sometimes becoming more pessimistic about the negative impacts of a
technology can go hand-in-hand with becoming more optimistic about positive impacts
[193]. Second, there might have been delayed effects of actions beyond those captured
by the reward and next state. For example, in the study conducted for RQ3, it might have
taken people more time to thoroughly reflect on belief-changing activities and change
their usefulness beliefs accordingly. And also the effects of competency-building activities
might take longer to fully manifest. For instance, some people mentioned in their activity
experience descriptions that they reflected on their future selves several times or thought
about a previous activity again after a new one had been assigned. Third, there might be an
effect of (not) repeating actions. For instance, repeating a persuasive strategy could make
it more [76] or ultimately less [75] effective. Similarly, the first human feedback message
could be more effective than later ones beyond what is captured by transitions to different
states. Us not accounting for these possible violations of the Markov property potentially
limits the conclusions drawn from our simulation-based analyses in two main ways. First,
the effects of belief-changing activities studied for RQ3 might actually be larger if delayed
changes beyond the next session are considered. Second, the long-term effects of choosing
activities for RQ3 and adding human feedback for RQ4 might be different than projected
by our simulations.

Besides not accounting for possible violations of the Markov property during our longi-
tudinal studies, there are additional concerns for a full-length behavior change intervention.
For example, the cognitive effort and awareness required to do activities might ultimately
decrease if people form habits for doing them [138]. Our simulation-based analyses of
long-term effects for RQ3 and RQ4 did not account for such effects possibly arising after
several weeks. Thus, while our findings might hold for preparatory activities that are
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intended to be done at most a few times within at most a few weeks, they might be less
applicable to activities done repeatedly for a longer time such as taking a certain number
of steps every day.

More generally, while human data-based simulations are a common way to assess RL
models [384], our conclusions for RQ2, RQ3, and RQ4 depend on the datasets we used
for the simulations. Even though we collected relatively large, and expensive, datasets
comprising between 1,710 and 2,366 interaction samples, we obtained few samples for
some state-action combinations due to some states occurring less frequently than others.
For those state-action combinations, our simulations are at risk of overfitting to the limited
data, thus potentially limiting generalizability.

FUTURE WORK

The first obvious next step is to perform randomized controlled trials similar to the one we
performed for HI to see how well the algorithm effects we observed in human data-based
simulations generalize. To confirm the link between doing preparatory activities more
thoroughly and achieving and maintaining smoking abstinence, information on smoking
abstinence right after the intervention and at 6- and 12-month follow-ups [169] should also
be collected. The best-performing algorithms should then also be implemented and tested in
full smoking cessation interventions. A challenge in this context are the possible interaction
effects not only between the algorithms and other static intervention components such
as self-monitoring and goal-setting but also between multiple algorithms. Simply rolling
out the individually trained models would fail to account for such interaction effects. Also
learning from the data collected during the intervention could address this. However, this
would require trying different actions in each state rather than performing a fixed optimal
action per state, thus reducing predictability. Moreover, due to the possibly large size of
a single combined model, it might be worthwhile to carefully think about which model
components are expected to influence each other. Incorporating such structure can greatly
reduce the amount of required data [251].

Incorporating multiple models that use different variables to make decisions raises
the question of how the necessary data can be collected without burdening users. If
data is collected via self-reported measures, the added benefit of collecting a variable
should be greater than the cost in terms of making the application less attractive [243].
One alternative to self-reports is data collected with sensors. However, not only may
improvements in sensing technology be needed to obtain higher data quality, lower the
burden on users, and increase adherence [395], but switching from self-reports to sensors
also requires rethinking the variables used. While it may be possible to estimate variables
such as self-efficacy with sensors to some degree in some contexts (e.g., in a rehabilitation
setting [155, 280]), the estimation would introduce additional noise and thus increase the
amount of required data to make reliable predictions. Alternatively, one could dynamically
choose which self-report measures to collect so that users remain engaged and prediction
uncertainty is reduced as much as possible (e.g., [120]).

In trading off variance and bias, all models proposed and tested in this thesis combined or
"pooled" data from multiple individuals. However, individuals may differ in their response
to persuasive strategies, activity proposals, and human feedback beyond what is captured
by states and user characteristics. Kaptein and Eckles [182], for example, found a large
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heterogeneity in responses to persuasive strategies by Cialdini [93] relative to the effect
sizes of these persuasive strategies, with the heterogeneity remaining when incorporating
user characteristics. While the heterogeneity observed by Kaptein and Eckles [182] could
also be due to people’s states, our results for RQ2 show that large prediction errors remain
even when accounting for people’s states. Given that it can be worse for an individual
to receive the on average best persuasive strategy than no persuasive attempt [182], it
might be beneficial to also adapt to individual users. Since data on individual users is often
not available before an intervention, such adaptation can also occur online. Examples of
adapting support to single users include choosing persuasive strategies by Cialdini [93]
[183], selecting reinforcement strategies for a robot teacher [331], and determining when
to send tooth brushing reminders [366]. Since pooling data across users can initially lead
to a higher reward per user even if effects are heterogeneous [366], more weight could
be given to data from single individuals only after some time (e.g., [183]). Obtaining a
high reward at the start is welcome given that many users quickly drop out from eHealth
applications [123].

Compared to using fixed pre-trained models as we did in our studies, adapting models
online based on the new data collected during an intervention might make the models
more effective. However, this is not the only concern. Instead, we often also want to be
able to use the data, which has been expensive to collect, to perform a range of secondary
analyses. For instance, we might want to estimate the overall effect of human feedback
across individuals. And we want to do this in a replicable way [401]. Replicability here
means that applying the same adaptive algorithm to different individuals drawn from the
same population should lead to similar analysis results after the intervention. This is not
guaranteed in digital health interventions where responses to types of support can change
over time (i.e., are non-stationary) [401]. Algorithms that optimally balance effectiveness
during the intervention and power of post-intervention analyses exist for some types of
RL algorithms (e.g., [122]), but a better understanding of how this could work in cases
where future states are also explicitly considered is welcome. In addition, algorithms
may explicitly try to account for (some forms of) non-stationarity. Mintz et al. [249], for
example, model the non-stationarity that can arise due to repeating actions within a short
time frame.

Lastly, while RL models with a consideration of current and future states have been
applied to other problems such as timing running notifications [381], suggesting step goals
[140], and choosing messages for diabetes prevention [195], it would be interesting to see
how well insights on the effectiveness of different RL model components generalize across
domains. This could also further support the behavior change theories from which model
components are often derived.

CONTRIBUTIONS

This work makes several scientific and societal contributions, outlined below.

SCIENTIFIC

In answering the overarching research question on how RL can be used to create more effec-
tive support in virtual coach-based smoking cessation interventions, this thesis primarily
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contributes insights into user needs for such an intervention and a better understand-
ing of the effectiveness of (components of) RL models in adapting the how-, what-, and
who-dimensions of support.

User needs and how to address them. First, this thesis contributes 14 themes describing
user needs that are informed by 671 people interacting with an intervention prototype for
about two weeks. We showed that these needs are often interconnected and pertain to a
behavior itself, a user, other parties that may be involved in a behavior, and the environment
in which a behavior is performed. The needs and our recommendations for addressing
them provide a useful starting point for future developments of virtual smoking cessation
coaches. It is especially important that perceived usefulness is taken into account, as this
was the most prevalent theme. Furthermore, our publicly available data on 5,074 free-text
responses from 671 people together with several user characteristics facilitates future
analyses of the needs of specific smoker subgroups (e.g., those with a lower socioeconomic
status) regarding specific intervention components (e.g., identity-related activities). Our
data on how users experienced their activities from the other two longitudinal studies
can further be used to enrich this dataset. Moreover, the more than 800 introductions
to human coaches from our third longitudinal study can help to determine what kind of
human support users want and to improve human support accordingly.

Empirically evaluated RL models. Additionally, this thesis provides RL models for
adapting how smokers are persuaded, what they are asked to do, and who they are supported
by. The effectiveness of (components of) these RL models has been empirically evaluated.
For example, we showed the benefit of considering current and future user states based on
the COM-B model in choosing persuasive strategies, especially when people are highly
involved in the intervention. Considering user characteristics, either alone or in addition
to current and future states, was not found to be more effective. Given the large number
of possible algorithm components, these insights can help narrow down the components
considered for new algorithms for adapting the support provided in eHealth applications,
in particular ones for smoking cessation. In addition, our findings provide support for
several theories from which the components were derived. For example, findings from
the how-dimension lend support to the COM-B model. Our publicly available datasets
with 2,366, 1,710, and 2,326 interaction samples and corresponding user characteristics
for the three support dimensions can further be used to perform more targeted analyses.
Especially useful are the datasets collected for the what- and who-dimensions, where
actions (i.e., activities for the what-dimension and the allocation of human feedback for
the who-dimension) were selected randomly in all sessions.

Research on smoking cessation interventions. Besides the insights directly gained by
answering our research questions, the publicly available material created for our studies is
another contribution that can facilitate future research on smoking cessation interventions.
This includes the persuasive messages developed for the first study, overall 44 competency-
building and 9 belief-changing activities, the code of the virtual coaches Sam [9], Mel [10],
and Kai [12], and the 523 human feedback messages written for our third study [29]. In
addition, our dataset on 469 action plans for doing preparatory activities formulated by
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smokers [25] can be used to help other smokers create such plans, which can be difficult
without guidance [109, 304]. The same dataset also contains smokers’ reflections on the
usefulness of preparatory activities, which may help to convince new smokers of their
usefulness. Lastly, the nine smoker-identified competencies for quitting smoking can be
used to tailor smoking cessation material to smokers’ usefulness beliefs, while the six
expert-identified competencies can help track how prepared smokers are to quit smoking.

SOCIETAL

On a broader level, this thesis also contributes to individuals’ smoking cessation efforts,
in-person smoking cessation support, and the design and development of smoking cessation
interventions.

Helping individuals quit smoking. Our insights, into how RL can be used to make
smoking cessation support provided by virtual coaches more effective, can be used to
develop smoking cessation interventions that help more people successfully quit smoking.
Given that it takes many smokers more than 30 quit attempts before being successful [86],
more effective support is welcome. Moreover, by helping individuals quit smoking, the
large burden smoking places on the healthcare system can be reduced. In light of the
current strain on the financial, staffing, and societal sustainability of healthcare [105], this

is highly valuable.

Improving in-person smoking cessation support. In addition to digital smoking ces-
sation support, our insights can also help improve in-person smoking cessation support.
For example, our RL model for choosing activities that build competencies for quitting
smoking can also inform the activity choices of a human healthcare professional. Similarly,
understanding factors influencing whether human feedback given in an eHealth application
is effective in the long run may help identify people who would benefit from additional
in-person support. Or, framed differently, it may help identify people who may need less
support, thus freeing up resources for those who do need more help. Some of the people
needing more help from human healthcare professionals may then also be people who
are enrolled in a virtual coach-based smoking cessation application. This thesis presents
one way such a blended intervention could be implemented. Blended smoking cessation
interventions are promising given that adherence to them might be similar to the one to
fully face-to-face interventions [341] while reducing the need for healthcare professionals.

Designing and developing smoking cessation interventions. Our recommendations
for addressing the user needs we identified can aid the design and development of smoking
cessation interventions that better meet user needs. In addition, our findings support
implementing and testing our three algorithms in a full smoking cessation intervention.
The cold-start problem could thereby be avoided by using our data to pretrain the algo-
rithms. And material to help operationalize these algorithms (e.g., persuasive messages,
competency-building and belief-changing activities) is publicly available as well. Since the
how-, what-, and who-dimensions of support are also relevant to other health behavior
change domains, our algorithms and the underlying material and data can further serve



149

as inspiration for developing eHealth applications for changing other behaviors such as
physical inactivity or unhealthy eating.

REFLECTION ON ETHICAL RESEARCH

Inspired by the topology on ethical machine learning research put forward by Ashurst
et al. [41], we here take a moment to reflect on the integrity of our research, the way we
mitigated research process harms, and possible downstream consequences of future uses
of our research. The concerns discussed here are by no means exhaustive. Yet, they should
give an idea of the ethical issues at stake.

RESEARCH INTEGRITY
Two primary concerns concerning the integrity of our research are reproducibility and
replicability.

Reproducibility. Reproducing results means "obtaining consistent results using the
same input data, computational methods, and conditions of analysis" [264]. Reproducibility
thus ensures that results are accurate and can be trusted. To facilitate reproducing our
quantitative analyses, we have published all underlying data and analysis code in public
repositories. Moreover, we provide Docker images to make using the same computational
environment easier. Publishing Docker images has also been especially recommended for
Bayesian analyses like the ones we conduct for H1, RQ3, and RQ4 [372].

Replicability. Replicability of a study’s results means that "applying the same methods
to the same scientific question produces similar results" [264]. While it is normal that not
all findings can be replicated due to, among others, the intrinsic variation and complexity of
the phenomena that are studied, there are also avoidable sources of non-replicability [264].
In their book, National Academies of Sciences, Engineering, and Medicine [264] describe
six such sources, including publication bias, misaligned incentives, inappropriate statistical
inference, poor study design, errors, and incomplete study reporting. Our main attempt
to increase the chance that our findings can be replicated was the preregistration of all of
our studies in the Open Science Framework (OSF) [14-17]. Not only do the preregistration
forms provide detailed information on the way the studies were conducted, but they also
help to make clear which parts of our analyses are exploratory versus confirmatory. For
example, while we performed a confirmatory analysis of the effectiveness of different
algorithm components for H1, our analyses of algorithm components for RQ2, RQ3, and
RQ4 were exploratory. For the qualitative analyses conducted for RQ1, we further used
both data source triangulation and researcher triangulation to increase the validity of
our findings [82]. For the former, we examined quantitative data and literature; for the
latter, we included a second researcher with a different background. To give an idea of the
reliability, we report agreement coefficients for the coding performed by two researchers.
Lastly, our published analysis code helps to determine whether computational errors cause
non-replicability.
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MITIGATING RESEARCH PROCESS HARMS

Risk to participants. To assess and mitigate potential risks to participants of our studies,
we sought and obtained approval from the Human Research Ethics Committee of Delft
University of Technology for all of our studies. The main risk for participants was that
potentially sensitive information could leak and be connected to them. To mitigate this
risk, sensitive data was stored on secure servers at Delft University of Technology and only
accessible to the core research team comprising three researchers. Only anonymized data
was shared outside this research team. Participants were informed about this risk before
participating and only those who provided informed consent could participate.

Compensation of participants. All participants of our crowdsourcing studies were
compensated for their time based on the minimum payment rules on the Prolific platform,
which ranged from 5 GBP per hour in 2021 to 6 GBP per hour in 2024. While it has
been argued that crowdsourcing platforms exploit vulnerable people, Moss et al. [256]
showed in the case of MTurk that participants are not worse off financially than the rest
of the population and complete studies primarily not for their primary income but as a
supplement. Still, our compensation is in line with the minimum wage in some (e.g., Poland
[248]) but not all (e.g., Germany [71]) of the OECD countries participants can be from on
Prolific [311].

DOWNSTREAM CONSEQUENCES

Main concerns regarding the possible impact of future uses of our research relate to security
and privacy, health disparities, and application in settings where system and user goals are
not aligned and/or participation is mandatory.

Security and privacy. While we built small models that require relatively little input
from users, they still depend on user data such as motivation, self-efficacy, or effort spent
on activities. This data is subject to a variety of security and privacy risks, including
unauthorized access, theft, and alteration [175] if the models are implemented in practice.
Rather than making it obligatory for everybody to provide this information, users could be
given the option to choose from more or less personalized support (e.g., [165]). Since users
may not be fully aware of their vulnerability to privacy and security threats [50], they may
need to be assisted in making an informed choice.

Reinforcing health disparities. Since we performed our studies primarily with rela-
tively highly educated participants with at least some technical knowledge, our findings
might not generalize well to people with lower levels of education and less technical
knowledge. Smoking cessation interventions developed based on our findings might thus
benefit those people less. Given that a lower socioeconomic status is generally associated
with increased smoking prevalence [139], this means that our research may reinforce
existing health disparities. Therefore, it is important to test the generalizability of our
findings to less highly educated people with less technical knowledge in future work and
make adjustments if needed. Notably, it has also been argued for eHealth more generally
that even though it has the potential to reduce health disparities by increasing access to
healthcare in low-resource settings [315], it often first increases health disparities [364].
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Application in settings with misaligned goals and/or mandatory participation.
This thesis proposed three algorithms that try to learn which type of support, in which
situation, helps to get smokers to do activities that help them prepare for quitting smoking.
While trying to get people to do something might not seem ethical, the context and the way
this is done matter. In a smoking cessation intervention, people, presumably, participate
voluntarily to quit smoking, and the intervention’s purpose is to help them achieve this goal.
More generally, Oinas-Kukkonen [275] define behavior change support systems, which
include smoking cessation interventions, as "an information system designed to form, alter
or reinforce attitudes, behaviors or an act of complying without using deception, coercion
or inducements." However, algorithms like ours can also be used in settings in which these
criteria are not necessarily met. Kaptein et al. [184], for example, apply their algorithm for
choosing persuasive strategies to an online retail setting after earlier applying it to reduce
snacking [183]. In such an online retail setting, the algorithm’s goal (i.e., maximizing
profits) does not necessarily align with people’s goals. Moreover, systems differ in how
freely people can choose whether to participate in them. For instance, participation in
government-led systems such as China’s credit scoring system [216] or opt-out procedures
for organ donation implemented in countries such as the Netherlands and Switzerland
[254] is mandatory. Our research could, in theory, contribute to developing models for such
settings. However, given that we used standard RL techniques already publicly available
in textbooks [357] and created smoking cessation-specific models that are not directly
transferable to other settings, a direct contribution of our research to this seems unlikely
for now.

FINAL REMARKS

Unhealthy behavior, and especially smoking, substantially strains the financial, staffing,
and societal sustainability of healthcare. While changing such behaviors independently is
challenging, eHealth applications, particularly those incorporating conversational agents
taking the role of virtual coaches, offer the potential to provide effective support anytime
and anywhere. Personalizing the support these applications give might further improve
satisfaction, engagement, and health outcomes. A particularly promising approach is to
account for users’ current and future states, which can be accomplished with RL. Therefore,
this thesis investigated how RL can be used to make the support in virtual coach-based
smoking cessation interventions more effective. Findings show the benefit of considering
current and future states when adapting the three how-, what-, and who-dimensions of
smoking cessation support over time. This supports using RL to create behavior change
support that is effective in the long run. Deriving model components from the behavior
change literature, our results are based on small models that are relatively interpretable and
data-efficient, thus fostering transparency and the preservation of privacy. We encourage
further research on such psychology-informed RL.
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Table A.1: Preparatory activities. Titles and formulations for the 24 preparatory activities that were used in
the study, 12 each for smoking cessation and physical activity increase. 4 activities had another activity as
prerequisite.

Title and formulation

Prereq.

SMOKING CESSATION

1

Desired future self (writing). Having high aspiration to quit smoking
may aid quitting successfully. Thus, before the next session, I advise
you to think about the person that you would like to be once you
have successfully quit smoking. For example, you might want to be a
"grandfather who can play football with his grandchildren” or a "nurse
who can walk up the stairs to the fourth floor without getting out of
breath” Write down everything that comes to your mind.

Reasons for quitting smoking. Having high aspiration to quit smok-
ing may aid quitting successfully. So, before the next session, I advise
you to identify and write down reasons why you want to stop smok-
ing. After writing them down, think about which reasons are most
important to you and order them accordingly.

Feared future self (writing). Having high motivation to quit smoking
may aid quitting successfully. Thus, before the next session, I advise
you to think about who you do NOT want to be in the future but might
become if you continue to smoke. For example, you might NOT want to
be a "mother who dies early of coronary heart disease like her mother
did" or a "husband who is frowned upon by his wife" or a "man who is
dependent on a substance." Write down everything that comes to your
mind.
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Table A.1: (continued)

4  Feared future self (picture). Having high motivation to quit smoking
may help to quit successfully. So, before the next session, I advise you
to think about who you do NOT want to be in the future but might
become if you continue to smoke. For example, you might NOT want to
be a "mother who dies early of coronary heart disease like her mother
did" or a "husband who is frowned upon by his wife" or a "man who is
dependent on a substance." Then, look for or take a picture that best
captures your feared future self. Save or print this picture so that you
can see it every day.

Title and formulation Prereq.

5 Fighting match visualization. Focusing on your goal of successfully
quitting smoking may help to quit. Thus, before the next session, I
advise you to take some time to visualize smoking as a battle. For
example, you might see yourself and a cigarette as two boxers in a
fighting match. Then imagine yourself winning this battle. Visualize
clearly how you win and what it feels like to be the winner. Write down
a few words about your winning experience.

6 Smoking-relevant routines. Getting fewer cravings to smoke may 12
make it easier to successfully quit smoking. Therefore, before the next
session, I advise you to think about routines in your daily life that
often cause you to get cravings to smoke. For example, you might
have experienced that if you go to bed very late and thus sleep less,
you smoke more the next day. Or maybe you have noticed that if you
skip your breakfast, you always smoke on your way to work but NOT
otherwise. How could you change these routines to reduce or even
avoid those cravings? Write down everything that comes to your mind.

7  High risk situations. Preparing for situations in which avoiding to 12
smoke is difficult may make it easier to successfully quit smoking. Thus,
before the next session, I advise you to think about situations in which
you might find it difficult to refrain from smoking. For example, this
could be during your lunch break at work, when you meet your best
friend, or when you watch TV. How could you deal with these situations
so that you do NOT smoke? Write down your plans in a few words.
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Table A.1: (continued)

Title and formulation

Prereq.

10

11

Coping with cravings. Planning how to resist urges to smoke may
make it easier to successfully quit smoking. Therefore, before the next
session, I advise you to think about activities that you could do to
keep yourself busy when you feel the urge to smoke so that you do
NOT smoke. These urges typically last a few minutes; think about
something that you could do in the meantime until the urge has passed.
For example, you could water your plants, eat a carrot, do 10 push-ups,
or do something for another person in need. Write down everything
that comes to your mind.

Relaxation exercise. Tensing and relaxing areas of the body can
reduce cravings and withdrawal symptoms, because it is very dif-
ficult to feel tense or uptight in a relaxed body. Thus, before
the next session, I advise you to watch the following 15-minute
video to learn progressive muscle relaxation (which is a way of re-
laxing your body): https://www.youtube.com/watch?v=
ih002wUzgkcZab_channel=MarkConnelly. Even if you
have already heard of this technique, it might be a good idea to re-
fresh your memory.

Personal rule. Having strong determination to refrain from smoking
may help to quit successfully. So, before the next session, I advise you
to take some time to create a personal rule that helps you to refrain
from smoking. Possible examples include "Not a puff - no matter what,”
"Say no to smoking, yes to life" or "Smoking is NOT an option." Write
down your rule on a piece of paper and repeat it to yourself 3 times.
Put the piece of paper with your rule somewhere you can see it every
day.

Education on body repair. Having a strong desire to re-
frain from smoking may aid quitting successfully. Thus,
before the next session, I advise you to watch the follow-
ing 12-minute video on how the body starts repairing itself
immediately, as soon as a person stops smoking: https:
//www.youtube.com/watch?v=ZhTOCOT3P3cZab_
channel=RespiratoryTherapyZone. What information
from the video is most relevant to you? Take a few notes.



https://www.youtube.com/watch?v=ihO02wUzgkc&ab_channel=MarkConnelly
https://www.youtube.com/watch?v=ihO02wUzgkc&ab_channel=MarkConnelly
https://www.youtube.com/watch?v=ZhTOC0T3P3c&ab_channel=RespiratoryTherapyZone
https://www.youtube.com/watch?v=ZhTOC0T3P3c&ab_channel=RespiratoryTherapyZone
https://www.youtube.com/watch?v=ZhTOC0T3P3c&ab_channel=RespiratoryTherapyZone
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Table A.1: (continued)

12 Recording smoking behavior. Preparing for situations in which
you commonly smoke may make it easier to successfully quit smoking.
Therefore, I recommend that you record the situations in which you
smoke before the next session. Take note of one or two keywords to
describe the situation and the number of cigarettes that you smoked.
For example, you might note "Lunch break, 2 cigarettes" or "TV, 5
cigarettes." It might be helpful to take these notes on your phone, or
you could carry a small piece of paper and pen in your pocket.

Title and formulation Prereq.

PHYSICAL ACTIVITY INCREASE

13 Recording physical activity. Becoming more physically active (e.g.
exercise, take walks, sit less) may make it easier to successfully quit
smoking. One important step for becoming more physically active
is to know one’s current level. This allows to later set a precise goal
and hence to feel more motivated. So, I recommend that you record
your current behavior with regards to physical activity before the next
session. Try to keep track of how much time you spend 1) sitting, 2)
working out and 3) being moderately active (e.g. taking a walk, biking
to the grocery store). For this, it might be helpful to keep a piece of
paper and pen on your kitchen table, or maybe you have a smart watch
that can record these types of behavior for you.

14 Barriers. Becoming more physically active (e.g. exercise, take walks,
sit less) may help you to successfully quit smoking. One important step
for becoming more physically active is to remove possible obstacles.
Thus, before the next session, I advise you to think about things that
make it difficult for you to be physically active. For example, this could
be that you do NOT have a raincoat to bike to the grocery store when
it is raining, that you do NOT want to work out alone, or that you are
at work all day and too exhausted by the time that you come home.
What are possible solutions to your barriers? For instance, you could
buy a raincoat, join a running group, or take a walk during your lunch
break at work. Write down everything that comes to your mind.

15 Reasons for becoming more physically active. Quitting smoking
may be easier if you become more physically active (e.g. exercise, take
walks, sit less). One crucial step for this is to have a strong desire to
become more physically active. Therefore, before the next session, I
advise you to identify and write down reasons why you want to become
more physically active. After writing them down, think about which
reasons are most important to you and order them accordingly.
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Table A.1: (continued)

Title and formulation

Prereq.

16

17

18

Recommended physical activity. Quitting smoking may be eas-
ier if you become more physically active (e.g. exercise, take walks,
sit less). One important step for becoming more physically active is
to set a specific goal and thus to feel more aspiration. Therefore, be-
fore the next session, I advise you to watch the following 2-minute
video on how much and which type of physical activity is recom-
mended: https://www.youtube.com/watch?v=AAPhWbG_
zLsZab_channel=TREKGroup. Then, compare your physical
activity behavior to the recommended amounts for the different types
of physical activity. Write down which recommended amounts you
meet or exceed, and which ones you do NOT meet.

Desired future self (writing). Quitting smoking may be easier if
you become more physically active (e.g. exercise, take walks, sit less).
One important step for this is to have high ambition to become more
physically active. Thus, before the next session, I advise you to think
about the person that you would like to be once you have become more
physically active. For example, you might want to be a "grandfather
who can play football with his grandchildren" or a "nurse who can walk
up the stairs to the fourth floor without getting out of breath.” Write
down everything that comes to your mind.

Feared future self (writing). It may be easier to successfully quit
smoking if you become more physically active (e.g. exercise, take walks,
sit less). One crucial step for this is to have high determination to
become more physically active. Therefore, before the next session, I
advise you to think about who you do NOT want to be in the future but
might become if you fail to become more physically active. For example,
you might NOT want to be a "mother who dies early of coronary heart
disease like her father did" or a "daughter who is frowned upon by her
mother" or a "man who is dependent on his wife in his everyday life."
Write down everything that comes to your mind.

13



https://www.youtube.com/watch?v=AAPhWbG_zLs&ab_channel=TREKGroup
https://www.youtube.com/watch?v=AAPhWbG_zLs&ab_channel=TREKGroup
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Table A.1: (continued)

19 Feared future self (picture). It may be easier to successfully quit
smoking if you become more physically active (e.g. exercise, take walks,
sit less). One crucial step for this is to have high determination to
become more physically active. Therefore, before the next session, I
advise you to think about who you do NOT want to be in the future but
might become if you fail to become more physically active. For example,
you might NOT want to be a "mother who dies early of coronary heart
disease like her father did" or a "daughter who is frowned upon by her
mother" or a "man who is dependent on his wife in his everyday life."
Then, look for or take a picture that best captures your feared future
self. Save or print this picture so that you can see it every day.

Title and formulation Prereq.

20 Fighting match visualization. Becoming more physically active (e.g.
exercise, take walks, sit less) may help you to successfully quit smoking.
One important step for this is to focus on the goal of becoming more
physically active. Thus, before the next session, I advise you to take
some time to visualize becoming more physically active as a battle. For
example, you might see yourself and non-active version of yourself as
two boxers in a fighting match. Then imagine yourself winning this
battle. Visualize clearly how you win and what it feels like to be the
winner. Write down a few words about your winning experience.

21 Desired future self (picture). Quitting smoking may be easier if
you become more physically active (e.g. exercise, take walks, sit less).
One crucial step for this is to have high motivation to become more
physically active. Thus, before the next session, I advise you to think
about the person that you would like to be once you have become more
physically active. For example, you might want to be a "grandfather
who can play football with his grandchildren" or a "nurse who can walk
up the stairs to the fourth floor without getting out of breath." Then
look for or take a picture that best captures your desired future self.
Save or print this picture so that you can see it every day.

22 Plan for becoming more physically active. Becoming more phys- 13
ically active (e.g. exercise, take walks, sit less) may help you to suc-
cessfully quit smoking. One crucial part for this is to create a plan for
becoming more physically active. Therefore, before the next session, I
advise you to think about what you could do to become more physically
active. For example, you could get up from your desk after every 30
minutes of sitting, bike to the grocery store, do 10 squats every morning,
or join a running group. Write down everything that comes to your
mind. Which plan do you want to focus on? Highlight this plan.




159

Table A.1: (continued)

Title and formulation

Prereq.

23

24

Impact of physical activity on cravings. Becoming more physi-
cally active (e.g. exercise, take walks, spend less time sitting) may
help you to successfully quit smoking. One crucial step for this is
to have high aspiration to become more physically active. So, before
the next session, I advise you to watch the following 5-minute video
about the possible positive impact of physical activity on dealing with
cravings to smoke: https://www.youtube.com/watch?v=
StM10jzbt1kZab_channel=TreeHouseRecovery. What
do you think about the information in the video? Write down your
thoughts in a few words.

Personal rule. Being more physically active (e.g. exercise, take walks,
spend less time sitting) may aid you to stop smoking. One important
aspect for this is to have strong resolve to become more physically
active. So, before the next session, I advise you to take some time to
create a personal rule that helps you to become more physically active.
Possible examples include "10 squats - no matter what," "Say no to
sitting, yes to life" or "Driving to the grocery store is NOT an option.”
Write down your rule on a piece of paper and repeat it to yourself 3
times. Put the piece of paper with your rule somewhere you can see it
every day.

Abbreviations: Prereq., Prerequisite.


https://www.youtube.com/watch?v=StM10jzbt1k&ab_channel=TreeHouseRecovery
https://www.youtube.com/watch?v=StM10jzbt1k&ab_channel=TreeHouseRecovery
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Table A.2: Interaction scenarios. Some scenarios about similar interactions are grouped together to facilitate their

analysis.
Scenario Topic Scenario group
INTERACTION WITH VIRTUAL COACH
1 Follow physical activity program Follow PA program
while quitting smoking
2 Plan for smoking HRSs in the morn- Regular HRS planning/reflection
ings
3 Plan for physical activity HRSs on  Regular HRS planning/reflection
Sundays
4 Help button for smoking HRSs Help button for HRS
5 Help button for physical activity —Help button for HRS
HRSs
6 Reflect on smoking HRSs in the Regular HRS planning/reflection
evenings
7 Reflect on physical activity HRSs on  Regular HRS planning/reflection
Sundays
8 Discuss repeated failure of reaching  Discuss repeated failure PA
physical activity goals
9 Receive motivational messages Receive motivational messages

INTERACTION WITH SOCIAL ENVIRONMENT
10 Tell SE about quit attempt
11 Discuss with an SO how they can sup-
port the quit attempt

INTERACTION WITH GENERAL PRACTITIONER

12 Consult GP at start of quit attempt
13 Consult GP in case of smoking re-
lapse

Involve SE
Involve SE

Involve GP
Involve GP

Abbreviations: PA, Physical activity; HRS, High risk situation; SE, Social environment; SO, Significant other; GP,

General practitioner.
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Table A.3: Links to the videos of the interaction scenarios. We provide links to both the male and the female

version.

Scenario

Topic

Link to video

INTERACTION WITH VIRTUAL COACH

1

Follow physical activity program
while quitting smoking

Plan for smoking HRSs in the morn-
ings

Plan for physical activity HRSs on
Sundays

Help button for smoking HRSs

Help button for physical activity
HRSs

Reflect on smoking HRSs in the
evenings

Reflect on physical activity HRSs on
Sundays

Discuss repeated failure of reaching
physical activity goals

Receive motivational messages

INTERACTION WITH SOCIAL ENVIRONMENT

10

Tell SE about quit attempt

Female: https
~01lmuAuJbfU
Male:
gHZZKX6dQMo

Female: https:

DyZPA781nn4
Male:
ZpWy28vtSzM

Female: https:

JFz17RAXDOU
Male:
CA78pzMoFuo

Female: https:

aLrCZyFvslo
Male:
SLBF2BuMv80

Female: https:

5j1a6Nlhs8s
Male:
HZLtG4LfvIs

Female: https:

dkUkzneVDyM
Male:
Raq7Qyvh45A

Female: https:

nczb97qrgog
Male:
FXC70ZLLzvQ

Female: https:

UHds1aEB1GQ
Male:
STO8tEGpPWXI

Female: https:

evV6TLfa-hIs
Male:
IGKRjhK40Cs

Female: https:

So0z1TeFOEIY

https:

https:

https:

https:

https:

https:

https:

https:

https:

://youtube/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtube/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/
//youtu.be/

//youtube/

//youtu.be/



https://youtu.be/_0lmuAuJbfU
https://youtu.be/_0lmuAuJbfU
https://youtu.be/gHZZKX6dQMo
https://youtu.be/gHZZKX6dQMo
https://youtu.be/DyZPA781nn4
https://youtu.be/DyZPA781nn4
https://youtu.be/zpWy28vtSzM
https://youtu.be/zpWy28vtSzM
https://youtu.be/JFzl7RAXD0U
https://youtu.be/JFzl7RAXD0U
https://youtu.be/cA78pzMoFuo
https://youtu.be/cA78pzMoFuo
https://youtu.be/aLrCZyFvslo
https://youtu.be/aLrCZyFvslo
https://youtu.be/sLBF2BuMv80
https://youtu.be/sLBF2BuMv80
https://youtu.be/5j1a6Nlhs8s
https://youtu.be/5j1a6Nlhs8s
https://youtu.be/HZLtG4LfvIs
https://youtu.be/HZLtG4LfvIs
https://youtu.be/dkUkzneVDyM
https://youtu.be/dkUkzneVDyM
https://youtu.be/Raq7Qyvh45A
https://youtu.be/Raq7Qyvh45A
https://youtu.be/nczb97qrgOg
https://youtu.be/nczb97qrgOg
https://youtu.be/FXC7oZLLzvQ
https://youtu.be/FXC7oZLLzvQ
https://youtu.be/UHdslaEBlGQ
https://youtu.be/UHdslaEBlGQ
https://youtu.be/STO8tEGpWXI
https://youtu.be/STO8tEGpWXI
https://youtu.be/eV6TLfa-hIs
https://youtu.be/eV6TLfa-hIs
https://youtu.be/IGKRjhK40Cs
https://youtu.be/IGKRjhK40Cs
https://youtu.be/SozlTeF0EIY
https://youtu.be/SozlTeF0EIY
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Table A.3: (continued)

Scenario Topic Link to video

Male: https://youtube/
wDxMd-vwJ gM

11 Discuss with an SO how they can Female: https://youtube/
support the quit attempt UPxHprogZcO
Male: https://youtube/
ZbopPvhQIww
INTERACTION WITH GENERAL PRACTITIONER
12 Consult GP at start of quit attempt ~ Female: https://youtu.be/
1DTeHgBA7 1w
Male: https://youtube/
2WJIQDn251DM
13 Consult GP in case of smoking re- Female: https://youtu.be/
lapse R1-xdeRexUw
Male: https://youtube/
w5W1DGHKTn4

Abbreviations: HRS, High risk situation; SE, Social environment; SO, Significant other; GP, General

practitioner.


https://youtu.be/wDxMd-vwJgM
https://youtu.be/wDxMd-vwJgM
https://youtu.be/UPxHprogZc0
https://youtu.be/UPxHprogZc0
https://youtu.be/ZbopPvhQJWw
https://youtu.be/ZbopPvhQJWw
https://youtu.be/lDTeHgBA71w
https://youtu.be/lDTeHgBA71w
https://youtu.be/2WJQDn251DM
https://youtu.be/2WJQDn251DM
https://youtu.be/Rl-xdeRexUw
https://youtu.be/Rl-xdeRexUw
https://youtu.be/w5W1DGHKTn4
https://youtu.be/w5W1DGHKTn4
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Table A.4: Details on how we measured the activity feedback, and barriers and motivators for doing the preparatory
activities.
Measure Explanation Specification Source
%5 ACTIVITY FEEDBACK
Activity effort Effort spent onac- Scale from 0 ("Nothing") to 10  Adapted
tivity from previ- ("Extremely strong"). based on
ous session Hutchin-
son and
Tenen-
baum
[170].

Activity experience Experience with Free-text response to the
activity from pre- question "How did you ap-
vious session proach, do, or experience

your assigned activity?" If
the effort spent on an ac-
tivity was lower than four,
the question was supple-
mented by the sentence "If
you have no feedback on the
activity, just type 'None’ in
the text field" In the post-
questionnaire, this additional
sentence was provided inde-
pendent of the activity effort.

Activity experience Changes and/or After a user had provided an

modification additions for answer to the activity expe-
the activity rience question, the virtual
experience coach played the answer back

to the user and gave them
the option to make changes
or additions. If a user indi-
cated that they would like to
make a change or addition,
they were asked to provide
another free-text response.

E® BARRIERS AND MOTIVATORS




164 A APPENDIX — USERS’ NEEDS FOR A DIGITAL SMOKING CESSATION APPLICATION

Table A.4: (continued)

Measure Explanation Specification Source
Barriers Barriers for doing  Free-text response to the Definition
the activities question "What were barri- of barrier
ers for you to do your as- in the
signed activities? Barriers APA Dic-
are factors that may have re- tionary
stricted, impeded, or blocked of Psy-
your completion of your ac- chology
tivities. Please enter "None" [36].

Motivators Motivators for do-
ing the activities

if there was nothing and no-
body that restricted, impeded,
or blocked your completion
of your activities."

Free-text response to the
question "What aspects mo-
tivated you to do your as-
signed activities? Please en-
ter "None" if there was noth-
ing and nobody that moti-
vated you."
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Table A.5: Question and scale endpoints for each interaction scenario.

Scenario

Topic

Question

Scale endpoints

INTERACTION WITH VIRTUAL COACH

1

Follow physical ac-
tivity program while
quitting smoking

Plan for  smok-
ing HRSs in the
mornings

Plan for physical ac-
tivity HRSs on Sun-
days

Help button for
smoking HRSs
Help button for phys-

ical activity HRSs

Reflect on smoking
HRSs in the evenings

Reflect on physical
activity HRSs on Sun-
days

Discuss repeated fail-
ure of reaching phys-
ical activity goals

If this were you, would
you follow this advice
and also follow the pro-
gram for becoming more
physically active?

If this were you, would
you make such a plan
with your virtual coach
in the morning?

If this was you, would
you make such a plan
with your virtual coach
on Sundays?

If this was you, would
you press the help button
when you have a crav-
ing?

If this was you, would
you press the help button
in this situation?

If this was you, would
you follow this advice
and consult your virtual
coach in the evening?

If this was you, would
you consult your virtual
coach on Sundays?

If this was you, would
you take this advice
and consult your virtual
coach?

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")
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Table A.5: (continued)

Question

Scale endpoints

Scenario Topic
9 Receive motivational
messages

If this were you, what do
you think would be the
impact of such a moti-
vational message on you
doing the activity?

INTERACTION WITH SOCIAL ENVIRONMENT

10 Tell SE about quit at-
tempt

11 Discuss with an SO
how they can support

the quit attempt

If this was you, would
you follow up on this ad-
vice and tell your social
environment about your
quit attempt?

If this were you, would
you follow up on this ad-
vice and reach out to a
significant other for ad-
ditional support?

INTERACTION WITH GENERAL PRACTITIONER

12 Consult GP at start of

quit attempt

13 Consult GP in case of
smoking relapse

If this was you, would
you follow up on this
advice and contact your
GP?

If this was you, would
you contact your GP if
your app advises you to
do so?

-5 ("Definitely nega-
tive"), 5 ("Definitely
positive")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

-5 ("Definitely no"), 5
("Definitely yes")

Abbreviations: HRS, High risk situation; SE, Social environment; SO, Significant other; GP, General

practitioner.
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Table A.6: Participant characteristics. Characteristics of the 671 participants with at least one valid free-text

response.

Characteristic

Value

GENDER

- Female, n (%)
- Male, n (%)

- Other, n (%)

- No data, n (%)

HIGHEST COMPLETED EDUCATION LEVEL

- No formal qualifications, n (%)

- Secondary education (e.g. GED/GCSE), n (%)

- High school diploma/A-levels, n (%)

- Technical/community college, n (%)

- Undergraduate degree (BA/BSc/other), n (%)

- Graduate degree (MA/MSc/MPhil/other), n (%)
- Doctorate degree (PhD/other), n (%)

- No data, n (%)

PREVIOUS QUIT ATTEMPT OF AT LEAST 24 HOURS
- Yes, n (%)
- No, n (%)

SMOKING FREQUENCY

- Once a day, n (%)

- 2 -5 times a day, n (%)

- 6 — 10 times a day, n (%)

- 11 - 19 times a day, n (%)

- More than 20 times a day, n (%)
- No data, n (%)

TTM-STAGE FOR BECOMING PHYSICALLY ACTIVE
- Precontemplation, n (%)

- Contemplation, n (%)

- Preparation, n (%)

- Action, n (%)

- Maintenance, n (%)

315 (46.94%)
168 (25.04%)
100 (14.90%)
70 (10.43%)
18 (2.68%)

349 (52.01%)
310 (46.20%)
11 ( 1.64%)

1(0.15%)

5(0.75%)
76 (11.33%)
170 (25.34%)
103 (15.35%)
211 (31.45%)
95 (14.16%)
7 (1.04%)

4 (0.60%)

528 (78.69%)
143 (21.31%)

36 (5.37%)
165 (24.59%)
213 (31.74%)
190 (28.32%)

64 (9.54%)

3 (0.45%)

44 ( 6.56%)
188 (28.02%)
159 (23.70%)

83 (12.37%)
197 (29.36%)
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Table A.6: (continued)

TTM-STAGE FOR QUITTING SMOKING
- Contemplation, n (%) 577 (85.99%)
- Preparation, n (%) 94 (14.01%)

Characteristic Value

WEEKLY EXERCISE AMOUNT

- Never (0 — 60 minutes per week), n (%) 174 (25.93%)
- Sometimes (60 — 150 minutes per week), n (%) 322 (47.99%)
- Often (more than 150 minutes per week), n (%) 170 (25.34%)
- No data, n (%) 5(0.75%)

Abbreviations: GED, General educational development; GCSE, General certificate
of secondary education; BA, Bachelor of Arts; BSc, Bachelor of Science; MA, Master
of Arts; MSc, Master of Science; MPhil, Master of Philosophy; PhD, Doctor of
Philosophy; TTM, Transtheoretical model.
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Figure A.7: Coding scheme. The coding scheme consists of 4 codes at the highest level, 15 codes at the second
level, and 86 codes at the third level. We show the reliability for each coding level.
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Hi, nice to see you again!

How are you feeling today?

Aww it doesn't feel good to hear that.
Hopefully you feel better soon!

Before we start, let me give you a quick
overview of what this session looks like.

I'll first ask you about your experience (if
any) with your activity from last time.

Then, I'll use my knowledge to recommend
'you a new preparation activity.

And, just like last time, I'll ask you how you
think about doing this activity, and provide
some more information on the activity.
Okay?

Please remember that d<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>