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Abstract

As the space industry continues to grow rapidly, the development of reusable launch vehicles
has become crucial in achieving cost-effective and sustainable access to space. Payload
capacity optimisation has been at the forefront of this effort, leading to a renewed interest in
hammerhead or bulbous payload fairing (PLF) configurations. These designs feature a larger
diameter in the PLF than in the rest of the launch vehicle, enabling the same structure to be
used for large payloads. However, the transonic regime poses unique challenges for these
PLFs due to their susceptibility to flow separation and strong pressure fluctuations.

This master thesis investigates the influence of nose and boat-tail geometries on flow phe-
nomena, particularly shock wave generation, around hammerhead configurations in transonic
conditions. The research was conducted through three distinct experimental campaigns in the
transonic wind tunnel TST-27 at the high-speed laboratory of TU Delft, employing schlieren,
oil flow, and Particle Image Velocimetry (PIV) techniques.

The study revealed notable insights into the aerodynamics of the hammerhead PLF con-
figurations. Boat-tails set at five and 15-degree angles were observed to broaden the range of
shock wave oscillations, introducing an additional shock wave that could occasionally merge
with existing ones. Moreover, the conic nose design induced higher shock wave oscillations,
while the bi-conic nose introduced an extra shock wave compared to the conic and ogive noses.
The study also found that altering the nose shape while keeping the boat-tail constant, or vice
versa, resulted in similar effects on flow dynamics.

These findings underscore the critical role that nose and boat-tail geometries play in shap-
ing the aerodynamic behaviour of hammerhead PLF configurations. The results have impli-
cations for such configurations’ design and stability considerations in transonic conditions. It
was observed that raising the Mach number heightened shock wave oscillations and flow de-
tachment. The angle of attack disrupted model symmetry, primarily impacting reattachment
patterns. Furthermore, the conic nose exhibited greater unsteadiness due to oscillations in the
shock waves compared to the other geometries. The study also provided detailed insights into
shock wave spectral characteristics and identified potential influences of pressure wave oscil-
lations on shock wave behaviour. The conclusions lead to recommend designs with bi-conic
nose, and avoid boat-tail angles around 15 degrees.

Keywords: Hammerhead Configuration, PIV, Schlieren, Oil Flow Visualization, Transonic
Flow, Flow Separation, Payload Fairings, Buffeting
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Introduction

Research is creating new knowledge.

Neil Armstrong

The space industry has grown rapidly in recent years, driving the need for cost-effective and
sustainable access to space. Reusable launch vehicles have emerged as a key solution to
this need, with payload capacity optimisation being a primary focus. Hammerhead or bulbous
payload fairing (PLF) configurations have gained renewed interest due to their larger diameter
in the PLF than in the rest of the launch vehicle (LV), enabling the reuse of the same LV for
large payloads. Industry leaders such as the European Space Agency’s Vega-C launcher and
SpaceX’s Falcon launchers have adopted these designs (see Figures 1.1 and 1.2), demon-
strating their relevance and effectiveness [1, 2].

Figure 1.1: Falcon 9 launcher. Credit:
Space Exploration Technologies photo.

Figure 1.2: VEGA-C rocket illustration.
Credit: Arianespace/UPI.
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2 Chapter 1. Introduction

The main parts of a Hammerhead Fairing (HHF), as shown in Figure 1.3, are:

• Nose: curved, pointed end attached to the front of the launch vehicle. The nose is
designed to smoothly transition the airflow from the freestream to the HHF, reducing
drag and turbulence. This shape is typically conical or ogive.

• Payload: primary cargo or equipment being carried by the launch vehicle. The pay-
load is housed within the HHF and is protected from the harsh aerodynamic forces and
environmental conditions experienced during flight. Hammerhead PLFs are distinguish-
able due to having a larger diameter than the rest of the vehicle, which allows for the
accommodation of bigger payloads than other fairing designs.

• Boat-tail Region: part of the HHF attached to the launch vehicle’s top. Payload fairings
without a boat-tail region, known as straight Payload Fairings (PLFs), are preferred from
an unsteady loads perspective.

Figure 1.3: Schematic representation of a hammerhead shaped fairing. [3]

The design of these parts is crucial to ensure the best performance, and its shapes and di-
mensions are often optimised to minimise unsteady loads through computational simulations
and wind tunnel testing. Such optimisation is much more interesting for launcher design than
other more common aerodynamic optimisations as drag minimisation. Launchers are meticu-
lously crafted to meet both structural and mechanical prerequisites. For instance, the shape of
the PLF is commonly dictated by the desired opening mechanism for loading purposes. Addi-
tionally, the dimensions of the launcher stem from comprehensive structural analyses. When
these factors are taken into account, the significance of variations in drag becomes relatively
diminished. Any heightened drag can be effectively counterbalanced by augmenting the fuel
load within the launcher—a preferable approach. Conversely, mitigating unpredictable loads
that could potentially jeopardise the launcher’s structural integrity holds paramount importance,
as these cannot be offset through alternative means. Along the different regimes that PLFs
face during flight, the transonic regime prones unsteadiness the most and can lead to flow
separation due to the hammerhead geometry, exposing the vehicle to strong pressure fluctu-
ations which can compromise the structure [3]. Therefore, the relevance of studying the flow
phenomena around hammerhead configurations in transonic conditions is justified.

Research Outline
After the current introduction, the report starts with chapter 2 where an overview of the litera-
ture study is given, focused on the flow phenomena around hammerhead configurations, the
payload fairing design, and the flow measurement techniques commonly used in PLFs aero-
dynamic research. This summary outlines the research gaps identified during the literature
review, which subsequently guided the formulation of the research questions.

Next, chapter 3 offers a detailed description of the experimental setup. This encompasses
detailed information about the models used, the techniques employed for flow measurements,
an in-depth explanation of the experimental campaigns, an analysis of uncertainties, and the
data processing methodology.
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Chapter 4 presents the results of the experimental campaigns. The discussion begins with
an overview of the general flow characteristics observed in hammerhead PLF geometries.
Subsequently, the focus shifts to exploring the effects of changing the geometry (nose and
boat-tail), Mach number, and Angle Of Attack (AoA). Furthermore, the chapter delves into the
shock wave spectral analysis results and the reattachment locations of shock waves, offering
insightful commentaries.

A concise summary of the study’s derived conclusions is provided in chapter 5. Additionally,
this chapter suggests directions for future research.

Supplementary data, complementing the information presented in this report, is consoli-
dated in the appendices. These include model drawings (refer to Appendix A) and test matri-
ces from the experimental campaigns (consult Appendix B).





2
Literature Review

This chapter presents the literature review done prior to the current research on the aerody-
namics of hammerhead PLFs. First, it presents the flow phenomena that characterise ham-
merhead configurations in the transonic regime. Following this, it delves into payload fairing
design, focusing on the prevailing nose and boat-tail region geometries and their influence on
the flow dynamics, which justifies the need for research. Additionally, the flow measurement
techniques commonly employed in the field are discussed.

The literature review identified gaps in the existing body of knowledge, and based on these
gaps, the chapter concludes by outlining the research questions that will be addressed exper-
imentally in the current research project. This chapter provides the foundation for the subse-
quent chapters of the thesis.

2.1. Flow Phenomena around Hammerhead PLFs
Hammerhead-type fairing structures have become increasingly popular in modern launch vehi-
cles as by having a larger diameter than the rest of the structure, the PLF meets the demands
to transport bigger payloads. However, this configuration presents significant aerodynamic
challenges in the transonic regime. Flow separation can expose critical areas of the vehicle
to the external intense acoustic pressure fields and strong pressure fluctuations characteristic
of this flight phase. As a result, understanding the complex flow phenomena around hammer-
head PLFs in transonic conditions is essential for developing more efficient and reliable launch
vehicles [3].

2.1.1. Transonic Flow
Smooth streamlines without discontinuity characterise subsonic flow, as seen in Figure 2.1.
Those conditions happen when the flow speed over the vehicle surface always remains below
the local speed of sound.

Figure 2.1: Subsonic flow patterns around hammerhead payload fairing. [4]
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6 Chapter 2. Literature Review

Transonic flow occurs when the flow field around an object is characterised by mixed sub-
sonic and supersonic local flow, typically at flight speeds between Mach 0.8 and 1.2 [5]. The
critical Mach number, defined as the free-stream Mach number at which local flow reaches
sonic speed, determines the range of velocities where transonic flow exists.

According to Suresh et al. [4], the critical Mach number is usually around 0.8. When such
conditions are reached, the subsonic flow locally increases in speed to the sonic speed (Mach
number,Ma, equal to 1) as shown in Figure 2.2a, marking the beginning of the transonic flow
regime. As the free streamMach number increases further, still less than sonic speed, the flow
expands locally to a supersonic pocket terminated by a shock, beyond which the flow speed
is subsonic (see Figure 2.2b). Due to the instabilities characteristic of these flow conditions,
the induced shock wave oscillates. This favours interaction with the boundary layer and can
cause the flow to separate. With a further increase in free stream Mach number, a supersonic
pocket forms after the cone-cylinder junction, a region of strong expansion. For Mach numbers
slightly above unity, a bow shock wave (also called a detached shock or bowed normal shock)
is formed in front of the body (see Figure 2.2c) due to the bluntness of the vehicle [5]. At a free
stream Mach number of approximately 1.2, already supersonic regime, clear expansion fans
are present at the transition between the nose and the cylinder, and an oblique shock appears
in front of the vehicle.

Depending on the boat-tail angle, even on transonic conditions, the flow may sometimes
separate and reattach, as shown in Figure 2.2d. Moreover, there is recirculation in the boat-tail
area [4], as depicted in Figure 2.3.

Figure 2.2: Transonic flow patterns around hammerhead payload fairing. [4]

Figure 2.3 provides an additional schematic which shows all the flow patterns which can be
observed around hammerhead configurations in the transonic regime. This diagram provides
a comprehensive overview, encompassing the expansion fan at geometric transitions (as the
cone-cylinder junction), the supersonic pocket ended by an oscillating shock that interacts with
the boundary layer, shear layer separation due the boat-tail, and the resulting recirculation
region and flow reattachment.
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Figure 2.3: Schematic sketch of flow field over payload shroud at transonic speed. [6]

2.1.2. Flow Separation
Flow separation on a surface occurs when there is an adverse pressure gradient, meaning
the pressure along the flow direction increases. Such growth causes the fluid particles in the
region near the body’s surface to slow down, losing kinetic energy due to viscous dissipation. If
the pressure gradient is strong enough, the speed near the surface falls to zero and reverses
direction. This creates large eddies and a region of slowly moving, eddying flow known as
separated flow.

These flows are unsteady, and as a result, they impart large unsteady loads on the ve-
hicle. Flow separation has three main causes: changes in the vehicle’s geometry, shock
wave-boundary layer interaction, and the wake behind the body. Geometric changes refer to
vehicle shape alterations that disrupt the flow field. Shock wave-boundary layer interactions
occur when shock waves induced by the vehicle interact with the boundary layer. Finally, the
wake is the region of disturbed flow that occurs downstream of the body where flow rotations
occur, forming vortices of varying strengths based on the vehicle’s shape and flow speed [4].
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Geometric Change in Vehicle Shape
Geometric changes in the vehicle shape prone flow separation. Hammerhead fairings design,
with the diameter transition between the fairing and the following launcher stages, can cause
flow separation that exposes critical areas of the vehicle to strong pressure fluctuations. The
region along which the diameter change occurs is called boat-tail (see Figure 1.3), and as
shown in Figure 2.4 that area induces reverse flow, thus causing the mentioned flow separa-
tion.

Figure 2.4: Separated flow due to geometric change at boat-tail region. [4]

The flow detachment, and consequent recirculation, induced in the boat-tail region justify
the need to investigate its impact and seek shapes where unsteadiness is reduced. More
in-depth analysis of the research conducted around the boat-tail is presented in section 2.2.2.

In addition, it is worth analysing the flow separation trend in the transition between the nose
and the cylindrical portion of the payload fairing due to the aeroelasticity consequences it may
have [7]. The cone-cylinder flow separation phenomenon, similar to what occurs in the PLF
nose, was extensively researched in the 1960s, as detailed further in subsection 2.2.1.

Backward Facing Step
Backward-Facing Steps (BFS) refer to expansions where the cross-sectional area suddenly
increases. This geometrical configuration leads to a change in flow behaviour, inducing phe-
nomena like separation, recirculation zones, and pressure fluctuations, making them a critical
aspect of study in various engineering applications. In the case of launch vehicles, a smooth
transition without any diameter change is desirable to avoid unsteady loads, equivalent to the
case where no boat-tail exists. On the other side, if the boat-tail angle is set at the maximum
angle possible of 90◦, the resulting situation corresponds to a BFS.

The flow around a BFS exhibits the distinct features shown in Figure 2.5. The shear layer
separation, recirculation region, and reattachment characterise the flow topology. At the BFS
edge, the shear layer separates, creating a strong velocity gradient that induces a shearing
force in the flow. The shear layer is bounded by the freestream above and the recirculation
region below. Kelvin-Helmholtz’s instabilities cause it to break down and roll into spanwise-
oriented eddies. The maximum size of these eddies is equal to the step height. Depending
on the specific geometry and flow conditions, the location where the separated shear layer
attaches upon the lower step varies, leading to different levels of unsteadiness due to the
shear layer separation and the recirculation region.

The walls of the BFS and the separated shear layer bound the recirculation region, which
receives fluid from the impinging shear layer and the primary vortex. The amount of fluid
entering the impinging shear layer varies, causing unsteadiness in the recirculation region.
Finally, the BFS’s wake exhibits large-scale dynamics and low-frequency oscillations due to
the interaction of the aforementioned topological features.
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Figure 2.5: Backward-Facing Step (BFS) flow topology. [8]

Shock Wave-Boundary Layer Interaction
Shock Wave-Boundary Layer Interactions (SWBLIs) occur when a shock wave interacts with
the boundary layer of a surface. This interaction can occur as a result of a shock wave being
generated elsewhere and impinging on the surface or due to the formation of an oblique shock
wave caused by a slope in the surface. As a result of this interaction, there is a significant
increase in pressure and temperature, as the shock imposes an intense adverse pressure
gradient on the BL. This leads to the formation of a thick Turbulent Boundary Layer (TBL)
which can cause the flow to separate from the surface [9]. In addition, the interaction between
the shock wave and the boundary layer leads to a complex flow pattern that can cause flow
unsteadiness and further exacerbate flow separation [10].

If the flow is supersonic, the compression process typically leads to the generation of a
shock wave originating from the boundary layer. This phenomenon has an equivalent impact
on the viscous flow as that of an impinging wave from an external source. In the transonic
speed range, shock waves form at the downstream end of an enclosed supersonic region.
When these shocks approach the surface, a shock wave-boundary layer interaction is pro-
duced [9].

SWBLIs can be classified as weak or strong interactions based on the viscous effects.
Weakly interacting flows cause the thickening of the boundary layer, and no separation occurs
in the interaction region due to a less strong shock wave. The streamlines are diverted, forming
compression waves, which eventually merge into a shockwave outside of the boundary layer.
Although a high pressure gradient exists across the shockwave, within the boundary layer,
the pressure increase is spread on a wider region, leading to a gradual increase in pressure.
Hence, in a weak interaction, no separation occurs immediately downstream of the shockwave,
but it could still take place further downstream due to an increased adverse pressure gradient.

On the other hand, in strong SWBLIs, boundary layer separation occurs in the interaction
region, leading to an upward bending of the streamlines, causing the formation of compression
waves from the sonic line that will merge into an oblique shockwave [9, 11]. A second oblique
shockwave occurs to realign the streamlines with the surface of the wall. The two oblique
shockwaves meet in the triple point where they connect to the normal shockwave above them.
This shockwave structure is known as a lambda, λ, shockwave because of its particular con-
figuration. A slip line emanates from the triple point as the decrease in total pressure across
the normal shockwave is larger than for the two oblique shockwaves, while the static pressure
behind them is the same.

In transonic conditions, the most significant case is the interaction with a normal shock
wave. The characteristics of this interaction can vary depending on the state of the boundary
layer, allowing for the differentiation between a laminar or turbulent shock wave boundary layer
interaction. However, due to the high Reynolds number values typical of these conditions, the
flow can generally be assumed to be turbulent.
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The formation of shocks in the transonic regime can increase pressure drag, causing large
differential pressures that result in an increased lateral load on the launch vehicle. In this
regime, shocks formed on the surface oscillate and move back and forth due to shock wave-
boundary layer interaction, leading to pressure fluctuations and unsteady loads (see Figure
2.6). The shock also interacts with the boundary layer and can cause flow separation from the
vehicle, exacerbating these issues. The high dynamic pressure regime characteristic of this
phase of flight makes it a cause for concern.

Figure 2.6: Transonic flowfield around hammerhead PLF. [12]

Unsteady shock waves lead to pressure fluctuations in the nose region. At higher transonic
Mach numbers (between 1 and 1.2), the shock shifts downstream, closer to the boat-tail region,
where vital electronic instruments are housed. Vibration transmitted into the structure can
affect the performance of this equipment [13, 4].

2.1.3. Unsteady Loads
Unsteady flows are characterised by fluctuations in flow quantities over time, with pressure
being the most significant variable for vehicle design. These fluctuations result in time-varying
unsteady loads on the vehicle, which are critical in structural system design. A range of
flow phenomena can cause these loads, including turbulence, wakes from protrusions, shock
movements over the surface of the vehicle during transonic flight, and flow separation (see
subsection 2.1.2) caused by shock wave-boundary layer interactions or geometrical separa-
tion and reattachment as shown in Figure 2.7.

Figure 2.7: Causes of unsteady loads: (a) Movement of shock wave during transonic regime; (b)
Shock Wave-Boundary Layer Interaction (SWBLI) which induces flow separation; (c) Pressure
oscillation due to wake, and (d) Flow separation due to geometric shape and reattachment. [4]

The unsteady loads contain pressure fluctuations with different frequency contents, rang-
ing from low to very high frequencies. Low-frequency contents can excite the vehicle’s lateral
flexible modes and introduce additional structural loads. Therefore, it is essential to consider
them during the overall structural design of the launcher. High-frequency unsteady loads act
as acoustic noise for local structural elements and require appropriate design improvements
to ensure the structural integrity of sensitive components during flight.
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Unsteady pressure measurements are taken at specific locations on rigid models during
wind tunnel tests to characterise unsteady loads. Understanding the nature and effects of
unsteady loads is critical for designing effective hammerhead PLF configurations, particularly
in minimising structural loads and ensuring component durability [4].

Buffeting
Buffet is the unsteady aerodynamic load that a vehicle structure experiences due to the fluctu-
ating pressure in the surrounding airflow. Typically high-frequency, buffet loads are caused by
unsteady airflow over a vehicle’s surface and can result in rapid variations in the aerodynamic
forces acting on it. This phenomenon can also be defined as “the repeated loading of a struc-
ture by an unsteady aerodynamic flow” [14] or as “high-frequency instability caused by airflow
separation or shock-wave oscillations from one object striking another” [15]. For example, the
flow separation induced by the boat-tail region leads to high levels of low-frequency wall pres-
sure fluctuations (buffet) in areas of TBL separation, reattachment, and shock wave-boundary
layer interaction [16, 17, 18]. For launchers, the typical Strouhal numbers for the unsteady
modes are in the order of 0.1 to 0.3 [19].

Buffet loads can be classified into three types: transonic buffet, wake buffet, and shock-
boundary layer separation buffet. Transonic buffet consists in shock movements during the
low to high transonic regime of flight (Mach numbers between 0.8 and 1.2). Wake buffet
is caused by unsteady flow generated by wakes from functional protrusions on the vehicle
surface. Buffet loads are induced due to flow separation at the shock location, and the location
of flow reattachment because of shock wave-boundary layer interaction [4].

Assessing buffet loads is crucial because their combination with the intense acoustic pres-
sure fields typical of the transonic regime can induce significant noise and vibrations through-
out the vehicle, potentially causing severe damage to both the structure and payload and
leading to the failure of the entire satellite mission [20].

The significance of buffeting in hammerhead configurations has made it a well-researched
topic. In the past, experimental methods were the only means of assessing such phenomena,
as demonstrated by Andrews [21] and Cole [14]. However, with advancements in numerical
techniques, particularly in CFD (Computational Fluid Dynamics), it is now possible to make
initial assessments of buffeting before conducting experimental analyses, using available ex-
perimental data to validate the models. Several numerical studies are available on the topic,
including Camussi et al. [22], Imperatore et al. [23], Kim et al. [12], Liu et al. [24], Panda
[25], or Troclet and Depuydt [26]. However, it should be noted that these studies use RANS
(Reynolds Averaged Navier Stokes) turbulence models, which may not be the best fit to prop-
erly model the characteristic unsteadiness of the flow in such conditions. In contrast, Chae et
al. [27] combined RANS and DDES (Delayed Detached Eddy Simulation) models1, as only the
DDES could reproduce the pressure perturbation induced by the shear layer unsteadiness at
the boat-tail. Similarly, Murman and Diosady [29] use the Spalart-Allmaras turbulence model
with modifications for DDES as a baseline, which then they complement with results using the
Shear-Stress Transport (SST) model with DDES. From that study is worth noting that to prop-
erly assess unsteady phenomena, both numerical and experimental analyses were combined
and compared. Many other numerical research in the field have followed the same strategy,
like the one by Liu et al. [24] who also employs DDES and experimental data to assess the
unsteady aerodynamic loads associated with transonic buffet flow.

1DDES: modification of a RANS equations model in which the model switches to a subgrid scale formulation in
regions fine enough for large eddy simulation (LES) calculations [28].
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Guidelines for Free-Buffet
As described in the previous section, the combination of buffet loads with the intense acoustic
pressure fields common in the transonic regime can provoke noise and vibrations which may
damage the structure and payload. For that reason, launch vehicles should avoid buffet loads
by implementing a suitable aerodynamic configuration design. The forebody configuration
of a launch vehicle is critical, as it heavily influences the aerodynamic flow behaviour during
atmospheric flight and dominates the buffet contributions. As a result, the payload fairing
configuration plays a significant role in generating buffet loads.

NASA developed a handbook [14] containing general design PLF guidelines for achieving
a buffet-free configuration, which is highly recognized and referenced in the field. These guide-
lines are based on extensive wind tunnel testing. Table 2.1 outlines themain recommendations
for achieving a buffet-free configuration for the forebody geometry shown in Figure 2.8.

Figure 2.8: Geometrical parameters of the forebody representing a hammerhead PLF configuration.
[4]

Table 2.1: General guidelines for the buffet free configuration as per the geometry of Figure 2.8. [14]

Geometrical parameter Criteria
Buffet free Stable buffet Unstable buffet

l1/D ≥0.8 - -
l2/D >1.5 - -
δ1 ≤15◦ - -
D/d <1.1 <1.6 >1.6
δ2 Not critical

Strict adherence to the buffet-free configuration guidelines may sometimes make it impos-
sible to accommodate the payload within the available space inside the payload fairing. As a
result, launch vehicle configurations are generally designed with a stable buffet configuration.
Vehicle structural design loads are adjusted to account for these additional contributions from
the stable buffet loads.

Aeroacoustics
Aeroacoustics refers to the noise generated by pressure fluctuations in the aerodynamic flow.
This phenomenon is particularly pronounced during transonic shock oscillations, flow separa-
tion, and reattachment resulting from geometrical features such as payload fairing boat-tails
and protrusions. While buffet loads affect the overall structural design of the vehicle, the dy-
namic load generated by aeroacoustics affects the design of local structural systems. There-
fore, sensitive subsystems like avionics, sensors, and control system actuators installed near
critical locations, such as flow reattachment points, need to be tested to determine the levels
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of environmental noise they can withstand. If the test results indicate high levels for such
components, design modifications are required, and protective measures must be taken.

To accurately assess aeroacoustic levels during different flight regimes at various locations
on the vehicle, unsteady pressure measurements are taken using wind tunnel models. These
measurements are used to calculate acoustic levels, accounting for the steady and unsteady
components of the pressures recorded in the wind tunnel [4]. For example, Camussi et al.
[30] used such measurements to evaluate the VEGA-C launcher’s aeroacoustic performance,
where buffet occurrence was deemed as not expected generally. Moreover, the full-scale
extrapolation of the measured spectra showed that pressure fluctuations are not expected
to excite the main structural modes of the launcher. While experimental testing is the most
reliable method to assess aeroacoustic loads, numerical simulations can also provide valuable
insights, as shown in the work of Murman et al. [31].

2.1.4. Wake Reattachment
Hammerhead payload fairings are prone to flow separation, as discussed in Section 2.1.2.
However, the separated flow can reattach due to the long, relatively uniform cylindrical region
that follows the hammerhead shape. This phenomenon is significant and must be considered
during the design of hammerhead payload geometries, as it can impact the vehicle’s aerody-
namic performance and structural integrity.

Ericsson [32] has emphasised the importance of studying hammerhead wake reattach-
ment. Interestingly, the NASA design criteria [14] does not account for this flow phenomenon,
which is unavoidably associated with hammerhead payloads. Maintaining the vehicle’s struc-
tural integrity relies on the wake reattachment. For instance, early studies of a biconic ham-
merhead geometry demonstrated the potential danger of hammerhead wake reattachment
due to large aeroelastic effects observed at Ma = 0.9 [33]. This finding was further confirmed
by Ericsson’s [32] comprehensive analysis of available hammerhead launch vehicle data, in-
dicating that the reattachment of the hammerhead wake on the adjacent booster may cause
aeroelastic instability for the lowest bending modes.

Another example is the Model 11 configuration (see subsection 2.2.3), which adheres to
NASA design guidelines [14]. Experimental results show that the wake reattachment on its
downstream cylinder generates a negative normal force, as illustrated in Figure 2.9 [34].
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Figure 2.9: Pressure distribution on NASA’s hammerhead geometry Model 11 at an angle of attack of
4 deg for subsonic and transonic speeds. [32]

2.2. Payload Fairings Design
Payload fairings are essential components in the launch vehicle design process, as they pro-
tect payloads during the aerodynamic phase of flight. PLFs are designed to ensure minimum
drag and provide a smooth, streamlined surface for the payload to travel through the atmo-
sphere. For that reason, the aerodynamic design of PLFs is crucial to ensure the successful
deployment of the payload into orbit. Hammerhead payload fairings are characterised by a
PLF diameter bigger than the rest of the launch vehicle (see Figure 2.10). The need for such
configurations comes, as already discussed in chapter 1, because while the propulsion system
determines the vehicle diameter, the diameter of the PLF is decided based on the payload re-
quirements. In situations where the PLF requires a larger diameter than the rest of the vehicle,
the cylindrical part of the fairing is joined to the rest through the boat-tail [4]. Over the years,
various configurations of hammerhead PLFs have been proposed and studied to improve and
understand their aerodynamic performance.
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Figure 2.10: Schematic representation of a hammerhead-shaped fairing with the boat-tail region
indicated. Based on [4].

2.2.1. Nose Shapes
The payload’s size and volume determine the dimensions of the payload fairing (PLF), whose
shape is then optimised to minimise the aerothermal impact on the launch vehicle and its sub-
systems. The nose section’s design significantly impacts the PLF’s aerodynamic performance
and overall geometry, which usually takes the form of either an ogive or conical shape (Figure
2.11).

Figure 2.11: Generic PLFs nose shapes. Based on [4].

The ogive shape provides a larger volume to accommodate payloads, with better aero-
dynamic characteristics and reduced drag, resulting in minimum unsteady loads for both the
launch vehicle and the satellite. However, manufacturing an ogive-shaped PLF to the required
precision level can be challenging, and any deviation can result in higher unsteady loads. In
contrast, the conical shape is easier to manufacture but generates more drag and higher un-
steady loads. Regardless, the variations in unsteady loads due to manufacturing-induced
changes in geometry are minimal. The actual height and mass of the PLF, whether ogive
or conical, depends on the satellite’s volume requirements and actual aerodynamic loading
conditions [4].

In terms of design, the ogive definition encompasses diverse shapes, including the elliptical,
parabolic, and Sears-Haack configurations, listed in order of most to least drag. The Sears-
Haack shapes are particularly interesting as they are mathematically derived to minimise drag.
The series is a continuous set of shapes determined by the value of a constant named C in
the Equations (2.1). Two values of C have a particular significance. When C = 0, the shape is
also known as the Von Kármán shape, which minimises drag for a given length and diameter
(see Figure 2.12). On the other hand, for C = 1/3, the shape minimises drag for a given length
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and volume.
Although the Sears-Haack shape is more commonly observed in academic research, it

holds great potential for industrial applications due to its favourable drag characteristics.

θ(x) = arccos
(
1− 2x

L

)
y(θ, C) =

R√
π

√
θ − sin(2θ)

2
+ C sin3(θ)

(2.1)

where L refers to the length, R to the radius and x refers to the x-coordinate.

Figure 2.12: Sears-Haack minimum drag for given length and diameter series type nose shape (also
known as Von Kármán). Source: Wikipedia

As discussed in subsection 2.1.2, the transition from the nose to the cylindrical portion of
the PLF can lead to flow separation, impacting the aeroelastic stability of the launch vehicle.
Consequently, research on phenomena such as cone-cylinder flow separation (which can be
compared to the nose-PLF transition) has been ongoing since the 1960s. For instance, Coe
[16] compared the flow around several models with different nose geometries during NASA’s
aerodynamic studies on launcher PLF configurations in 1962. However, as the PLFs evaluated
in that study were all different (Figure 2.14), drawing specific conclusions about the nose’s
effect is challenging. For certain geometries as the elliptical used in models II and IV (see
Figure 2.14), the conclusions drawn around the advantage of avoiding the boat-tail or reducing
the diameter following a payload fairing are clear, but when trying to compare between nose
shapes the available results complicate the attempt.

Similarly, Ericsson’s [32] conclusion that bi-conic nose geometries prevent sudden changes
in flow separation topology and reduce aeroelastic instabilities based on his previous work
[35] appears to lack a solid foundation. As shown in Figure 2.13, the results suggest that pre-
separation at the bi-conic shoulder allows the boundary layer to negotiate the nose-cylinder
shoulder without separating, contrary to the case with a conic nose. Nevertheless, such con-
clusions cannot directly be extended to any case as the geometric differences between both
models are not only in the nose, and the flow conditions tested are not the same. Thus, a
comprehensive analysis between conic and bi-conic nose designs for comparable situations
is still lacking.

The most common nose shapes in the industry are spherically blunted conic, bi-conic and
ogive (see Section 2.2.3). The ogive PLF configuration is commonly preferred over traditional

https://en.wikipedia.org/wiki/Nose_cone_design
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cone-cylinder designs due to its ability to gradually expand the flow, resulting in a weaker
terminal shock on the cylindrical section of the fairing, leading to reduced aero-acoustic noise
levels [36].

Figure 2.13: Shadowgraphy of the flow over a (a) Cone-Cylinder Body and the (b) Saturn IB SA-203
vehicle at Mach 0.89 and 0.9, respectively. [35]

Figure 2.14: Model profiles tested by Coe [16] to evaluate the impact of nose shape at transonic
speeds.

2.2.2. Boat-Tail Region
The Boat-Tail (BT) region in hammerhead configurations corresponds to the area where the
cylindrical portion of the fairing transitions to the remainder of the vehicle due to a diameter
difference (refer to Figure 1.3 or Figure 2.11). As discussed in Section 2.1.2, this geometric
alteration exposes the vehicle to significant areas of flow separation and high-pressure gradi-
ents (similar to the ones observed in the “extreme” case where the boat-tail angle equals 90◦,
equivalent to a backward facing step, see Figure 2.1.2), underscoring the need to investigate
the effects of the boat-tail on the flow.

Numerous studies have analysed and characterised the flow around boat-tails, most fo-
cusing on conventional conical boat-tail configurations. For instance, Kumar et al. [13] and
Medeiros et al. [3] conducted experimental investigations in transonic regime to assess the
impact of several boat-tail angles (15, 31.5 and 90 degrees in Kumar’s study and 8, 16, and
90 degrees in Medeiros’) on hammerhead PLFs with a generic ogive shape nose or the VLS-
1 shape, respectively. For the range of Mach numbers and model configurations studied by



18 Chapter 2. Literature Review

Kumar et al. [13], two types of boat-tail flows were observed (Figure 2.15): one where the
boundary layer separation occurred at the boat-tail corner with reattachment downstream on
the cylinder surface (Type I) and another where the shock-induced boundary layer separation
took place along the boat-tail with subsequent reattachment on the cylinder surface (Type II)
for very few cases. This corresponds to the three ranges set by Suresh et al. [4]: below 5◦, the
shock is weak; beyond 30◦, a wake-like separated flow over a long zone occurs; and between
5 and 30◦, the shock incidence on the boat-tail is strong, resulting in high loads.

Figure 2.15: Schematic of observed boat-tail flows. [13]

However, only some studies have explored the impact of the boat-tail shape. Sachdeva
identified this gap [37] and conducted CFD simulations at a Mach number of 0.9 to optimise
the boat-tail region (parameterised using a Bézier curve) by reducing flow separation and
boat-tail length. The study revealed that a stepped boat-tail configuration with an approxi-
mately 7-degree boat-tail angle could reduce the separation length by a minimum of 40% in
all Mach numbers studied compared to a conventional BT configuration. Moreover, such a
design resulted in lower Turbulent Kinetic Energy (TKE) than a straight boat-tail configuration,
which may lead to reduced aeroacoustic levels. Similarly, Sunil [38] conducted an aerody-
namic shape optimisation study of PLF boat-tails for various diameter ratios using genetic
algorithms and CFD, also resulting in improvements in both TKE and drag reduction com-
pared to conventional conical boat-tails with the same length and height. However, none of
these studies consider the specific impact of the nose geometry and instead use a generic,
undefined design.

2.2.3. Common Hammerhead Payload Fairing Geometries
This section aims to provide a comprehensive overview and comparison of the hammerhead
payload fairing configurations commonly used in both academia and industry. The previous
chapter presented the basic concepts and geometries of the hammerhead configuration, and
this section will delve into the details of specific designs and variations. By examining both
academic and industrial designs, this section aims to highlight the differences and similarities
between the two and provide insights into the state of the art in hammerhead PLFs design.
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Benchmark Research Configurations

The literature on hammerhead configurations commonly employs a specific geometry for ex-
perimental and numerical studies known as Model 11. Coe and Nute [34] initially used this
model in their research around steady and fluctuating pressures at transonic speeds on ham-
merhead launch vehicles, where two other geometries were tested (see Figure 2.16). Their
study demonstrated how flow separation due to the hammerhead configuration could expose
large areas of the vehicle to pressure fluctuations. Model 11, which is an axisymmetric, protu-
berance free hammerhead-shaped model (see Figure 2.17), exhibited the highest fluctuations
due to separation and the greatest length of unsteady flow among the three models experi-
mented.

Figure 2.16: Hammerhead launch vehicles models tested by Coe and Nute [16].

This model has attracted interest in the test and validation community because it embodies
many of the unsteady aerodynamic issues faced by all space vehicles during transonic and
supersonic flights through the dense part of the atmosphere. Specifically, it experiences fluid
dynamic phenomena such as flow separation, transonic shock formation, and unsteady force
generation. Moreover, various dimensions of the model, such as the ratio of the diameters
of the payload fairing to that of the second stage and the length of the second stage to the
diameter of the payload fairing, follow the general recommendation of the NASA handbook for
a buffet-free configuration [14]. Finally, much data valuable to validate numerical models or
experimental results is available for this specific geometry.
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Figure 2.17: Dimensions of the NASA-developed Hammerhead Launch Vehicle Model 11, originally
tested by Coe and Nute [16], in inches. [39]

Several papers in the literature have used the Model 11 hammerhead configuration, apart
from Coe and Nute [16] or Panda [39], including the work by Kim et al. [12], Liu et al. [24],
and Murman and Diosady [29].

Figure 2.18: Shadowgraphy images of the upper half of the model at an angle of attack of 4 degrees
and the indicated Mach numbers: (a) Ma = 0.6; (b) Ma = 0.8; (c) Ma = 0.85; (d) Ma = 0.92; (e)

Ma = 1.05; (f) Ma = 1.2. [39]
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Figure 2.18 from Panda et al. [39] shows shadowgraphy images of the model’s upper half
that allow distinguishing the primary flow phenomena around the model. The central feature is
the shear layer separation due to the geometry change induced by the sharpness of the boat-
tail. The separated shear layer reattaches some distance downstream in the second stage,
creating high-pressure fluctuations around the impingement location. This flow phenomenon
is observed at all assessedMach numbers. At the lowest Mach number of 0.6, no shock waves
appear. However, for higher values, local shock and separation events occur. Clear normal
shocks form at the end of the two locations (junction between two conic sections and the
transition from cone-cylinder) associated with a sudden area increase on the PLF. The SWBLIs
in those locations create large spikes in pressure fluctuations, as shown in Figure 2.19 where
measured root mean square pressure coefficient distributions are shown. The supersonic
bubble grows by increasing theMach number, pushing the shock waves downstream. At Mach
0.92, the supersonic flow covers almost the entire PLF, with both normal shocks coalesced
into one and standing at the boat-tail region. Shock waves disappear with a further increase
of the free-stream Mach number to 1.05.

Figure 2.19: Composite of shadowgraph image, rms (root mean square) of light intensity fluctuations
calculated from the high-speed shadowgraph images, and distribution of Cprms measured by dynamic

pressure sensors at an angle of attack of 4 degrees and the indicated three Mach numbers. (a)
Ma = 0.6; (b) Ma = 0.8; (c) Ma = 1.1. [39]

The already presented Figure 2.19 presents composite images that further illustrate the
origins of the high-pressure fluctuations. The composite images consist of three parts, two of
which come from the high-speed shadowgraph camera, while the third component is sourced
from data collected through dynamic pressure sensors. The single frames obtained from the
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camera provide snapshots of the flow features, while the 2D plots of the standard deviation of
the light fluctuations σl offer further information on the airstream’s unsteadiness. It is worth not-
ing that the same colour scales were used for all σl and Cprms cases. Upon examination of the
composite images, it becomes apparent that the pressure fluctuations remain predominantly
low on the PLF, except when transonic shocks are present (Figure 2.19b). These shocks
tend to thicken the BL and increase unsteadiness. The first shock generates high fluctuations
further amplified by the second shock.

Industry Examples
This section provides an overview of the current and historical industry launchers that utilise
the hammerhead payload configuration. In the United States, the Titan IVB was among the
launchers that used this configuration from 1989 to 2005, featuring a spherically blunted bi-
conic nose (see Figure 2.22). However, due to high operational costs and concerns over
propellants, the Titan IVB was retired. The Atlas V, an expendable launch system and the
fifth major in the Atlas launch vehicle family replaced the Titan IVB. Although initially designed
by Lockheed Martin, the Atlas V is now operated by United Launch Alliance (ULA), a joint
venture between Lockheed Martin and Boeing. The Atlas V was retired in 2021, but during
its operational period, it had several payload fairing options (see Figure 2.20), all utilising a
hammerhead configuration. The fairing options with a 4-m diameter presented a spherically
blunted conical nose, while the others had spherically blunted tangent ogive noses.

Figure 2.20: Payload fairing options for the Atlas V launcher. Source: ULA Launch

Another ULA launcher with the hammerhead PLF configuration was the Delta II (see Figure
2.23), which was retired in 2018. Like the Atlas V, the Delta II also had several payload fairing
options (see Figure 2.21) that included spherically blunted tangent ogive or spherically blunted
bi-conic noses.

https://www.ulalaunch.com/rockets/atlas-v
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Figure 2.21: Payload fairing options for the Delta II launcher. Source: Wikipedia

Figure 2.22: Titan IVB launcher.
Source: National Museum

Figure 2.23: Delta II launcher. Source:
ULA Launch

The most recent American launchers to use the hammerhead configuration are the Falcon
9 and Falcon Heavy by SpaceX (see Figure 2.24), both featuring a spherically blunted ogive
nose.

https://en.wikipedia.org/wiki/Delta_II
https://www.nationalmuseum.af.mil/Visit/Museum-Exhibits/Fact-Sheets/Display/Article/692874/lockheed-martin-titan-ivb-rocket
https://www.ulalaunch.com/rockets/delta-ii
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Figure 2.24: Falcon 9 and Falcon Heavy launchers. [2]

In South America, the Brazilian Space Agency’s main satellite launch vehicle, the VLS-1,
which was operational from 1997 to 1999, also featured a hammerhead configuration (see
Figure 2.25a) with a spherically blunted conical nose [40].

In Europe, Ariane’s Vega launchers utilise a hammerhead configuration. An example is
the Vega C, which features a spherically blunted ogive nose (see Figure 2.25b). The Russian
Soyuz-2 PLF, observed in Figure 2.25c, features a spherically blunted conical nose.

(a) VLS-1 launcher. Source: Wordpress (b) Vega C
launcher.
Source:

ArianeSpace

(c) Soyuz-2 launcher. Source:
Gunter’s Space page

Figure 2.25: VLS-1, Vega C and Soyuz-2 launchers.

In Asia, launchers from the Indian (Figure 2.26a), Japanese (Figure 2.26b), and Chinese
(Figure 2.26c) space agencies also utilise the hammerhead configuration. Moreover, for these
cases, the noses used are generally spherically blunted bi-conic, or ogive, as observed for the
agencies and companies mentioned above.

https://eco4u.wordpress.com/2011/06/13/veiculo-lancador-de-satelites-vls-comeca-1a-fase-de-lancamento-de-foguetes-de-treinamento-em-alcantara/
https://www.arianespace.com/vehicle/vega-c/
https://space.skyrocket.de/doc_lau_det/soyuz-2-1b.htm
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(a) GSLV-MK-III launcher. Source:
SpaceFlight 101

(b) JAXA H-IIB launcher. Source:
TechCrunch+

(c) CZ-6 (Long March 6) launcher PLF
detail. Source: China Space Report

Figure 2.26: GSLV-MK-III, H-IIB and CZ-6 launchers.

2.3. Flow Measurement Techniques Used in PLFs Aerodynamic Re-
search

Different types of sensors, such as accelerometers, are used to assess unsteady loads like
buffet and aeroacoustics [41]. However, for a proper understanding of the flow phenomena
happening around a payload fairing, many authors have relied on optical measurement tech-
niques. Among those, the techniques found in the literature are mostly oil flow visualisation,
shadowgraphy and schlieren.

Oil flow visualisation is a qualitative technique widely used in aerodynamic research due
to its simplicity and low cost. Moreover, it is often used in conjunction with other flow measure-
ment techniques to validate and supplement quantitative data. Although spatial resolution and
accuracy are limited, oil flow visualisation is valuable for gaining initial insights into complex
flow phenomena.

Previous studies around the aerodynamics of hammerhead PLFs have used this technique
for its simplicity and effectiveness. An example would be the studies around the aerodynamic
performance of several VEGA launchers through numerical and experimental tools. Oil flow
visualisation allowed CFD results to be validated [42, 43, 44, 45]. Figure 2.27 from Vitagliano
et al. [45] shows how the experimental and numerical results provide similar flow patterns,
only differing in the location of the boat-tail vortex due to the different Reynolds numbers.

https://spaceflight101.com/gslv-mk3-d1/wp-content/uploads/sites/161/2017/06/mk3-d1-4.jpg
https://techcrunch.com/2019/09/10/watch-jaxas-htv-8-mission-launch-aboard-a-mitsubishi-heavy-industries-h-iib-rocket-live/?guccounter=1
https://chinaspacereport.files.wordpress.com/2016/05/cz-6-7.jpg
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Figure 2.27: Oil flow visualisation (a) and CFD skin friction lines (b) at Mach 1.8 and angle of attack,
α, of 10◦. [45]

Another case would be the research to understand mean surface pressure fluctuations
in boat-tail separated flows relevant to launch vehicle configurations at transonic speeds by
Kumar et al. [13]. Figure 2.28 shows the oil flow patterns obtained with two of the three tested
boat-tail configurations for a diameter ratio of 0.65 at Mach 0.8. The pictures show that the
boundary-layer separation occurred at the boat-tail corner while the reattachment happened
downstream on the cylinder.

Figure 2.28: Oil flow visualisation photographs for a diameter ratio d/D = 0.65, a Mach velocity
M = 0.8, and two different boat-tail angles β: 90 and 31.5 degrees. The boundary-layer separation is

indicated by an S, and the reattachment by an R. [13]

Schlieren visualisation has been widely used in experimental studies of hammerhead PLFs
in transonic regimes [22, 13, 3, 46, 47]. An example would be the experimental study of boat-
tail variations effect on the flow patterns on a hammerhead PLF carried out by de Medeiros
et al. [3]. In that study, Schlieren pictures for different boat-tail angles and Mach numbers are
compared, clearly showcasing the shock wave development as the Mach number increases.
For a boat-tail angle of 90◦ and Mach equal to 1, an expansion wave can be observed around
the cylindrical section, followed by a normal shock wave downstream the boat-tail section (see
Figure 2.29).
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Figure 2.29: Schlieren image together with PSP (Pressure Sensitive Paint) results for Ma = 1.0 and
boat-tail angle of 90◦. [3]

Finally, another very relevant optical measurement technique is PIV (Particle Image Ve-
locimetry). Its effectiveness has been tested in various regimes, including transonic and super-
sonic flows [48]. In the transonic regime, PIV has been used to study shock waves, boundary
layer separation, and flow control. Some examples are the measurements of transonic flow
fields at a trailing edge model of a turbine blade made by Raffel [49], and the studies around
transonic buffet in supercritical airfoils performed at TU Delft by several researchers [50, 51].

In 2010, the Delft University of Technology (TU Delft) and the Netherlands Aerospace
Centre (NLR) collaborated on a research project funded by the European Space Agency’s Ba-
sic Technology Research Programme (TRP) titled “Unsteady Subscale Force Measurements
within a Launch Vehicle Base Buffeting Environment”. The project’s goal was to investigate
the phenomenon of buffeting on the base of an Ariane 5 launch vehicle during the transonic
regime. For that purpose, various Ariane 5 configurations were tested using a 1/60 scale
model, which included an optimised Vulcan 2 nozzle (the flight configuration of Ariane 5 ECA).
The research included both steady and unsteady surface pressure measurements, as well as
flow field measurements like velocity fields (as seen in Figure 2.30) based on time-resolved
(high-speed) PIV [52, 19].

Figure 2.30: Mean horizontal field on the base of the Ariane 5’s configuration 5000 main launcher for
Ma = 0.5. [19]

The author has not found any application of this technique in hammerhead PLFs aerody-
namics studies, the closest is the research by Koike et al. [53] who measured the velocity
distributions around a rocket fairing model without boat-tail.
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2.4. Discussion
This chapter presents an overview of the available literature on the aerodynamics of hammer-
head PLFs. First, the transonic flow patterns of hammerhead PLFs are reviewed, emphasising
how separated flow regions increase with the Mach number, leading to significant aeroelastic
effects (see subsection 2.1.1). The primary causes of flow separation are identified as the
geometry of the configuration and the shock wave oscillations induced by the transonic flow
[13, 4]. Additionally, subsection 2.1.3 highlights the importance of considering unsteady loads
experienced by the PLF during design, as they can cause the vehicle to fail. Neglecting flow
separation can lead to aeroelastic instability, making reattachment of separated flow critical to
maintaining the vehicle’s structural integrity [32].

A comprehensive overview of the different nose shapes used in payload fairings is given
in subsection 2.2.1, as their design significantly impacts aerodynamic performance. The liter-
ature review shows a research gap, as prior studies have not compared nose shapes under
the same geometrical and flow conditions. For instance, Coe’s [16] and Ericsson’s [35] stud-
ies are not directly comparable. This limitation hinders the ability to draw reliable conclusions
about the effect of nose shape on aerodynamic performance.

The boat-tail region is adressed in subsection 2.2.2, as it is prone to flow separation and
high-pressure gradients. The available literature on the effects of this region is reviewed, show-
casing promising results from studies that vary both the boat-tail angle and shape [13, 3, 37,
38].

An overview of common hammerhead PLF geometries is provided in subsection 2.2.3,
starting with Model 11, the hammerhead model most commonly researched in academia and
first studied by Coe and Nute [16]. Launchers from the leading space agencies and compa-
nies worldwide are also reviewed, giving a clear idea of how the industry generally designs
hammerhead configurations.

Lastly, the flow measurement techniques used in previous research on PLFs’ aerodynam-
ics are summarised in section 2.3. The section highlights optical techniques for measuring
airflow because the literature review already indicated the interest that understanding the over-
all flow patterns around these vehicles has. Another noteworthy aspect of this review is the
novelty of utilising PIV within this field. No precedent instances employing PIV in such studies
have been found, despite its potential to provide insights into phenomena like reattachment.

In conclusion, this chapter provides a comprehensive review of the aerodynamic features
of hammerhead PLFs and valuable insights into the design of payload fairings, focusing on the
impact of the nose and boat-tail regions. Future research should aim to improve the design
and performance of launch vehicles by understanding the complex flow phenomena occurring
in hammerhead PLFs. While aerodynamic optimisation traditionally focuses on minimising
drag, the literature review performed in this chapter shows how assessing the unsteadiness
and other flow phenomena induced by the geometry is more important in launcher design.

A clear gap in the literature is thus observed, as having proved how relevant it is to under-
stand how such configurations behave in the transonic regime, no study where the combined
effect on the flow of the nose and boat-tail geometries has been found.

2.5. Research Questions
The literature review showcases the relevance of studying the flow phenomena around ham-
merhead PLFs in the transonic regime. Moreover, a clear gap was identified, as many have
studied the flow behaviour for specific launcher designs, but work in which the effect of vary-
ing angle of attack, velocity, nose and boat-tail shapes sequentially has yet to be performed.
Thus, the influence that each of the parameters has in the flow has never been assessed and
published to the author’s knowledge. Being a configuration typically used to transport large
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payloads, the flow separation and other unsteadiness that characterise such fairings promote
interest in their study, reason why the writer is conscious that research on those matters has
possibly been made but may not be publicly available.

An experimental study is chosen over a numerical one becauseRANS (Reynolds Averaged
Navier Stokes) models generally used to study hammerhead configurations cannot correctly
simulate the turbulence and unsteadiness characteristic of the flow in transonic conditions.
On the other hand, more advanced simulations such as DNS (Direct Numerical Simulation) or
LES (Large-Eddy Simulation) imply a very high computational cost.

For that reason, this thesis aims to contribute to the existing knowledge by investigating
the effects of different nose cone geometries (conic, bi-conic, and ogive) and boat-tail angles
(5, 15 and 34 degrees) at various Mach numbers (in the transonic regime) in a transonic wind
tunnel. The study will employ Schlieren, oil flow visualisation, and Particle Image Velocimetry
(PIV) techniques to gather detailed data measurements, with the latter being a novelty in the
field. The results will offer a comprehensive understanding of the flow characteristics and
the effects of nose and boat-tail regions on the aerodynamics of hammerhead payload fairing
configurations in the transonic regime. Such research is relevant as the flow phenomena
under these conditions may endanger the whole mission, turning these findings valuable for
future designs.

The research objective could be phrased as follows:

How do the nose and boat-tail geometries impact the flow phenomena (e.g., shock
wave generation) around a hammerhead configuration PLF in transonic conditions?

This question is relevant as understanding the effect of several generic shapes in the flow
will improve the assessment of possible unsteady loads during the PLF design phase. On
the other hand, the instrumentation available in the laboratory ensures that the question is
researchable, even introducing novelty techniques in the field, as is the case of PIV.

The proposed question will be assessed by answering a set of sub-questions:

1. What are the distinctive flow patterns associated with different configurations?

• How do flow variations manifest among the considered nose geometries?
• What are the flow distinctions observed across the range of boat-tail angles?
• Do different nose and boat-tail geometries yield similar flow phenomena under vary-
ing Mach numbers?

• Do different nose and boat-tail geometries yield comparable flow phenomena under
varying angles of attack?

Hammerhead PLF configurations have been extensively researched in the literature.
However, no specific studies in which the effect of varying geometry, Mach number and
angle of attack separately is known by the author. Comparing flow patterns observed for
different combinations can allow to conclude whether the generic flow patterns are com-
mon for all configurations and extract conclusions around the particular effect of each
variable.

2. How do shock waves behave?

• What are the phenomena surrounding the shock wave/s?
• What frequencies do the shock wave/s have?
• How does the shock wave location vary?
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The shock wave behaviour, as it can be its oscillation or location, determines greatly
how the forward and backward flow behave. The availability of instrumentation to per-
form testing with schlieren and oil flow visualisation ensures that the shock wave will be
properly observed for all configurations tested.

3. If existent, how is the hammerhead wake reattachment for each set?

• Is there hammerhead wake reattachment in all nose and boat-tail combinations
considered?

• What phenomena related to the reattachment can be observed?
• Is this phenomenon more prominent in conic nose configurations than bi-conic due
to a reattachment in the second conic section as stated by Ericsson [32]?

The hammerhead wake reattachment, identified by Ericsson [32] as a critical factor in
the design of hammerhead PLF configurations, can cause unsteadiness and potential
structural collapse if not considered. This study aims to observe this phenomenon to
discuss the conclusions of Ericsson’s research further.



3
Experimental Methodology

This chapter presents the experimental setup used to investigate the effects of the nose and
boat-tail regions in the aerodynamics around hammerhead PLFs in transonic regime. The
study was conducted at the High-Speed Lab (HSL) of the Aerospace Faculty at Delft University
of Technology, specifically, in the transonic-supersonic wind tunnel (TST-27) [54].

The upcoming sections provide a comprehensive overview of the wind tunnel specifica-
tions, the aerodynamic models employed in the study, and the prevailing flow conditions. Fur-
thermore, the measurement techniques employed for data collection are presented, along with
a concise overview of the conducted uncertainty analysis. The experimental campaigns are
also described, encompassing the configurations tested and the utilised setup. Finally, an
inclusive portrayal of the data analysis conducted on the results culminates the chapter.

3.1. Test Facility
All tests presented in this report were performed in the transonic-supersonic blowdown wind
tunnel (TST-27, see Figure 3.1), which can simulate airflow at Mach speeds ranging from 0.5
to 4.2 [54].

Figure 3.1: TST-27 wind tunnel (air flow from right to left) with the Schlieren set-up at z-configuration
mounted (table on the right, the last mirrors and lenses together with the camera can be seen from

setup described in Figure 3.15).

31
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Optical access to the test section is provided by two 30 cm diameter circular quartz glass
windows on either side of the wind tunnel (see Figure 3.2). Thanks to those, both PIV and
Schlieren optical techniques can be used, and a full recording of the runs when doing oil flow
visualisation can be done.

Figure 3.2: TST-27 test section with Coe and Nute’s Model 11 base geometry configuration, also
referred as benchmark configuration along the report. On the background, one of the mirrors used for

the z-configuration Schlieren set-up is seen.

The tunnel stores dry and oil-free air at a pressurised vessel with a capacity of 300 m3 for
its functioning. Within the vessel, the air is maintained at a pressure of 40 bar. To ensure an
ample air supply during testing, a multi-stage compressor system with a power rating of 230
kW is employed. This compressor system operates overnight in advance of the testing phase,
resulting in a total approximate running time of 300 seconds per day, as the pressure in the
storage vessel must not drop below 20 bar.

Regarding its aerodynamic performance, the tunnel can generate high Reynolds numbers
across different flow regimes. Under transonic conditions, the maximum attainable Reynolds
number per meter is 38 million. However, when operating in the supersonic range, the tunnel
can achieve even higher Reynolds numbers, reaching up to 130 million per meter [55].

Supersonic Mach numbers (Ma = 1.15 - 4.2) are achieved by utilising an adjustable throat
equipped with flexible nozzle walls. This design, illustrated in Figure 3.3, incorporates a con-
tinuously variable throat (At1) and flexible upper and lower walls. The flexibility of the walls
allows for precise adjustments to the Mach numbers during a test run. In contrast, transonic
conditions within the range of Ma = 0.5 to 0.85 are attained through a variable choke mech-
anism, At2, positioned downstream of the test section, Atest. This mechanism, controlled by
a Labview program detailed by van Rijswijk [56], plays a crucial role in achieving the desired
Mach numbers. The transonic choke mechanism consists of eight biconvex rods, with four
connected to the bottom wall and four to the top. Additionally, a wing, as depicted in Figure
3.4, is incorporated. The rods, whose excursion, H, can be adjusted, regulate the flow block-
age, influencing the effective area of the downstream throat, At2, thereby altering the Mach
number within the test section. Furthermore, the rotation of the wing allows for meticulous
fine-tuning of the Mach number. With a thickness of 6 mm, the wing has a rotation range
of 0 to 60 degrees. Prior to initiating a run, the rods are initially set according to the target
freestream Mach number. Subsequent minor adjustments during the run are accomplished
by rotating the central wing, facilitating precise control of the Mach number with an accuracy
of up to the third decimal digit [50].
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Figure 3.3: Technical drawing of TST-27 with indication of supersonic throat (At1), test section (Atest)
and transonic throat (At2). [50]

Figure 3.4: Transonic throat visualization (left) and schematic (right). [50]

Thewind tunnel’smodular design allows for the usage of three distinct test sections, namely
closed wall, slotted walls, or perforated walls. Each module is equipped with wheels and is
interconnected with the rest of the wind tunnel through quick-lock couplings. For the purpose
of this thesis, all experiments have been conducted within the solid walls test section. This par-
ticular test section has been chosen to optimise the quality of the PIV raw images, considering
the specific characteristics of the windows used. The solid walls test section is rectangular in
shape, featuring dimensions of 0.255 m in height and 0.280 m in width.

3.2. Test Models
The design of the wind-tunnel model is based on the upper part of Model 111 (see subsec-
tion 2.2.3), which was first used by Coe and Nute [34] and is widely referenced in the literature
to validate the aerodynamics of Hammerhead PLFs in the transonic regime (see Garbeff et al.
[57] or Panda [39]). This model features a spherically blunted bi-conic nose, which, together
with the ogive shape, are the industry’s most commonly used nose types (see Figure 2.2.3).
Hence, this model’s utilization is advantageous as a validation reference and an appropriate
starting point for investigating flow phenomena around hammerhead PLF configurations. The

1The back part of the launcher model (downstream of the wake reattachment) is not of interest for this research;
for that reason, it is left out of the design. See complete original model in Figure 2.17.
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model was scaled setting the PLF’s diameter D to 50 mm, equal dimension to the FESTIP
model tested at TU Delft [58, 51] (see Figure 3.5).

Figure 3.5: Schematic representation of the upper part of Model 11 used by Coe and Nute [34],
showcasing the diameters of the PLF, D, and the rest of the vehicle, d.

Various nose geometries and boat-tail angles needed to be tested to address the research
question and evaluate the impact of both the nose and boat-tail regions on the flow around a
hammerhead PLF. As a result, a modular design was proposed to enable variations of both the
nose and boat-tail. The interchangeable nose geometries and boat-tail angle elements were
mounted onto cylinder section 02 (blue shaded in Figure 3.6), serving as the main component
of the model.

Figure 3.6: Schematic representation of the wind-tunnel model including the most representative
dimensions in mm. In blue is shadowed the section numbered as 02 for the manufacturing, and in

orange is coloured section 04 (being 01 the nose, and 03 the boat-tail area removable part).

The selected nose geometries include the Sears-Haack body cone (an optimised academic
case of an ogive shape, chosen for research purposes) on the configuration known as the
Von Kármán shape (minimum drag for a given diameter and length configuration, see subsec-
tion 2.2.1), conic, and bi-conic (see Figure 3.7). The choice of both bi-conic and ogive shapes
stems from their broad applicability in the industry (see Figure 2.2.3). In contrast, the conic
shape was chosen to assess Ericsson’s [32] conclusion that bi-conic nose geometries mitigate
sudden changes in flow separation topology and reduce aeroelastic instabilities compared to
conic noses (see subsection 2.2.1) [35]. All these nose shapes were manufactured with equal
length and diameterD (50 mm) to maintain overall model proportions (the specific dimensions
can be seen in Figure 3.8). From Figure 3.6, it can be deduced that the diameter ratio for the
model is D/d = 1.6.
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Figure 3.7: Representation of the three nose geometries modelled to be manufactured and tested
along the project: a) Sears-Haack, b) Conic and c) Bi-conic. All the shapes have been spherically

blunted for an improved aerodynamic performance.

Figure 3.8: Drawings with dimensions (in mm) of the three nose geometries modelled to be
manufactured and tested along the project: a) Sears-Haack, b) Conic and c) Bi-conic. All the shapes

have been spherically blunted for an improved aerodynamic performance.

Regarding the boat-tail area, cylindrical two-piece elements were manufactured to be in-
stalled around the cylinder of diameter d (31.25 mm) to maintain the constant ratio D/d. The
boat-tail angles of 5, 15 and 34 degrees were chosen based on the observed phenomena for
different ranges of boat-tail angles (see ??: below 5◦, the shock is weak; beyond 30◦, a wake-
like separated flow over a long zone occurs; and between 5 and 30◦, the shock incidence on
the boat-tail is strong, resulting in high loads [4].

Figure 3.9: Drawings with dimensions (in mm) of the three boat-tail angle geometries modelled to be
manufactured and tested along the project: a) 5 degrees, b) 15 degrees and c) 34 degrees.
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The drawings for all the elements manufactured, which are three noses, three boat-tail
sections, the cylindrical flange and the sting, are attached in Appendix A.

In order to simulate a full Reynolds number condition, incorporating artificial roughness
strips into themodel can expedite the transition from a laminar to a turbulent boundary layer. As
stated by Goin and Pope [59], the most commonly favoured positions, which closely resemble
the actual transition location, are approximately 5 per cent of the model length from the nose
of the fuselage. Remarkably, this aligns with the BL transition wedges observed by Garbeff
et al. [57] (see Figure 3.10) in the hammerhead configuration benchmark model, obtained
by using the bi-conic nose and the 34◦ boat-tail. Figure 3.11 shows an example of the 1 mm
transition strips of carborundum particles made for this thesis and located at 20% of the nose
length (approximately equal to 5% of the whole model length) of the three geometries tested
(bi-conic, conic and ogive, see Figure 3.6).

Figure 3.10: Infrarred image depicting
boundary layer transition wedges in the

Model 11 benchmark model. [57]

Figure 3.11: Detail photo of the
transition strip located at 20% nose
length from the model’s leading edge.

The effect that the transition strip has on the flow was further assessed by performing an
oil flow visualisation wind tunnel run at Mach 0.7, for a zero angle of attack and the benchmark
model configuration (bi-conic nose and 34◦ boat-tail) with and without the transition strip (see
Figure 3.12). From the images is clear that the oil cumulation due the transition from the
spherical bluntness to the first conical section is maintained, as also the patterns due the
shock wave at the transition between conical sections, or due the shear layer detachment at
the boat-tail region. Moreover, the reattachment location is also around the same area. The
main difference is found just after the transition strip location, as the patterns in the case with
strip differ from the ones where transition is not forced.

3.3. Flow Conditions
The wind tunnel’s aerodynamic experimental parameters are primarily determined by three
factors: the Mach number within the test section, and the total pressure and temperature
within the reservoir. The wind tunnel operator has control over the total pressure, while the
Mach number within the test section is derived from static and total pressures. Additionally, the
total temperature is measured prior to conducting the experiment. If the flow conditions at the
wind tunnel reservoir are known, the flow conditions within the test section can be determined
by assuming isentropic relations [55]. Specifically, the wind tunnel static conditions can be
calculated using the total pressure and temperature values:

T∞ = T0

(
1 +

γ − 1

2
Ma2∞

)−1

(3.1)

p∞ = p0

(
1 +

γ − 1

2
Ma2∞

) −γ
γ−1

(3.2)
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Figure 3.12: Oil flow patterns for the benchmark model configuration at Mach number of 0.7 and zero
degree angle of attack with and without transition strip.

with γ = 1.4, T0 the total temperature, and p0 the total pressure. From those values, the
test section density can be calculated assuming a calorically perfect and ideal gas as

ρ∞ =
p∞

R T∞
(3.3)

with R = 287.057 J/kg ·K. The flow velocity is derived from the Mach number:

U∞ = Ma∞
√
γ R T∞ (3.4)

The dynamic viscosity is calculated using the Sutherland’s law of viscosity:

µ∞ = µref

(
T∞
Tref

)3/2(Tref + S

T∞ + S

)
(3.5)

where µref = 1.7616 · 10−5 kg
m·s , Tref = 273 K and S = 111 K. Having the dynamic

viscosity, density and flow velocity, the Reynolds number per unit of length can be evaluated:

Re∞
L

=
U∞ ρ∞
µ∞

(3.6)

For this case, the biggest diameter D = 50 mm is taken as the unit length L, and total
temperature T0 = 288 K and total pressure p0 = 2 bar are assumed. Tables 3.1 and 3.2 present
the flow conditions parameters for runs with Mach numbers of 0.7 and 0.8, respectively.

The presence of a model in the wind tunnel test section introduces blockage effects that
alter the freestreamMach number. These effects arise from both solid blockage caused by the
physical obstruction of the model and wake blockage resulting from the interaction between
the model and the surrounding flow. Solid blockage refers to the reduction of air passage
space due to the model’s insertion, causing an increase in flow velocity near the model and
a decrease in available space for airflow. The size of the wake, extending several diameters
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Table 3.1: Flow conditions for Ma∞ =0.7, total temperature of 288 K, and total pressure of 2 bar.

Parameter Symbol Value Unit
Static temperature T∞ 257.74 [K]
Static pressure p∞ 1.44 [bar]
Density ρ∞ 1.95 [kg/m3]
Dynamic viscosity µ∞ 1.71·10−5 [kg/m · s]
Freestream velocity U∞ 227.27 [m/s]
Reynolds number Re 1.28·106 [-]

Table 3.2: Flow conditions for Ma∞ =0.8, total temperature of 288 K, and total pressure of 2 bar.

Parameter Symbol Value Unit
Static temperature T∞ 255.32 [K]
Static pressure p∞ 1.31 [bar]
Density ρ∞ 1.79 [kg/m3]
Dynamic viscosity µ∞ 1.67·10−5 [kg/m · s]
Freestream velocity U∞ 256.26 [m/s]
Reynolds number Re 1.37·106 [-]

behind the model, is directly related to the resistance encountered by the model against the
airflow and the energy extracted from the air stream [60]. By understanding and quantifying
these blockage effects, a more accurate representation of the flow conditions in the wind tunnel
can be achieved.

The blockage ratio, Br, is defined as the ratio between the projection surface of the model,
Am, and the cross-sectional area of the test section perpendicular to the airflow direction, Atest.
The model has a shape approximable as a cylinder, from which the section can be derived
considering its maximum diameter is 50 mm (see section 3.2). On the other hand, as stated
in section 3.1, the test section is rectangular, 0.255 m in height and 0.280 m in width. Such
values give a blockage ratio of:

Br =
Am

Atest
=

π · 0.0252

0.255 · 0.280
≈ 0.0275 = 2.75% (3.7)

However, it is important to note that such a minor blockage is primarily observed when the
model is at zero angle of attack. As the angle of attack increases to 4 degrees, the blockage
experienced undoubtedly intensifies. Additionally, the presence of the support used to position
the model in the test section and the laser probe introduce additional blockage that was not
considered in the previous approximation.

When assessing the findings of this study, it is essential to consider the potential influence
of blockage. Previous research on hammerhead PLFs, such as the studies conducted in the
11-by-11 ft Transonic Wind Tunnel of NASA Ames Research Center by Garbeff et al. [57]
and Panda [39], employed test sections with slotted walls. These slotted walls provided an
additional pathway for fluid or airflow to bypass the solid blockage, ensuring a more uniform
flow distribution and minimizing disruptions caused by solid obstructions.

In contrast, the TST-27 slotted walls were not employed in this study due to the limitations
imposed by their double mirror system, which restricts the use of flow measurement tech-
niques like PIV or Schlieren. Therefore, it is important to consider the difference that blockage
introduces when interpreting the outcomes of this study. The absence of slotted walls in the
experimental setup may affect the flow characteristics and lead to variations in the observed
results compared to studies that incorporated slotted walls.
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3.4. Experimental Campaigns
This study aims to investigate several variables and parameters, such as the airflow speed
and angle of attack around the model, and assess the impact of different nose geometries
and boat-tail angles on overall performance at the transonic regime.

Experimental aerodynamics is a complex and rapidly evolving field that requires sophisti-
cated techniques for the visualisation and measurement of flow. Accurate and reliable mea-
surement techniques are important in the transonic regime, where shock waves, boundary
layers, and other nonlinear effects can drastically alter flow behaviour.

Based on the available instrumentation at TU Delft facilities and the techniques commonly
employed in the literature, a focus on optical measurement techniques has been made. These
techniques are preferable in research studies investigating the flow phenomena around a body
due to their minimally intrusive nature. As such, they offer significant advantages over other
techniques, which can affect flow characteristics and introduce measurement errors.

To that purpose, different experimental campaigns using oil flow visualisation, Schlieren
imaging, and PIV have been performed. The Schlieren and oil flow visualisation techniques
were employed for most model configurations due to their accessibility and convenience in in-
strumentation. The oil flow visualisation system allows for the visualisation of flow streamlines
and surface flow patterns around the hammerhead PLF, enabling the identification of key char-
acteristics such as separation and reattachment locations or turbulent regions. Schlieren, on
the other hand, provides a more detailed depiction of flow behaviour in the vicinity of the nose
and boat-tail areas, offering insights into the effectiveness of these features in influencing the
flow. By conducting tests using a scaled model based on the geometry used by Coe and Nute
[34] and Panda [39], the Schlieren results could be compared, thus providing validation.

Additionally, spectral analysis from the Schlieren images was done in different regions of
flow field unsteadiness to derive aspects such as the frequencies of the shock-wave oscil-
lations. Combining the results from both techniques, the most interesting configurations for
further analysis using PIV and the required field of view were discerned.

The PIV system enabled themeasurement of the airflow’s velocity and turbulence, allowing
further assessment of the geometry configurations which induce more or less unsteadiness,
a relevant factor for the industry and the purpose of this research: assessing the effects of dif-
ferent nose and boat-tail combinations. Moreover, as wake reattachment cannot be observed
from the Schlieren images, PIV allows that the phenomena can be further studied.

Tests were performed at 0 and 4◦ angle of attack as launch vehicles incline during ascent,
and that disrupts their symmetry. Previous research around hammerhead configurations con-
ducted by Garbeff et al. [57] and Panda et al. [39] influenced the choice of these angles so
that their data can be used for comparison and validation. Additionally, both angles fall within
the range of -6 to +6 degrees, which is commonly used to evaluate launcher loads [4].

Furthermore, considering the Mach number range of 0.6-1.2 explored in previous studies
and the operational capabilities of the wind tunnel used in the experiments, Mach numbers
between 0.6 and 0.8 have been studied.

The full test matrices of all wind tunnel campaigns performed can be found in Appendix B.

3.4.1. Oil Flow Visualisation
Oil flow visualisation is a simple and effective technique that provides a preliminary qualitative
understanding of flow patterns around a body. This technique can reveal several features of
the flow, such as surface streamlines, separation lines, shock wave prints, reattachment lines,
and vortices, providing valuable insights into the airflow behaviour and areas of flow separation
around the body.
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The operating principle relies on the oil properties, such as its high viscosity and low velocity
near the model’s surface, which generate low Reynolds numbers. This value indicates that the
motion of the thin oil layer is dominated by the friction forces exerted by the air flowing around
the upper surface of the model. Meanwhile, the advective inertia forces can be neglected,
which results in what is known as a creeping flow. The velocity profile of the thin layer of oil
is roughly linear, and the no-slip condition at the interface between the oil and air ensures
that the velocities of both fluids are equal (see Figure 3.13). Thus, the oil’s motion provides
information about the flow’s direction in the surface’s proximity [55, 50].

Figure 3.13: Air-oil layer interface representation together with the velocity gradient present in the oil.

To apply this technique, a thin homogeneous layer of oil is applied to the surface of the
model under study, which is then placed in the wind tunnel. After the experiment, the oil flow
patterns on the model surface can be observed and analyzed to gain insights into the airflow
behaviour.

This technique has been employed in the present study to obtain preliminary insights into
the flow patterns around the model under various configurations while also confirming and val-
idating the observed phenomena using Schlieren and Particle Image Velocimetry techniques.
Notably, certain phenomena, such as reattachment, are not discernible through Schlieren. Us-
ing oil flow visualisation allowed to determine the region where reattachment occurs so that
the field of view on PIV included it.

Campaign Setup
The wind tunnel runs were recorded using a Nikon D7500 camera with a 20.9 Megapixel
CMOS Sensor and a 4.2 µm pixel size, also used to photograph the obtained flow patterns.
The camera was set on top of a tripod in front of one of the two wind tunnel mirrors so that
it had a complete view of the test section to record how the oil flowed along the run correctly.
An external light system was used to illuminate the test section view, as shown in Figure 3.14.
Table 3.3 compiles all the configurations tested through the oil flow visualisation technique
(further details of the specific runs performed can be found in Table B.1).

Table 3.3: Oil flow test matrix.

Nose Boat-tail [deg] Mach AoA [deg]
Bi-conic 34 0.7, 0.8 0; 4
Conic 34 0.8 0

Sears-Haack 34 0.8 0

The control system of the wind tunnel induces variations in the set Mach number. Specifi-
cally, the average Mach number for runs conducted at 0.7 exhibited values around 0.7±0.05,
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Figure 3.14: TST-27 wind tunnel with the tripod and external light system used to record the oil flow
runs.

accompanied by standard deviations of up to ±0.007. In contrast, runs conducted at 0.8 dis-
played increased instability, with an average Mach number around 0.8±0.05 and standard
deviations of up to ±0.01.

3.4.2. Schlieren Visualisation
The Schlieren technique is a quantitative flow visualisation method which uses an optical sys-
tem to observe density gradients in the airflow. These air density changes occur due to varia-
tions in pressure and temperature, which produce visible distortions in the image, allowing the
visualization of flow separation and other phenomena such as shock or pressure waves [61].

The Schlieren technique was first described by Toepler2. Objective lenses were initially
used as Schlieren heads, but mirror-based systems quickly became the preferred option due
to their lower cost and wider field of view. Themost commonly usedmirror-based configuration
is the “Z-type”, which employs two curved mirrors arranged in a Z-shape on opposite sides
of the test section. As shown in Figure 3.15, the light passes through a set of lenses and a
slit to ensure a parallel circular beam of radius a travels to the parabolic mirror. The ray is
then refracted and crosses the test section, where the model is illuminated, before reaching
the second parabolic mirror. This mirror reflects the light to another set of lenses and crosses
a knife-edge (perpendicular to the light rays) before arriving at the camera. The knife-edge
blocks part of the beam, only allowing a portion to pass through (a < a). Small changes in
the refractive index of the air in the test section cause the outer parts of the beam to deflect,
producing a shadowgraph image on the viewing screen.

2Toepler: Although not the inventor, Toepler described the basis of the Schlieren technique.
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Figure 3.15: Schlieren visualization arrangement in z-type configuration. [61]

Z-type configurations are more precise than conventional Schlieren systems as from the
off-axis aberrations induced (coma3 and astigmatism4), allowing to suppress coma effects by
tilting both mirrors at equal θ angles in opposite directions from the central optical axis (using
identical mirrors and ensuring that all optical elements are centered in a common plane). On
the other hand, they can be more complex to set up and align, and the test section may need
to be longer to avoid interference from the mirrors [61].

Removing the knife-edge while maintaining the rest of the set-up leads to the shadowgra-
phy technique. Unlike Schlieren, which assesses first-order derivatives of density fields, this
method captures second-order derivatives. In a uniform test section without density varia-
tions, the recording plane is uniformly illuminated with intensity diminishing as a decreases.
Conversely, in the presence of density gradients within the test section, light rays refract by an
angle ϵ, causing them to shift from undisturbed positions at the knife-edge. This displacement
introduces a change in the transmitted beam area, ∆a, described by the equation:

∆a = f tan(ϵy) (3.8)

Here, f signifies the focal length of the schlieren head, and it is assumed that the knife-edge
is aligned with the x-direction (“horizontal knife-edge”). This orientation makes the schlieren
system responsive to light-ray deviations in the y-direction. The beam shift, ∆a, correlates
with the alteration in intensity at the recording plane:

∆I

I
=

∆a

a
=

f

a
tan(ϵy) (3.9)

The deflection angle, ϵ, can further be linked to variations in the refractive index within the
test section:

∆I(x, y)

I
=

f

a

∫ z2

z1

1

n

∂n

∂y
dz (3.10)

Here, n represents the refractive index, defined as the ratio of the velocity of light in vacuum,
c, to the velocity of light in the medium, cv. Given the approximate value n ≈ 1, the equation
becomes:

3Coma: optical aberration that occurs in some optical systems where the shape of the mirror or lens deviates
from a perfect paraboloid. This causes light rays that pass through different parts of the mirror to converge at
different points, resulting in a distorted, elongated, or comet-shaped image of point sources.

4Astigmatism: optical aberration that occurs in lenses when the curvature of the lens surface varies in different
planes. This causes light rays entering the lens in the sagittal plane to be focused at a different point than light
rays entering in the tangential plane. As a result, instead of a single point, the image is focused into a line, causing
distortion and blurring in one direction.
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∆I(x, y)

I
=

f · k
a

∫ z2

z1

∂ρ

∂y
dz (3.11)

Consequently, the detectable ratio ∆I(x,y)
I is contingent upon the ratio f

a . Typically, the
value of f is predetermined for a specific wind tunnel, while the system’s sensitivity can be
heightened by diminishing a. It is crucial, however, to ensure that the reduction in a avoids
inducing either increased diffraction or decreased mean signal amplitude [50].

The utilisation of Schlieren imaging in this research facilitated the acquisition of instanta-
neous snapshots of the flow field. This enabled the analysis of shock wave oscillations and
a thorough investigation of other phenomena such as expansion waves, detachment of shear
layers, and recirculation (see section 2.1). Additionally, the fluctuating characteristics of the
flow field were assessable by calculating both the mean and standard deviation of the instan-
taneous image sequence. For each run, a total of 5457 images were acquired. The relative
simplicity and reduced cost associated with this technique, as compared to PIV, enabled its
usage across various configurations. Consequently, it allowed for the general elucidation of
the influences of Mach number, angle of attack, nose shape, and boat-tail geometry on the
flow characteristics, thereby identifying distinctive dissimilarities between the different config-
urations.

Exposure time
When performing Schlieren visualisation, the optimal exposure time depends on the specific
experimental setup, the light source’s intensity, and the camera’s sensitivity.

Longer exposure times of several microseconds to milliseconds may be suitable to obtain
mean photographs, as more photons are captured, giving better signal-to-noise ratios. How-
ever, such long exposure times may also result in motion blur or image smearing if the flow is
unsteady or the camera or flow field is in motion.

To obtain instantaneous photographs, shorter exposure times of a few nanoseconds to
microsecondsmay bemore appropriate, as these can freeze themotion of the flow and provide
sharp images of the flow features.

In conclusion, preliminary tests with different exposure times must be taken to find the opti-
mal settings for the specific experimental conditions and ensure high-quality images. A range
of exposure times from 1 to 1000 microseconds may be appropriate for transonic Schlieren
visualization. However, the optimal exposure time should be determined experimentally for
the specific setup and flow conditions.

Knife-Edge Orientation
The orientation of the knife-edge is a crucial factor that influences the sensitivity and resolution
of the Schlieren technique. Typically, two main orientations are used: horizontal and vertical
knife-edges.

In a vertical knife-edge configuration, the knife-edge is placed perpendicular to the optical
axis of the Schlieren system. The knife-edge affects only the ray refractions with orthogonal
components to it. Thus, this orientation only allows the detection of the horizontal gradients,
∂n/∂x. Refractions parallel to the edge, due to ∂n/∂y, do not result in a change in cutoff or
screen illuminance, causing a flow with purely vertical gradients to remain invisible, even with
the presence of the knife-edge. How light rays refract depending on the type of density field
encountered can be further understood with Figure 3.16.
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Figure 3.16: Schematic showing the refraction of light rays by density fields with density and its first,
second, and third derivatives constant. The two-dimensional description is easily extended to three

dimensions. [62]

To address this issue, some researchers suggest using two Schlieren images, one with a
horizontal and another with a vertical knife-edge, to capture the Schlieren object fully. This
approach ensures that all refractive components of the flow field are captured, providing a
complete representation of the flow characteristics [61].

In addition to the vertical and horizontal knife-edge orientations, there are also oblique
knife-edge orientations. An oblique knife-edge is positioned at an angle to the optical axis of
the Schlieren system and can be used to observe flows with oblique shock waves or at an
angle to the optical axis. The oblique knife-edge can be rotated to different angles to optimise
the visualisation of the specific flow feature of interest. However, the oblique knife-edge set-up
can be more complex and require careful alignment and calibration.

The choice of knife-edge orientation depends on the specific experimental setup and the
flow feature of interest. Therefore, the best practice is to perform a few preliminary tests with
different knife-edge orientations, including oblique, to find the optimal set-up for the specific
experimental conditions.

Campaign Setup
A high-frequency Schlieren campaign at 5 kHz has been performed using Photron FASTCAM
SA1.1. The sampling frequency used in this study was selected considering the Nyquist sam-
pling criterion, which states that for a signal sampled at a rate of SR, the maximum resolvable
frequency, fmax, can be determined as:

fmax =
SR

2
(3.12)

To accurately reproduce the signal and prevent aliasing, the sampling rate must be at least
twice the maximum frequency needed to be resolved, denoted as fmax. Therefore, when the
sampling rate is set to 5 kHz, the maximum resolvable frequency is 2.5 kHz.

Choosing 5 kHz (with full active sensor size) allows for the resolution of the shock-wave po-
sition over time, phenomena required to be studied at most configurations so that the research
questions around the shock-wave behaviour could be answered. A 49.02 µs exposure time
was set for this Schlieren campaign. Moreover, a 300 mm lens was used, and the knife-edge
was set at a horizontal orientation with 50% obstruction (a summary of all the configuration
parameters is provided in Table 3.4a). All configurations tested in that campaign are compiled
in Table 3.4b (further details of the specific runs can be found in Table B.2).

The average Mach number obtained by the wind tunnel control program for runs con-
ducted at 0.7 exhibited values around 0.7±0.032, accompanied by standard deviations of
up to ±0.002. As for the runs at Mach 0.8, the average was of 0.8±0.03 and the standard
deviation went up to ±0.008.
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Table 3.4: Schlieren campaign measurement parameters and tested configurations

(a) Configuration parameters

Parameter Value Unit
KE Orientation Horiz. -
KE Obstruction 50 [%]
Exposure Time 49.02 [µs]
Acq. Frequency 5 [kHz]
Lens 300 [mm]
Number Samples 5457 [-]

(b) Tested configurations

Nose BT [deg] Mach AoA [deg]

Bi-conic 34 0.6, 0.7, 0.8 0; 4
5, 15 0.7, 0.8 0; 4

Conic 34 0.7, 0.8 0; 4

Ogive 5, 34 0.7, 0.8 0
34 0.7, 0.8 4

3.4.3. Particle Image Velocimetry
Particle Image Velocimetry, known as PIV, is a widely-used, non-intrusive flow measurement
technique that allows the evaluation of the velocity field on a plane (with Planar or Stereo
PIV) or in a volume (Tomo PIV). PIV employs cameras and advanced algorithms to track the
motion of particles within the flow and reconstruct a detailed picture of its velocity field. Unlike
other techniques, such as pressure probes or Hot Wire Anemometry (HWA), no probes are
inserted into the test section, making PIV particularly useful in high-speed conditions where
closed wind tunnels with limited accessibility are commonly employed. Additionally, PIV offers
relatively high spatial resolution, limited by the camera’s resolution and the optical access of
the wind tunnel. A higher spatial resolution can be achieved using a low-speed acquisition (low
temporal resolution) PIV system, which is particularly relevant for flow visualization studies in
transonic regimes [50, 63].

The experimental set-up for PIV typically involves a laser, a camera, and a seeding system
that injects small tracer particles into the flow (Figure 3.17 shows the typical set-up for a 2D
PIV within the flow field in a plane in a wind tunnel). The laser beam is expanded and directed
into the flow, illuminating a small region of interest filled with tracer particles, which movement
is captured by the camera. The seeding system must be carefully designed to ensure the
particles are small enough to follow the flow but large enough to be easily imaged. Further-
more, it is crucial to properly regulate the seeding density to avoid particle overlap, which can
introduce errors and complicate the subsequent analysis of the obtained data.

Figure 3.17: Experimental arrangement for planar 2C-2D PIV in a wind tunnel. [63]

The particles scatter the laser light, illuminating the plane of interest within the flow twice.
The time delay between pulses is selected based on the flow velocity and the magnification
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at imaging, assuming that the tracer particles move at a velocity representative of the local
flow velocity between illuminations. A camera captures images of the light scattered by the
particles. The two successive images are cross-correlated to determine the displacement of
particles between the two snapshots, which is subsequently used to calculate the velocity and
direction of the airflow. The results can be visualized as vector fields, which comprehensively
represent the flow pattern [63].

As discussed in section 2.3, the author has not found any application of this technique in
hammerhead PLFs aerodynamics studies. Therefore, using PIV in this research is a notewor-
thy innovation, despite its well-established reputation as a valuable and effective technique
for obtaining comprehensive, quantitative measurements of flow fields in the transonic regime.
The application of Particle Image Velocimetry has allowed to validate the flow phenomena al-
ready observed with oil flow and Schlieren techniques. Moreover, PIV has provided detailed
insights into the average velocity fields and the precise location of reattachment. This was
accomplished by employing a low-speed acquisition PIV system characterized by enhanced
spatial resolution at the expense of temporal resolution.

Campaign Setup
Planar PIV was selected for the campaign, as a y-symmetrical model was used, and all phe-
nomena to study occur in a plane. To improve resolution and obtain a larger field of view,
three cameras were located in a zig-zag (two on one side and another on the other) of the two
windows that provide an idea of the wind tunnel test section (see a diagram of the set-up in
Figure 3.18 and a photograph of two of the cameras used in Figure 3.21a). The set-up was
completed by the laser, acting as the illumination system, the seeding generator, and the PTU
(Programmable Time Unit), which allows the synchronisation and control between the laser
and cameras.

In the cases where a zero angle of attack was applied, all three cameras were positioned
at the same height. However, in the 4-degree cases, it was necessary to introduce a height
difference between the cameras on the same side. This adjustment was required to maintain
visibility within the previously established field of views, as depicted in Figure 3.23. The height
difference between the cameras ensured that the desired perspectives and coverage were
maintained for accurate data capture and analysis (the cameras at different heights can be
observed at the background of Figure 3.19).

Figure 3.18: Diagram of the PIV set-up, with top (left) and lateral (right) views. The field of views
(FOV) numbers refer to the areas designated in Figure 3.23.
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Figure 3.19: PIV set-up featuring the benchmark Coe and Nute model positioned at 4 degrees. In the
background, two cameras are positioned at different heights to ensure full coverage of the field of

view.

Table 3.5b compiles the configurations tested during the campaign, focusing on assessing
reattachment and other average field phenomena observed along and after the boat-tail. The
complete test matrix, as shown in Table B.3 (included in Appendix B), outlines further details
of each of the runs.

On average, 250 image pairs were acquired per test. Furthermore, each combination of
configurations was tested twice to enhance reliability and consistency, as well as converged
statistics.

Table 3.5: PIV campaign parameters and tested configurations

(a) Configuration parameters

Parameter Value Unit
Magnification factor 0.16 -
f-number, f# 3.9 -
Image pairs 250 -
FOV overlap 5 [mm]
Acq. frequency 5 [Hz]
Pulse time sep. 1.5 [µs]
Aperture 75 [mm]

(b) Tested configurations

Nose BT [deg] Mach AoA [deg]

Bi-conic 34 0.7, 0.8 0; 4
15 0.7, 0.8 0; 4

Laser System
The laser system consists of a double-pulse Nd:YAG Spectra Physics Quanta Ray PIV-400
laser operated at a laser power of 400 mJ per pulse, with a pulse duration of 6 ns (allowing
that the particle displacement during illumination is lower than 0.4 pixels and, thus, introducing
a negligible particle blur) at wave-length of 532 nm, and a frequency of 10 Hz between double
pulses. The light is conveyed by laser optics to form a laser sheet of about 1.5 mm thickness.

Considering the phenomena sought to study in this thesis, the measurement plane aligns
with the streamwise-vertical plane. To introduce the laser sheet inside the wind tunnel (see
the path that the laser needs to follow in Figure 3.21b), a laser probe is needed, which can be
inserted downstream of the test section from either the upper or the side wall. In this thesis, the
upper wall access point has been chosen, location which allows the laser light to impinge on
top of themodel (Figure 3.21c shows the inserted probe as seen inside the tunnel, downstream
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the test section, and Figure 3.20 shows the illuminated test section as seen from one of the
optical access windows). Schlieren tests were conducted using the installed laser probe to
compare the resulting data to those obtained from the same configuration without the probe.
The similarities with those allow to assume that the probe effect on the flow is negligible.

Figure 3.20: Illuminated test section as seen from one of the optical access windows.

(a) PIV set-up: two cameras on
top of tripod to ensure view of the

test section from one of the
windows.

(b) Laser path towards the laser
probe.

(c) Probe as seen from inside the
TST-27 tunnel.

Figure 3.21: Illumination and imaging system.

The design of the laser probe was developed by F. J. Donker Duyvis [64] (Figure 3.22
illustrates its constituent components). Comprising a system of lenses and mirrors, the laser
probe facilitates the creation and alignment of the laser sheet within the test section.
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Figure 3.22: Laser probe 3D CAD with cut-outs to facilitate overall system view. [64]

Imaging
An image of the tracer particles in the light sheet is formed using a lens on the surface of an
image sensor. The selection of the objective lens to be used in the PIV experiments is based
on different parameters that characterise the imaging system: the focal length f ; f-number (or
f-stop) f# = f/D (being D the lens aperture diameter), and image magnification M . This
last parameter is defined as the ratio of the image distance di (between image and lens) and
object distance do (between object and lens), as described by the thin lens formula:

1

f
=

1

di
+

1

do
(3.13)

M =
di
do

(3.14)

As a simple consequence of the system, the magnification factor can also be evaluated as
the ratio between the image size (sensor size) and the imaged object size (called the Field Of
View, or FOV).

M =
sensor size

FOV
=

pixel size ·Npixels

wFOV
(3.15)

Observations from the oil flow and Schlieren campaigns informed the field of view selection
for the PIV tests. Notably, most phenomena centred around the boat-tail area, particularly the
detachment of the shear layer and the ensuing recirculation region. Consequently, it was
imperative to encompass the entire boat-tail area within the field of view. Moving upstream
from the boat-tail, the focus shifted towards capturing the shock waves. To achieve this, the
upstreammost location was determined by identifying where the initial shock wave appeared
in the Schlieren images, namely, at the shoulder of the bi-conic section. It is worth noting that
due to the positioning of the laser sheet, regions even further upstream (the first conic section)
were not expected to be illuminated, making this selection practical.

Regarding the termination of the field of view, a primary objective of the PIV campaign was
to observe reattachment. This process had eluded observation using Schlieren. To ensure
coverage of the reattachment, the locations derived from the oil flow images (see section 4.6)
were considered. Establishing the most upstream shock-wave location and the furthest reat-
tachment location, with an added margin of safety, led to a projected area of approximately
13 cm to be encompassed.
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As previously noted, three cameras were available to cover this designated region, result-
ing in the three distinct FOVs depicted in Figure 3.23. Each FOV has average dimensions of
46x35 mm, with a 7 mm overlap between adjacent windows. This overlap facilitates the com-
prehensive representation of the entire field of view during post-processing, as demonstrated
in Figure 3.24, which displays the obtained average modular velocity field for the benchmark
case (bi-conic nose and 34-degree boat-tail) at Mach 0.7 and angle of attack 0 degrees (run
1 at Table B.3).

Figure 3.23: Fields of view (FOV) for the three cameras used at PIV.

Figure 3.24: Average modular velocity field |U | with streamlines. Data extracted through PIV for
benchmark case (Coe and Nute’s model 11 [34] composed by bi-conic nose and 34-degree boat-tail)

at Mach 0.7 and angle of attack of 0 degrees (run 1 at Table B.3).

The three cameras used during the PIV campaign are the Bobcat IMPERX IGV-B1610
CCD with a resolution of 1628×1236 pixels and 4.40µm pixel size. Their maximum recording
rate is 8.3 Hz with a separation time between images of 120 ms. Considering such pixel size
and that a total field of view of around 13 cm is covered (4.60 cm per camera), themagnification
factor results in:

M =
4.4 · 10−6 · 1628

0.046
= 0.1592 (3.16)

The f# (or f-number or f-stop) of a lens is the ratio between its focal length and the diameter
of the aperture, determining the amount of light the lens allows in and the depth of field. The
higher the f#, the more closed the aperture is, making the image darker while focusing on the
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background (large depth of field). Particle images are in focus when the light sheet thickness,
∆z0, is smaller than the focal depth, δz, of the optical system, which gives the distance normal
to the image plane in which a particle remains in focus (Equation (3.17)).

δz = 4.88 · λ · f2
#

(
M + 1

M

)2

(3.17)

For this case, the focal depth had to be larger or equal than the laser sheet width, of around
1.5 mm. Considering that constraint, themagnification factor previously calculated, and a laser
light wavelength, λ, of 532 nm, the f-number is:

f# ≥

√
δz ·M2

4.88 · λ · (M + 1)2
= 3.3 (3.18)

Considering the previous result, the selected lens was a 75 mm aperture lens with a range
of f# from 3.9 to 32, so that 3.9 could be selected for the tests. An overlap of around 7 mm
between field of views was set when locating and focusing the cameras, to cover the field of
views highlighted in Figure 3.23.

Signal Synchronisation
APTU (Programmable Timing Unit) is used to synchronise the camera and laser trigger signals
through the LaVision DaVis 8.1 software (also used for the data post-processing). As the whole
PIV campaign was conducted in double-frame mode, two parameters had to be selected: the
repetition rate, f , which defines the frequency between double-pulses, and the laser pulse
time separation, ∆t. The timing diagram of the camera and laser is depicted in Figure 3.25.

Figure 3.25: PIV timing diagram for double-pulse double-frame mode. [65]

The maximum repetition rate is determined by the hardware (camera and laser), resulting
in a repetition rate of f = 5Hz.

As for the time separation ∆t between laser pulses, a trade-off emerges. Opting for an
excessively long ∆t will result in a significant displacement of particles, potentially leading to
the loss of correlation due to out-of-plane particle movement in planar measurements, as well
as an increase in velocity shear. Conversely, it is not advisable to minimize particle displace-
ment entirely. Practical considerations, such as cross-correlation uncertainty of approximately
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0.1 pixel, dictate that a particle displacement of around 20 pixels is desirable. Achieving this
optimal displacement requires a compromise between the time separation ∆t and the mag-
nification factor M , as the pixel displacement (pxdisp) can be calculated as a function of the
field of view embraced by the cameras (fovcam), their own pixel field of view width (fovpx), the
maximum expected particle velocity to be traced (U ) and the time separation (∆t):

pxdisp =
fovpx
fovcam

· U ·∆t (3.19)

Considering that the cameras embraced a field of view of approximately 4.6 cm each,
while their pixel field of view width is 1628 pixels, and that a maximum velocity of 350 m/s
can be expected from the particles when studying the flow at a Mach number of 0.8, the pixel
displacement for the particles at a ∆t of 1µs and 1.5µs is of 12 and 19 pixels, respectively.
Such calculation confirms the adequacy of selecting a pulse separation of ∆t = 1.5 µs.

Seeding System
The seeding system consists of the seeding generator, the seeding rake or distributor, and
the seeding particles. The seeding generator used for the experiments is the PIVTEC GMBH
PIVPART 45 seeder, directly connected to the seeding rake. The latter is placed in the settling
chamber of the wind tunnel and consists of several nozzles which eject particles in the stream
tube. The seeding stream density can be varied remotely from the control room by selecting
the number of active nozzles. In this study, all the 45 nozzles available have been used to
achieve a sufficient seeding density during the measurements.

DEHS seeding particles (Di-Ethyl-Hexyl-Sebacat) with a median particle size of 1 µm and
a particle response time, τp, of approximately 2 µs have been employed [66].

3.5. Uncertainty Analysis
For result accuracy and consistency, the experiments were repeated multiple times. More-
over, the initial test involving oil flow and Schlieren visualisation (benchmark configuration
with bi-conic nose and 34-degree boat-tail at 0 degrees angle of attack and Mach number
0.7) was redone at the end to confirm result reliability. An evaluation was conducted for the
PIV testing, which relies on average fields for analysis, to determine the necessary number of
samples for achieving low uncertainty. This assessment considered the following expressions
for measuring uncertainty in the mean velocity, U , and standard deviation, σ:

εU =
σU
U

za/2√
N

εσ =
σU
U

za/2√
2 ·N

(3.20)

where σU/U represents the velocity standard deviation normalized by the mean velocity, za
is a variable associated with the confidence level of the velocity’s probability density function,
and N denotes the number of samples. A turbulence intensity of 10% is assumed, along
with a targeted uncertainty level of 1% (at a 95% confidence) and za equal to 2. Moreover,
a Gaussian distribution is adopted, and the required confidence level (1 − au) is set to 0.95
(meaning that 95% of the observations meet the criterion that the measured velocity deviates
by no more than εU from the true mean velocity U ).

From the expressions at Equation (3.20), the standard deviation gives the more stringent
requirement, necessitating 200 samples [67]. However, to maintain reliable statistics, even if
a portion of the photographs had to be disregarded (to comply with the requirement of 200
samples), the test quantity was typically doubled. For precise numbers of image pairs taken
in each configuration, refer to Table B.3.

In addition to the statistical uncertainties that impact the mean and standard deviation,
there exist supplementary sources of uncertainty regarding the individual velocity values. PIV
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measurements in high-speed flows present the uncertainty due the finite time response of the
seeding particles, remarkable particularly around shock waves. The difference between the
particle velocity and the actual flow velocity, known as particle slip velocity, can be computed
as described by Melling [68]:

εslip =
−→
U slip ≈ τp · −→a p (3.21)

where τp is the particle response time, which for the DEHS particles used is approximately
2µs (estimated by Ragni et al. [66]), and −→a p is the particle acceleration, which can be calcu-
lated as:

−→a p =
dup
dt

=
up − uf

τp
=

−→
U · ∇

−→
U =

−→
U ·

(
∂u

∂x
+

∂v

∂y

)
(3.22)

Therefore,

εslip ≈ τp · −→a p = τp ·
−→
U ·

(
∂u

∂x
+

∂v

∂y

)
(3.23)

At the shock wave location the gradients are maximum, thus, the values will be the highest.
When post-processing the PIV images, the cross-correlation performed and the window

size used induce uncertainty to the results. The cross-correlation procedure adds uncertainty
to the individual velocity vectors [69]:

εcc =
εcorr
M δt

(3.24)

where M is the magnification factor, δt the laser pulse separation (see Table 3.5a), and
εcorr is the correlation uncertainty, which for planar PIV can be assumed is 0.1 pixel.

As for the window size, which determines the spatial resolution of the interrogation window
used to obtain the velocity, Schrijer and Scarano [70] modelled the ratio between measured
and real velocity, u/u0, for a single step interrogation:

εws =
u

u0
= sinc

(
WS

λ

)
(3.25)

where WS is the window size and λ the wave length of interest. This effect is decreased
for multi-step correlation, as used in this study. In particular, when examining cases where the
ratio of WS to λ is less than 0.5, and considering that typically the smallest resolvable scale
in the flow has twice the size of the window, a value of εWS < 1% is generally estimated [71,
50]

Schlieren data is also subject to uncertainties. Within this thesis, the primary focus of
schlieren image analysis is evaluating oscillations in the position of shock waves over time, as
the discussions around the pixel intensity standard deviation are qualitative. Consequently, it
is crucial to recognise that the density gradients visualised in a schlieren image do not offer a
cross-sectional perspective; instead, they represent an integration across the complete span
of the airfoil.

Hence, when a shock wave does not align perpendicularly with the light propagation vector,
the schlieren image depicts the shock wave based on its projected area. Consequently, the
displayed shock appears thicker than its actual dimensions. This discrepancy can be quanti-
fied as half of the thickness of the projected shock image (tSW ) while considering the negligible
nature of the actual local shock wave thickness [50].

εSch =
tSW
2

≈ 1.5mm (3.26)
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Finally, it is important to consider that the wind tunnel operation and setup introduce inher-
ent uncertainties. The precision of the model’s angle of attack should be accounted for with a
range of ±0.2◦, and the Mach number varied throughout the experimental runs, as discussed
in section 3.4.

The maximum values for some of the uncertainties mentioned in this section are presented
in Table 3.6. The highest error corresponds to the velocity particle slip since the relaxation
time of the DEHS particles is considerably high. This maximum value (compiled in the table)
corresponds to the particle slip in the shock region, being minor in the remaining field of view.

Table 3.6: Uncertainty values.

Uncertainty Source Symbol Value
Particle Slip εslip ≤ 62.65 m/s
Cross-correlation εcc ≤ 1.83 m/s
Window size εws ≤ 1%
Line of sight effect εSch ≤ 1.5 mm

3.6. Data Analysis
In this section, the main pre- and post-processing performed with the results of both Schlieren
and PIV is detailed.

3.6.1. Schlieren Images Processing
Schlieren provides a sequence of images from which a large amount of data can be extracted.
For all runs performed, a previous run without the wind tunnel was done. Those images of
the field of view without flow allow subtracting the non-uniformities present as a base from the
pictures with flow. By subtracting from those a photo without flow, all that added “noise” can
be removed.

Once the background had been substracted, different post-processing was made. On the
one hand, the standard deviation per pixel allowed to obtain images where the regions with
the most instability along the time captured are distinguishable. The standard deviation was
calculated as:

σ = u′ =

√
u2 − (u)2 =

√∑
u2

N
−
(∑

u

N

)2

(3.27)

where u refers to the intensity in a specific pixel, and N to the number of images taken.
On the other hand, from the Schlieren images, both the shock wave location and its oscil-

latory behaviour can be studied.
The oscillatory behaviour of the shock wave was examined through spectral analysis, sim-

ilar to what other authors such as d’Aguanno [50] have done. Starting with a time-domain
signal, denoted as x(t), its Fourier transform, represented as X(f), is defined as:

X(f) =

∫ ∞

−∞
(xn · e−i2π·f ·t) · dt (3.28)

Based on this precise definition, the Discrete Fourier Transform (DFT) can be derived when
the signal is comprised of a finite number of samples, N :

Xk =
N−1∑
n=0

xn · e
−i2π k n

N (3.29)



3.6. Data Analysis 55

While the Fourier Transform is suitable for spectral analysis in the absence of noise or
random effects, this is often not the case with experimental data. In such situations, it is
preferable to compute the Power Spectral Density (PSD), which is obtained by squaring the
amplitude rather than using the amplitude itself. The PSD provides information on how the
power of a signal is distributed in the frequency domain. From a mathematical standpoint, the
PSD can be obtained as the Fourier transform of the autocorrelation function:

P (f) =

∞∑
n=−∞

f(k) · e−i2π k n (3.30)

where r(k) is defined as:

r(k) = E{y(t)y ∗ (t− k)} = |Y (k)|2 (3.31)

Among the various methods available for computing the power spectral density, Welch’s
method has been chosen due to its ability to mitigate the impact of noise, despite a trade-
off in frequency resolution. This approach involves dividing the initial signal into overlapping
segments, with the overlap percentage typically ranging from 0 to 50%. Each segment is then
windowed in the time domain, and a Fast Fourier Transform is performed on each of them. The
squared amplitude of the resulting spectrum is computed, yielding a periodogram, denoted
as Pj(f), for each segment. By averaging these periodograms using Welch’s method, the
variance of individual power measurements can be significantly reduced. Specifically, when
there are a total of L periodograms, the power spectral density according to Welch’s method
is obtained as follows:

P (f) =
1

L

L∑
j=1

Pj(f) (3.32)

Matlab’s pwelch function is used to compute the PSD with its defaults settings of using 8
segments per unit length and an overlap between segments of 50%.

A comprehensive analysis can be conducted by selecting a pixel line at a specific height
(y-coordinate) that captures the shock wave. This pixel line can then be plotted over time,
providing a temporal representation that enables clear observation of the oscillatory movement
and position of the shock waves. Furthermore, by performing a PSD analysis for pixels from
the selected line, a frequency plot along the x-axis can be derived. This frequency plot helps
assess whether the shock waves oscillate in phase with each other or display phase variations.

3.6.2. PIV Data Processing
As already mentioned, all PIV data processing is performed with DaVis 8.4. The objective
of the PIV campaign is to obtain the velocity field. A pre-processing stage is necessary to
enhance the quality of the raw PIV images and mitigate the impact of reflections and noise. A
time-minimum subtraction filter has been employed as it is considered the most suitable option
for low-frequency PIV shots, where the average fields are extracted.

The resulting filtered image pairs (see Figure 3.26) undergo cross-correlation to extract
the velocity field. A multi-pass approach is employed, utilising progressively smaller window
sizes. Initially, two passes are conducted using a 128x128 squared window size, followed
by three passes with a 48x48 pixels circular interrogation window. This iterative process, as
described by d’Aguanno [50], enables the solution to evolve from a coarse grid to a final grid.
Successive passes contribute to reaching the final solution by iteratively refining the solution.
The result of performing this cross-correlation into the PIV raw images from Figure 3.26 is
shown in Figure 3.27.
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Table 3.7: PIV post-processing settings

Parameter Value
Vector spacing 0.34 mm
Final window size 48x48 px
Window overlap 75 %

Figure 3.26: Consecutive PIV raw images with details on a window of interrogation of 128x128 pixels.

Figure 3.27: Horizontal velocity field Ux obtained from performing a cross-correlation procedure of
the PIV raw image pair of Figure 3.26 with a multi-pass approach (two passes with squared window

size of 128x128 pixels, and three passes with circular interrogation window of 48x48 pixels).

To ensure that particle information outside the interrogation window is not lost, a partial
overlap of 75% is implemented. This overlap prevents the omission of particles extending
beyond the interrogation window’s boundaries. The main processing parameters for PIV are
also reported in Table 3.7.

Finally, post-processing focuses on correcting or eliminating possible outliers, for which
the universal outlier detection was applied [72]. A threshold value of 2 was chosen following
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the results from Westerweel and Scarano [73], who observed that 90% of the spurious data
was filtered with such a value. After such filtering, the average and standard deviation from
the velocity fields were obtained.





4
Results

This chapter presents the results of the experimental campaigns described in the preceding
chapter. The emphasis is placed on discussing the observed patterns in the average and
instantaneous flow fields, the results of performing a spectral analysis, and the behaviour of
the wake reattachment, if existent. The aim is to provide a clear understanding of the flow
dynamics associated with the different parameters investigated.

To denote the various combinations of nose and boat-tail designs, a specific naming con-
vention is used. Specifically, the nose shape is mentioned first, followed by the boat-tail angle
in degrees. This implies that when citing the benchmark case fromCoe and Nute featuring a bi-
conic nose and a 34-degree boat-tail, the designated nomenclature will be BC34. A summary
of the nose shape abbreviations can be found in Table 4.1.

Table 4.1: Nose shape abbreviations.

Nose shape Abbreviation
Bi-conic BC
Conic C

Ogive (Sears-Haack) SH

4.1. General Flow Field
The experimental campaigns performed in this thesis were preceded by a review of the knowl-
edge behind transonic flow around hammerhead PLFs (refer to section 2.1). Following that
same structure, this section starts comparing the flow patterns expected around hammerhead
configurations (see Figure 2.3) and the ones observed for the benchmark configuration BC34
(Coe and Nute’s Model 11 [34] shown in Figure 3.5). Within this section, the current findings
for that same configuration are also compared to those reported in existing literature.

Figure 4.1 shows an instantaneous Schlieren image displaying the manufactured model in
the benchmark configuration where themain flow patterns are marked with arrows. This image
shows how expansion fans appear in geometric transitions. This phenomenon is particularly
noticeable in the zoomed-in views of Figure 4.2, which depict the area outlined in red in Figure
4.1 at various instants.
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Figure 4.1: Schlieren image for benchmark configuration (BC34) at Mach number 0.8 and angle of
attack of 4 degrees (run 20 at Table B.2) with flow patterns marked. Red rectangle shows region

zoomed in the time sequence of Figure 4.2.

Figure 4.2: Time sequence with three Schlieren instantaneous shots, each taken with a time interval
of ∆t = 0.6ms between them. Focus made on the conic transitions of the BC nose (area enclosed in
red in Figure 4.1). BC34 at Mach number 0.8 and angle of attack of 4 degrees (run 20 at Table B.2).
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It is worth emphasising that the hammerhead configuration from the reference diagram in
Figure 2.3 exhibits only an expansion fan due to its conical nose. In contrast, for alternative
geometries like the bi-conical nose employed in the benchmark configuration, two distinct
geometrical transitions (between both conical sections and the cone-cylinder junction) lead to
the formation of two expansion fans.

These expansion fans often precede the appearance of supersonic pockets (visible as
reddish areas in the upper plot of Figure 4.3 with the average x-velocity (Ux) field for BC34,
taken at a 4-degree angle of attack and a Mach number of 0.8). These supersonic pockets
are enclosed by a shock wave, which frequently exhibits oscillatory behaviour.

Figure 4.3: Average horizontal and vertical velocity fields, Ux and Uy, around benchmark
configuration at Ma = 0.8 and AoA = 4 degrees derived from PIV (run 11 at Table B.3).

This oscillation is evident in the temporal sequence in Figure 4.2, where successive instan-
taneous snapshots reveal the variable shock wave positions. As commented in the literature
review, knowing the existence of this oscillatory phenomenon is crucial as it intensifies the
shock wave’s interaction with the boundary layer, consequently inducing unsteady loads.

Hammerhead PLF configurations exhibit a distinct feature in the form of a diameter differ-
ence between the PLF and the rest of the launcher. Such change occurs along a diameter
transition region known as the boat-tail, as previously discussed in chapter 1 and elaborated
upon in section 2.2. Upstream of this transitional section, there is a phenomenon called shear
layer detachment which marks the separation point from Figure 2.3. This detachment is evi-
dent in both Figure 4.1 and Figure 4.3. As a consequence of this detachment, a recirculation
region is formed, potentially leading to reattachment.
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The recirculation region is depicted in Figure 4.3. In the upper figure, representing the
horizontal velocity field, dark blue areas denote regions with negative horizontal velocities, in-
dicating a flow opposite to the freestream. Progressing downstream, lighter shades indicate a
change in direction, signifying the flow’s reattachment and the recirculation zone’s termination.
A more detailed view of this velocity field is given in the zoomed-in Figure 4.4, which includes
streamlines that facilitate the visualisation of the recirculation and reattachment points.

Figure 4.4: Boat-tail area zoom of the average horizontal velocity field Ux for Ma = 0.8 and AoA = 4
degrees (run 11 at Table B.3).

In contrast, the lower plot in Figure 4.3, which displays the vertical flow field, showcases
blue regions where the flow descends, while the yellowish area near the boat-tail signifies
an upward flow. This transition between upward and downward flow patterns illustrates the
recirculation and subsequent reattachment of the flow.

Recirculation is a prime illustration of unsteadiness, with a fluctuating behaviour over time,
which turns a challenge to capture its true essence solely through the average flow. While
plots like Figure 4.4 shed light on the occurrence of recirculation, it is crucial to recognise that
the depicted flow should not be assumed as steady. This concept becomes more apparent
when examining Figures 4.5 and 4.6, which display the standard deviation of the x-velocity
and the percentage of reverse flow per pixel, respectively.

Figure 4.5: Standard deviation field of the horizontal velocity Ux around benchmark configuration at
Ma = 0.8 and AoA = 4 degrees derived from PIV (run 11 at Table B.3).

The standard deviation field of Figure 4.5 helps discern areas with high levels of unsteadi-
ness, notably around shock wave locations (after the bi-conic and cone-cylinder transitions of
the nose) and in the region of detached flow, where the peak of ±75.23 m/s is found.
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In Figure 4.6, illustrating the percentage of reverse flow per velocity vector over all available
images for PIV run 11, red regions indicate where reverse flow persists in over 80% of the
cases. While these regions do indeed exhibit reversed flow in the average fields, the same
cannot be said of nearby areas where reversed flow exists in between 20-80% of the images
taken (see Figure 4.6) but the flow seems aligned with the freestream direction in Figure 4.4.
This contradiction underscores the unsteadiness present in the recirculation region.

Figure 4.6: Number of times each velocity vector had reverse flow, nrev, over the total 479 PIV
images considered, N , for BC34 at Ma = 0.8 and AoA = 4 degrees (run 11 at Table B.3).

Suppose conclusions were solely drawn from the average fields. In that case, one might
assume that these fields represent steady phenomena over time, implying that areas where
the flow reverses at specific instants were, instead, always following the freestream direction.
Such unsteady behaviour leads to the conclusion that the reattachment location varies over
time, a fact that is further discussed and illustrated in later sections.

Finally, the reattachment location can also be identified from the oil flow patterns as in
Figure 4.7. The area where the flow reattaches can be discerned because the oil concentration
is lower due the change of flow direction between the recirculation region and when the flow
realigns with the freestream direction. It is worth noting that in this case, the angle of attack
causes the oil flow patterns around reattachment to curve, as discussed in section 4.4. The
inclination disrupts the model’s symmetry, leading to pressure differences between the upper
and lower parts. Such pressure variations affect how phenomena like flow detachment and
reattachment occur along the model, explaining the curvature in the oil patterns.

Comparison with Literature
Utilising Coe and Nute’s extensively examined model 11 [34] as a reference case (refer to sub-
section 2.2.3) facilitates a comparative analysis of outcomes obtained within the context of this
research’s experimental endeavours and those documented by other investigators. Specif-
ically, this section juxtaposes instantaneous Schlieren images captured for the benchmark
configuration, BC34, at a 4-degree angle of attack, with shadowgraphy representations put
forth by Panda et al. [39].
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Figure 4.7: Schematic and photography of oil flow patterns for BC34 at Ma = 0.8 and AoA = 4
degrees (run 28 Table B.1). Detail zoom showcases oil flow direction in reattachment area (as seen in

recording).

Figure 4.8 compares the literature shadowgraphy and the current research’s Schlieren
pictures for Mach number of 0.6 and a 4-degree angle of attack. Both images showcase the
flow around the model with no shock waves and the shear layer detaching at the beginning of
the boat-tail region. According to Panda et al., no shock waves are formed at Mach numbers
lower than 0.7. However, the data obtained for a Mach number equal to 0.7, which cannot be
compared to Panda’s for lack of those, shows the opposite, as a shock wave can be hinted at
the geometric transition between conic sections (see Figure 4.9).

Figure 4.8: Comparison between instantaneous (a) shadowgraphy picture from Panda [39] (see
Figure 2.18) and (b) schlieren image (run 18 at Table B.2) for Ma = 0.6 and AoA = 4◦.
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Figure 4.9: Instantaneous schlieren image (run 19 at Table B.2) for Ma = 0.7 and AoA = 4◦.

Lastly, Figure 4.10 compares the outcomes from Panda’s analysis for Mach numbers 0.8
and 0.85 with an image at Mach 0.8 from this study. It becomes evident that the locations
of shock waves in the present investigation agree more with Panda’s findings at Mach 0.85.
Specifically, Panda’s outcomes at Mach 0.8 portray both shock waves converging at the geo-
metric junctures, while his findings at Mach 0.85 and the results obtained herein for Mach 0.8
display more downstream locations.

This apparent resemblance acquires significance given that the TST-27 test section (the
wind tunnel employed in this research, as explained in section 3.1) was not outfitted with
slotted walls. Moreover, prior investigations executed within these same facilities mention the
presence of blockage effects [50, 74]. This similarity between Panda’s Mach 0.85 results and
the present study’s Mach 0.8 outcomes, surpassing what would be anticipated for equivalent
Mach numbers, corroborates the notion that the model’s perceptible Mach number exceeded
the value set from the control room. Future investigations could incorporate a comprehensive
analysis of blockage to determine whether this scenario holds true. One potential approach
involves conducting Computational Fluid Dynamics (CFD) simulations with the model within
and outside the test section. This method would enable a thorough evaluation of the potential
impact of the walls on the Mach number.

Figure 4.10: Comparison of benchmark configuration at AoA = 4 degrees: (a) Instantaneous
shadowgraphy from Panda [39] at Ma = 0.8 (see Figure 2.18), (b) Instantaneous shadowgraphy from
Panda [39] at Ma = 0.85 (see Figure 2.18), and (c) Schlieren image (Run 20 at Table B.2) at Ma = 0.8.
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4.2. Geometrical Effects
To answer the main research question: How do the nose and boat-tail geometries impact
the flow phenomena (e.g., shock wave generation) around a hammerhead configuration
PLF in transonic conditions?, a model with interchangeable nose and boat-tail regions was
designed and manufactured (refer to section 3.2).

This section discusses the effects of the different nose and boat-tail shapes in the flow
as observed in the results of the tests performed. Specifically, the differences observed in
the flow due to the usage of one geometry or another are commented on, seeking to extract
conclusions and prove whether the effects discussed in the literature were also observed.

4.2.1. Nose
To study the effect that the nose has on the flow, the three manufactured geometries were
tested in different conditions during the oil flow and Schlieren campaigns (refer to Table B.1
and Table B.2 for the specific cases). The flow patterns observed for different nose geome-
tries consistently matched the characteristic patterns for hammerhead configurations in the
transonic regime, reviewed and compared to the benchmark case in section 4.1.

This is illustrated in Figure 4.11, which displays three Schlieren images featuring a 34-
degree boat-tail, Mach 0.8, and zero angle of attack with the bi-conic, conic and ogive noses.
In all cases, expansion fans precede shock waves near geometric transitions, and the flow
separates around the boat-tail region, aligning with the trends described in section 4.1.

(a) Bi-conic nose (BC34 run 5 at Table B.2)

(b) Conic nose (C34 run 11 at Table B.2)

(c) Ogive nose (SH34 run 13 at Table B.2)

Figure 4.11: Schlieren instantaneous images for Ma = 0.8, AoA = 0 degrees, boat-tail of 34 degrees
and bi-conic, conic and ogive noses.
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Focusing on the regions outlined in blue in Figure 4.11, the variations induced by the nose
geometry can be observed. With a bi-conic nose, two distinct shock waves form. Conversely,
with the conic and ogive noses, only one appears. Moreover, these images show how the
expansion fan preceding the shock waves is similar for both bi-conic and conic, while the ogive
case seems to extend further following the curvature of the shape. This seems to mitigate its
effects, resulting in a lower density variation.

Finally, Figure 4.12 presents a closer look at the areas highlighted in red in Figure 4.11 for
a couple of instances that illustrate the shock wave’s locations - both furthest downstream and
furthest upstream - for each case. These images reveal the initiation of flow separation right
at the shock wave for the conical case, with the separation process oscillating alongside it. In
contrast, separation commences at the onset of the boat-tail section for the alternative nose
geometries. Furthermore, it is noteworthy that the shock wave associated with the conical
nose exhibits a notably curved shear layer (noticeable at Figure 4.11b), indicating its higher
strength compared to the other cases.

Figure 4.12: Comparison between schlieren instantaneous images showing the most downstream
and upstream shock wave locations for Ma = 0.8, AoA = 0 degrees and geometries (a) BC34, (b) C34

and (c) SH34 (runs 5, 11 and 13 at Table B.2, respectively). Zoom into red region of Figure 4.11.

Each schlieren run comprises 5457 images similar to those shown in Figure 4.11. The
variation in pixel intensity across the photographs can be assessed through the standard de-
viation. Figure 4.13 illustrates this metric for runs 5, 11, and 13, on the area enclosed in red
in Figure 4.11.

Figure 4.13: Comparison between pixel intensity standard deviation of the schlieren images for Ma =
0.8, AoA = 0 degrees and geometries (a) BC34, (b) C34 and (c) SH34 (runs 5, 11 and 13 at Table B.2,

respectively).
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Examining Figure 4.13, it is clear that the conic nose shows the most significant fluctua-
tions near the shock wave location (the ranges of shock wave movement, observed from the
schlieren runs, are summarised in Table 4.2 and analysed in section 4.6). By only assessing
the standard deviation right before the detached flow, which reflects the unsteadiness asso-
ciated with shock wave oscillations, the ogive nose would appear more unsteady than the
bi-conic. On one side, this would correspond to the literature (refer to subsection 2.2.1) when
stating that ogive shapes generate a weaker terminal shock on the cylindrical section of the
fairing compared to conical, if is assumed the level of oscillation corresponds to the strength of
the shock wave [36]. Conversely, such a conclusion would paradoxically clash with the notion
from literature (refer to subsection 2.2.1) that ogive shapes reduce the most unsteady loads
compared to any other nose geometries.

The bi-conic nose, contrary to the others, gives rise to two different shock waves, which
overall can imply higher unsteadiness than the ogive with a unique shock, in line with the
consensus articulated in the consulted literature. However, this comes by only assessing the
apparent unsteadiness due to the shock waves oscillations, and other unsteadiness sources
should be considered for a complete conclusion on which geometry induces more or less
unsteady loads.

Refocusing on the conic nose configuration and comparing its standard deviation with the
bi-conic counterpart provides valuable insights that align with the phenomenon outlined by
Ericsson [32]. Ericsson’s research concluded that implementing bi-conic nose geometries
effectively mitigates abrupt shifts in flow separation patterns, subsequently reducing aeroe-
lastic instabilities compared to their conic counterparts. This mitigation is attributed to the
pre-separation effect occurring at the shoulder of the bi-conic shape.

In line with Ericsson’s assertions, this behaviour also prevents separation between the
cone and cylinder. Notably, in conic configurations, flow detachment occurs within the shock
wave generated during the cone-cylinder transition (see Figure 4.11b). In contrast, in the bi-
conic configuration, the point of separation appears to align more closely with the start of the
boat-tail region.

However, it is important to note that an unequivocal determination regarding whether the
separation in the bi-conic configuration occurs within the shock wave or at a later stage cannot
be exclusively drawn from the instantaneous images. Nevertheless, the noticeable difference
in standard deviation intensity between the shock waves in the bi-conic and conic cases also
supports Ericsson’s conclusions. The standard deviation intensity of both shock waves in the
bi-conic scenario is notably milder than the singular shock wave encountered in the conic
configuration. This implies that in the conic case, more oscillations occur, which further sub-
stantiates the notion that the shock wave is stronger.

The analysis of oil flow patterns (as shown in Figure 4.14) alongside corresponding record-
ings for configurations featuring a 34-degree boat-tail with bi-conic, conic, and ogive noses,
reveals distinct variations in flow behaviour contingent upon the employed nose geometry.
Differences emerge in regions surrounding the nose-cylinder and boat-tail areas.

In both conic and bi-conic nose designs, a noticeable oil accumulation is observed imme-
diately preceding the cumulation resulting from the transition strip, a consistent feature across
all three cases. This is followed by a region exhibiting reduced oil presence in all instances,
succeeded by a smooth reappearance of oil due to the boundary layer turbulent transition en-
forced by the transition strip. Notably, in Figure 4.14a, oil exhibits waviness along the second
conical section, possibly attributable to the oscillations of the two shock waves present in that
area (see Figure 4.2). It is worth highlighting how the point of shear layer separation closely
aligns with the initiation of the boat-tail for all cases.
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(a) Bi-conic nose (BC34)

(b) Ogive nose (SH34)

(c) Conic nose (C34)

Figure 4.14: Schematic representation of the oil flow patterns (see a comparison with photographies
in Appendix C) obtained at Ma = 0.8, AoA = 0 degrees (runs 30, 31 and 32 at Table B.1).

A distinctive feature among the three configurations is the reattachment section. Specifi-
cally, in the conic case, this location appears furthest downstream (as also discussed in sec-
tion 4.6). Moreover, it is the only configuration exhibiting curvature akin to that induced by
angle of attack effects. This behaviour could be attributed to a separated region characterized
by a higher energetic level.

In contrast, the reattachment location and shape for the bi-conic and ogive cases are sim-
ilar. The primary distinction between these configurations lies in the nose region, where pat-
terns for the ogive case suggest a smoother flow.

4.2.2. Boat-Tail
A general overview of the differences observed when only varying the boat-tail can be made
by looking at the instantaneous schlieren shots of Figure 4.15. These images correspond to
runs conducted at Mach 0.8, with a null angle of attack, a bi-conic nose, and boat-tail angles
of 5, 15, and 34 degrees.

The first noticeable difference is that only the 34-degree boat-tail presents two shock waves
due to the geometric transitions at the nose. Conversely, the other boat-tail angles result in
an additional shock wave emerging at the beginning of the boat-tail.

This may be explained by the direct impact of a steeper boat-tail angle, which prompts
the detachment of the shear layer, hindering flow attachment and subsequent re-acceleration.
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Regarding flow detachment, the setup with a 5-degree boat-tail (Figure 4.15a) lacks a dis-
cernible detached region, unlike the other cases. Notably, the width of the detached flow for
the 15-degree boat-tail (Figure 4.15b) appears narrower compared to the 34-degree variant
(Figure 4.15c).

A scenario contrary to expectations might be attributed to the presence of the third shock
wave. Conventional wisdom would suggest that cases with more pronounced detached re-
gions would entail higher levels of unsteadiness. However, a contrasting interpretation arises
upon careful examination of pixel intensity standard deviation fields and the sequence of snap-
shot images, in relation to the unsteadiness associated with shock wave oscillations.

(a) Boat-tail of 5 degrees (BC5 run 7 at Table B.2)

(b) Boat-tail of 15 degrees (BC15 run 9 at Table B.2)

(c) Boat-tail of 34 degrees (BC34 run 5 at Table B.2)

Figure 4.15: Schlieren instantaneous images for Ma = 0.8, AoA = 0 degrees, bi-conic nose and
boat-tail angles of 5, 15 and 34 degrees.

Figure 4.16 presents the pixel intensity standard deviation for schlieren runs 7, 9 and 5 as
referred in Table B.2. These plots illustrate how an additional shock wave increases the width
of the second region characterised by a substantial standard deviation (second shock wave
location). This phenomenon can be better understood by referring to Figures 4.17 and 4.18,
which present instant image sequences showing the oscillatory behaviour of the shock waves.
These figures reveal that the oscillations and the proximity of the last two shock waves induce
their fusion. Consequently, the resultant shock wave appears more significant than its initial
state, implying an increase in energy. However, the standard deviation peak in the region is
lower in both cases (see a and b at Figure 4.16) than for the 34-degree boat-tail.
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Figure 4.16: Comparison between pixel intensity standard deviation of the schlieren images for Ma =
0.8, AoA = 0 degrees, bi-conic nose and boat-tail angles of (a) 5, (b) 15 and (c) 34 degrees (runs 7, 9

and 5 at Table B.2, respectively).

Figure 4.17: Time sequence with schlieren instantaneous images, each taken with a time interval of
∆t = 0.2ms between them for BC5. Focus made on the nose and boat-tail regions at Ma = 0.8 and

AoA = 0 degrees (run 7 at Table B.2).
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Figure 4.18: Time sequence with schlieren instantaneous images, each taken with a time interval of
∆t = 0.2ms between them. Focus made on the bi-conic nose and 15-degree boat-tail regions at Ma

= 0.8 and AoA = 0 degrees (run 9 at Table B.2).

Furthermore, these sequences provide a more precise visualisation of the width of the
detached shear layer. This is particularly evident in the case of run 9 with a 15-degree boat-tail,
where instances with significantly narrower detached regions are observable. This variation
suggests that the shear layer’s detachment is subject to width fluctuations, also inducing the
reattachment location variation (see section 4.6).

In conclusion, the boat-tails with 5 and 15 degrees for Mach 0.8 appear to induce similar
flow patterns, characterised by substantial shock interaction with the boat-tail section in both
cases. In contrast, the 34-degree boat-tail exhibits the anticipated wake-like separated flow
over an extended region, as discussed in subsection 2.2.2. Notably, at 0-degree angle of
attack and Mach 0.8, the 15-degree boat-tail experiences significant shock interaction with
the boat-tail and triggers the wake-like separated flow, resulting in a combination of the flow
patterns induced by the 5 and 34-degree configurations.

Future research should focus on a more comprehensive assessment of the specific un-
steady levels induced by these different geometries. While boat-tails with 5 and 15-degree
angles may induce wider regions of unsteadiness, the evaluation conducted in this study per-
tains solely to unsteadiness arising from shock wave oscillations. A more comprehensive
assessment might reveal that higher levels of unsteadiness exist across all aspects of the
34-degree case, potentially due to additional factors beyond shock wave oscillations.
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4.2.3. Nose and Boat-Tail Effects Dependence
To have a better comparison into the commented cases with equal boat-tail and different nose,
and the opposite, Figure 4.19 compiles the pixel intensity standard deviation fields for cases
with bi-conic nose and 34 and 5-degree boat-tails, and ogive nose and again 34 and 5-degree
boat-tails (a, b, c and d, respectively), which correspond to the twomost used nose geometries
by the industry.

Figure 4.19: Pixel intensity standard deviation of schlieren images for Ma = 0.8, AoA = 0 degrees and
geometries (a) BC34, (b) BC5, (c) SH34, and (d) SH5 (runs 5, 7, 13 and 15 at Table B.2).

The effect of the nose and the boat-tail on the flow is differentiable from those fields. This
influence remains distinct from other factors, manifesting as an independent effect. Opting for
a bi-conic nose design over an ogive counterpart induces the formation of two shock waves,
which display a diminished degree of variability compared to the singular shock wave pro-
duced by the ogive nose design (lower standard deviation). In a complementary manner, the
introduction of a 5-degree boat-tail triggers the emergence of an additional shock wave (can
be better observed in Figure 4.20, where a sequence of instantaneous schlieren images il-
lustrates the evolution of shock waves for an ogive nose combined with a 5-degree boat-tail,
operating at Mach 0.8 and a zero angle of attack). Notably, this configuration encourages the
interaction between the shock waves and the boat-tail section.

Figure 4.20: Time sequence with schlieren instantaneous images, each taken with a time interval of
∆t = 0.2ms between them. Focus made on the ogive nose and 5-degree boat-tail regions at Ma =

0.8 and AoA = 0 degrees (run 15 at Table B.2).
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Observations from Figure 4.20 further substantiate the autonomy of this distinctive effect,
where the progressive oscillation of the shock waves, coupled with their intermittent conver-
gence, bears a notable resemblance to the patterns observed in the plots for scenarios involv-
ing bi-conic nose configurations (refer to Figures 4.17 or 4.18).

4.3. Mach Number Effect
During the experimental campaigns, two Mach numbers were usually tested for all configura-
tions: 0.7 and 0.8. As discussed in section 4.1, the effective Mach number at the test section
may be considerably higher than the nominal value set in the control room. This discrep-
ancy arises due to the presence of the model and its blockage effects. Consequently, when
interpreting the outcomes, it becomes imperative to acknowledge that the results exclusively
facilitate conclusions regarding the effects of increasing the Mach number without establishing
a direct correlation to any specific numerical value.

The effect of an increase in Mach number is consistent across all cases, resulting in height-
ened levels of both shock wave instability and intensity. A case in point is illustrated in Figure
4.21, which provides a comparative depiction of pixel intensity standard deviation derived from
schlieren images alongside instantaneous captures for two specific runs (2 and 5, as detailed
in Table B.2). These runs correspond to the benchmark configuration, characterized by a bi-
conic nose and 34-degree boat-tail, at a 0-degree angle of attack and Mach values of 0.7 and
0.8, respectively.

The observed trends in Figure 4.21 underscore two primary effects stemming from the
increase in Mach number. Firstly, the intensity of the shock waves amplifies noticeably in both
cases, albeit the shock wave atMach 0.7 is nearly imperceptible in certain instances. Secondly,
the unsteadiness of the shock waves intensifies, evident through sequential observation of the
instantaneous shots or by gauging the standard deviation. This outcome aligns with theoretical
expectations, as elevating the Mach number corresponds to a flow trajectory approaching
supersonic conditions.

Moreover, a visual inspection of the images provides insight into additional observations.
Notably, the expansion fans exhibit greater clarity at Mach 0.8 compared to the Mach 0.7
scenario, where they remain indiscernible from the imagery.



4.3. Mach Number Effect 75

(a) Ma = 0.7 (run 2 at Table B.2)

(b) Ma = 0.8 (run 5 at Table B.2)

Figure 4.21: Instantaneous schlieren picture and pixel intensity standard deviation from schlieren
images for the benchmark case (Coe and Nute’s model 11 [34]) at AoA = 0 degrees for Mach

numbers of 0.7 and 0.8.

The statistical data derived from the PIV images corroborates the observations made using
schlieren images. In Figure 4.22, the average horizontal velocity Ux fields are displayed for
increasing Mach numbers. This reveals that the supersonic pocket following the expansion
fan grows with Mach, accompanied by higher maximum velocities. This suggests that with an
increasing Mach number, the shock wave’s position moves further downstream as observed
when comparing the instantaneous schlieren image from Figure 4.21a with Figure 4.21b.

Moreover, the standard deviation field obtained from the horizontal velocity (Figure 4.23)
reinforces this trend. In the Mach 0.8 case, areas with a higher standard deviation, indicative
of shock wave oscillation, are observed at approximately 100% of the diameter D, while for
Mach 0.7, this region is closer to 85%D, approximately where the bi-conic shoulder is located.
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Figure 4.22: Horizontal velocity Ux average field for PIV runs with the benchmark configuration
(BC34) at 0-degree angle of attack. Top plot corresponds to Mach 0.7, and bottom plot to 0.8 (PIV

runs 1+2 and 3+4 in Table B.3).

Figure 4.23: Horizontal velocity standard deviation σUx field from PIV runs with the benchmark
configuration (BC34) at 0-degree angle of attack. Top plot corresponds to Mach 0.7, and bottom plot

to 0.8 (PIV runs 1+2 and 3+4 in Table B.3).
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4.4. Angle of Attack Effect
During the experimental campaigns, variations in the angle of attack were introduced to ac-
count for their potential influence on the vehicle’s behaviour. It must be noted, that designers
analysing launcher loads typically consider angle ranges spanning from -6 to +6 degrees [4].
This underscores the significance of accounting for angles, as even small deviations are per-
tinent due to the realistic inclination the vehicle encounters. In this study, two angles, 0 and 4
degrees, were chosen. There is no need to consider negative values as the model is axisym-
metric. Moreover, the selected angles enable a meaningful comparison with earlier research
conducted by Panda et al. [39], as the available shadowgraphy images from Panda’s work
pertain to a scenario with a 4-degree angle of attack.

In an axisymmetric model, the natural symmetry of the design results in flow patterns that
mirror the symmetry of the body itself. When angles of attack are introduced, this symmetry
is disrupted, causing variations between the upper and lower regions of the body. This differ-
ence becomes particularly noticeable in the reattachment region, as observed in the oil flow
visualisations for runs 30 and 28 (as detailed in Table B.1). These specific runs pertain to a
benchmark scenario characterised by the bi-conic nose, 34-degree boat-tail, a Mach number
of 0.8, and angle of attack values of 0 and 4 degrees.

(a) AoA = 0 degrees (run 30 at Table B.1)

(b) AoA = 4 degrees (run 28 at Table B.1)

Figure 4.24: Zoom into oil flow visualisation reattachment regions for benchmark case (Coe and
Nute’s model 11 [34]) at Ma = 0.8 and angles of attack of 0 and 4 degrees.

Upon closer examination of this region in Figure 4.24, an apparent transformation is evident.
The previously straight oil flow patterns observed at 0 degrees of angle of attack are replaced
by curved trajectories when the model is inclined. This is explained by the fact that, in this
case, the upper and lower portions of the model encounter flow from different surfaces due
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to the loss of symmetry caused by inclination. As a result, reattachment occurs differently
in these two parts, and when the flows converge on a common surface of the body, they no
longer follow a straight path.

The PIV results indicate that the velocity jump encountered around the second wave loca-
tion is bigger for the case with angle of attack. This is demonstrated by Figure 4.25, where
lower velocity values are reached right after the second supersonic pocket for the 4-degree
angle of attack case compared to the 0-degree one.

Figure 4.25: Horizontal velocity Ux average field for PIV runs with the benchmark configuration
(BC34) at Mach 0.8. Top plot corresponds to 0-degree angle of attack, and bottom plot to 4-degree

AoA (PIV runs 3+4 and 11+12 in Table B.3).

In contrast, the Schlieren results exhibit no substantial effects attributable to changes in the
angle of attack. This assertion is substantiated by examining Figure 4.26, showcasing instan-
taneous images and pixel intensity standard deviations derived from the Schlieren images of
runs 5 and 20 (as detailed in Table B.2). Those tests use the same configurations as the pre-
viously commented oil flow and PIV tests (refer to Figure 4.24 and Figure 4.25). Figure 4.26
shows an observable reduction in standard deviation along the upper section of the model
when an angle of attack is introduced. This reduction implies a stabilization of shock waves.
Nonetheless, it is important to acknowledge the possibility of minor experimental influences
accounting for this distinction. Thus, the conclusion persists: minor inclinations appear to pre-
dominantly impact the detached region, thereby necessitating further experiments conducted
at higher frequencies to attain conclusive insights.
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(a) AoA = 0 degrees (run 5 at Table B.2)

(b) AoA = 4 degrees (run 20 at Table B.2)

Figure 4.26: Instantaneous schlieren picture and pixel intensity standard deviation from schlieren
images for the benchmark case (Coe and Nute’s model 11 [34]) at AoA = 0 and 4 degrees for Mach

number of 0.8.
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4.5. Shock Wave Spectral Analysis
As discussed in previous sections, the originated shock waves oscillate along the model. To
gain a deeper understanding of these oscillations—whether they exhibit randomness or, in
cases where multiple waves are present, if they synchronise in phase—an in-depth spectral
analysis has been performed.

Before delving into the results of this analysis, it is crucial to understand how the locations
of the shock waves evolve. This comprehension provides a rationale for the subsequent spec-
tral analysis. Figure 4.28 provides a clear visualisation of how the positions of shock waves
change over time, as the plot illustrates the evolution of a pixel line extracted from Schlieren
images at a height encompassing the shock waves (refer to Figure 4.27 where the line is
marked in red for BC34 at Mach number 0.8 and 0-degree angle of attack). The image is
constructed using data from 500 consecutive instances. Notably, the enclosed area within the
blue square at Figure 4.28 highlights two distinct regions characterised by fluctuations. These
fluctuations directly correspond to variations in the position of the shock waves across the
depicted instances.

Figure 4.27: Zoom in to Schlieren instantaneous image for benchmark configuration (Coe and Nute’s
model 11 [34] with bi-conic nose and 34-degree boat-tail) at 0-degree angle of attack and Mach 0.8
highlighting in red the pixel line represented along time in Figure 4.28, and in yellow the regions

considered for the PSD curves (see Figure 4.29).

Table 4.2 presents the range within which the first two shock waves oscillate for all con-
figurations tested in the Schlieren campaign. The results demonstrate that, as anticipated,
the range of oscillation of the shock waves increases with the Mach number. This aligns with
observations from the pixel intensity standard deviation fields extracted from the Schlieren im-
ages (refer to Figure 4.21), where the area with higher standard deviation, indicating shock
wave oscillation, is wider for higher Mach numbers. For example, in the benchmark case (bi-
conic nose and 34-degree boat-tail), the shock waves oscillate at 5 and 8% of the diameter D
for Mach 0.7. These ranges increase to 20 and 22% for Mach 0.8.

Furthermore, as noted in earlier sections, the range of oscillation varies depending on the
nose shape. At Mach 0.8, the conic nose exhibits a broader range at 31% (albeit with only
one shock wave), while the ogive shows a range of 23%. This aligns with the discussion
in subsection 4.2.1, which suggests that the conic nose induces greater unsteadiness. It is
important to note that the main difference between ogive and bi-conic noses is that, although
the ogive’s range appears slightly wider, only one shock wave exists.

Additionally, when considering the combined oscillation regions resulting from the appear-
ance of an additional shock wave—occasionally merging with another shock wave for boat-
tails at 5 and 15 degrees (as discussed in subsection 4.2.2)—only the range of the primary
shock wave has been accounted. This range aligns with the oscillation observed for the 34-
degree configuration.



4.5. Shock Wave Spectral Analysis 81

Figure 4.28: Selected pixel line (red line in Figure 4.27) along 500 timesteps for Schlieren run of the
benchmark case (Coe and Nute’s model 11 [34]) at Ma = 0.8 and AoA = 0 degrees (run 5 at

Table B.2). In blue, highlighted the region where the shock waves location variation is observed.

Table 4.2: Shock wave average position for all tested configurations in the schlieren campaign.
Numbers indicate the first two shock waves, with (1) representing the most upstream and (2) the
subsequent shock wave. A hyphen (-) signifies the absence of an extracted value, indicating the

non-discernibility or non-existence of a second shock wave.

Run Nose BT [deg] Ma AoA [deg] XSW1/D [%] XSW2/D [%]
2 BC 34 0.7 0 83±4 132±3
5 BC 34 0.8 0 92±10 139±11
6 BC 5 0.7 0 81±3 -
7 BC 5 0.8 0 91±9 148±18
8 BC 15 0.7 0 81±3 128±2
9 BC 15 0.8 0 91±11 148±18
10 C 34 0.7 0 133±5 -
11 C 34 0.8 0 146±16 -
12 SH 34 0.7 0 122±3 -
13 SH 34 0.8 0 141±12 -
14 SH 5 0.7 0 124±4 -
15 SH 5 0.8 0 146±16 -
16 SH 34 0.7 4 121±4 -
17 SH 34 0.8 4 141±12 -
19 BC 34 0.7 4 85±16 132±2
20 BC 34 0.8 4 88-109 144±10
21 BC 5 0.7 4 81-89 131±1
22 BC 5 0.8 4 88-107 150±18
23 BC 15 0.7 4 82-88 133±1
24 BC 15 0.8 4 90-106 149±14
25 C 34 0.7 4 138±6 -
26 C 34 0.8 4 152±11 -
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To analyse the shock oscillation characteristics, a spectral analysis was conducted by as-
sessing the Power Spectral Density (PSD), as elaborated in Section 3.6.1, utilising the Welch
method [75]. Each PSD was then normalised based on its respective variance. The maximum
resolved frequency is 2.5 kHz.

For the specific run mentioned earlier (Run 5 for bi-conic nose, 34-degree boat-tail, Mach
0.8 and 0-degree angle of attack), the PSD (P (f)) is depicted in Figure 4.29, presented in pre-
multiplied form (f · P (f)). The multiple curves correspond to data extracted from two distinct
areas marked in yellow within Figure 4.27, in the two shock wave locations. For such a case,
the analysis revealed a predominant peak at 427.25 Hz for the first shock wave and 852.05
Hz for the second. Notably, the peak frequency for the second shock wave is harmonically
related to the frequency peak of the first shock wave.

Figure 4.29: Power spectral density multiplied by frequency over frequency for selected pixels (see
Figure 4.27 points in blue) along time from Schlieren test of the benchmark case (Coe and Nute’s

model 11 [34]) at Ma = 0.8 and AoA = 0 degrees (run 5 at Table B.2).

Summarised in Table 4.3 are the peak frequencies from the PSD for shock wave positions
across each Schlieren run considered (as indicated in Table B.2). Across all cases, a con-
sistent trend emerges, with the peak frequency consistently falling within two distinct ranges:
417-432 Hz and 832-864 Hz. Notably, the higher range is a harmonic of the lower one.

This prevalence of harmonic frequencies over the fundamental can be attributed to the
extraction process of the PSD. A probe introduces some level of spurious data and amplifies
harmonic effects. This is because there is inherent uncertainty regarding whether the probe is
always precisely at the centre of the shock wave or not. This uncertainty amplifies the influence
of the harmonic frequencies, either accentuating or diminishing its prominence relative to the
fundamental frequency.

Solana [74] conducted experiments within the same wind tunnel (TST-27) utilised in this
research. Specifically, the empty tunnel section was examined to decipher potential distur-
bances. His findings indicated noise propagation in the form of pressure waves downstream
and upstream through the test section. Comparable phenomena were captured in the imagery
acquired during this study. Solana’s analysis of the empty section without the laser probe—
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corresponding to the experimental setup of this Schlieren investigation—identified a primary
frequency peak of 415 Hz. Notably, this peak’s amplitude seems scaled by the Mach number,
mirroring the outcomes outlined in Table 4.3, where the f · |P (f)| peak is similarly scaled with
Mach.

In light of these findings, it is plausible to deduce that the inherent pressure waves pre-
dominantly influence the observed oscillations in the shock waves within this study in the wind
tunnel environment. Consequently, differentiating whether the geometry-induced shock wave
oscillations occur at a specific frequency remains inconclusive based solely on these results.

Notably, in cases where a third shock wave manifested, such as in run 9, the nearby region
to that shock wave did not exhibit any discernible frequency peak.

Finally, in cases involving multiple shock waves, a cross-correlation analysis was con-
ducted to evaluate variations in the locations of the first two shock waves. To do this, the
same areas corresponding to the locations of the first and second shock waves (as previously
indicated by the yellow markings in Figure 4.27) were considered.

The cross-correlation between pixel intensities over time for pixels close to each shock
wave shows a very weak correlation. In future studies, it will be important to determine whether
this low correlation is attributable to physical factors or it is influenced by the assessment of
the signal at a point affected by pressure waves. To address this, the cross-correlation should
be conducted at the precise location of the shock wave rather than at a fixed nearby pixel
location.

Table 4.3: PSD peak frequencies on main shock wave positions for all tested configurations during
Schlieren campaign. Numbers indicate the first two shock waves, with (1) representing the most

upstream and (2) the subsequent shock wave. Hyphen (-) denotes the absence of an extracted value
due to the non-discernibility or non-existence of a second shock wave.

Run Nose BT [deg] Ma AoA [deg] f1 [Hz] f1 · |P(f)| f2 [Hz] f2 · |P(f)|
2 BC 34 0.7 0 417.48 7.36 417.48 3.53
5 BC 34 0.8 0 427.25 6.02 852.05 1.37
6 BC 5 0.7 0 832.52 6.69 - -
7 BC 5 0.8 0 424.81 8.05 424.81 2.47
8 BC 15 0.7 0 417.48 19.44 417.48 10.73
9 BC 15 0.8 0 427.25 18.18 427.25 7.27
10 C 34 0.7 0 422.36 9.80 - -
11 C 34 0.8 0 432.13 14.64 - -
12 SH 34 0.7 0 844.73 2.56 - -
13 SH 34 0.8 0 864.26 1.68 - -
14 SH 5 0.7 0 422.36 18.35 - -
15 SH 5 0.8 0 429.69 3.13 - -
16 SH 34 0.7 4 422.36 9.16 - -
17 SH 34 0.8 4 429.69 7.78 - -
19 BC 34 0.7 4 419.92 18.63 - -
20 BC 34 0.8 4 429.69 4.83 859.38 1.72
21 BC 5 0.7 4 844.73 10.96 - -
22 BC 5 0.8 4 427.25 6.23 - -
23 BC 15 0.7 4 842.29 13.25 419.92 25.34
24 BC 15 0.8 4 429.69 5.53 429.69 4.51
25 C 34 0.7 4 419.92 15.79 - -
26 C 34 0.8 4 424.81 2.65 - -
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4.6. Wake Reattachment Location
The boat-tail often leads to a significant phenomenon: the shear layer detachment. This, in
turn, causes a recirculation region to form along the boat-tail. Following this recirculation area,
there is a reattachment of airflow further downstream along the vehicle, as depicted in the PIV
visualisation showing the average absolute velocity field within the boat-tail region for run 11
at Figure 4.4 (refer to Table B.3).

Understanding the specific scenarios in which recirculation occurs and pinpointing the ex-
act location of reattachment is crucial due to its potential impact on the structure and over-
all system performance. This section presents the reattachment locations extracted from all
cases studied using oil flow visualisation and PIV techniques.

Using the oil flow visualisation images (attached in Appendix C), the reattachment location
(L) relative to the boat-tail’s start (at 76.8 mm from the model’s leading edge, LE), as well as
the extent of the reattachment region, termed w, have been quantified by taking as calibration
reference the length of the PLF’s main diameter (see Figure 4.30), denoted as D (50 mm).
The extracted values are compiled in Table 4.4. The reattachment location is not a precise
point but a region, justifying why w is computed.

Figure 4.30: Reattachment location L and its width w determined from oil-flow image by using the
PLF’s diameter D = 50mm.

Reattachment is also observed in the PIV results, as demonstrated and discussed in Fig-
ure 4.4. Bi-colour graphs for each PIV case were made, which highlight positive and negative
velocity components parallel to the model (see Figure 4.31). This visual representation ef-
fectively emphasises the region where the velocity reaches zero, indicating the flow reattach-
ment point. It is worth noting that the associated measurement uncertainty averages around
±0.05mm, with a maximum of ±4mm in cases where the separation between data and the
actual surface is most significant due to reflections during measurements.

Figure 4.31: Bi-colour plot for PIV run 1 (refer to Table B.3) differentiating between positive (light
blue) and negative (black) average horizontal velocity Ux.
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The procedure outlined allows to obtain reattachment locations from the available particle
image velocimetry runs (summarised in Table 4.4). However, there are two considerations to
address when interpreting these results.

Firstly, the location is determined based on average fields derived from approximately 400
images in each configuration. Upon closer examination of individual instantaneous images
instead of average fields, it becomes apparent that reattachment occurs at varying positions
over time. For instance, in Figure 4.32, two instantaneous images are provided for the case
of a bi-conic nose, 34-degree boat-tail, Mach 0.7, and 0 degrees angle of attack (runs 1 and
2 in Table B.3). These plots show different reattachment locations for the same configuration,
demonstrating that rather than a single point, there exists a reattachment region. Therefore,
the values extracted correspond to average positions.

Figure 4.32: Instantaneous horizontal velocity Ux fields for PIV run 1 (refer to Table B.3)
corresponding to bi-conic nose, 34-degree boat-tail, 0-degree angle of attack and Mach 0.7.

Secondly, in cases involving a 15-degree boat-tail configuration at Mach 0.7, there is no
clear evidence of detachment in the average velocity fields. This contrasts with the same
configuration at Mach 0.8, where distinct detachment and recirculation are observable in the
corresponding average velocity fields (as seen in Figure 4.33, which provides a magnified view
of the boat-tail region for the average fields of PIV cases 5+6 and 7+8).

Figure 4.34 presents the horizontal velocity standard deviation fields for BC15 at 0-degree
angle of attack and Mach numbers of 0.7 and 0.8. The case for Mach 0.8 (Figure 4.34b)
shows higher deviation, aligning with the average velocity field in Figure 4.33b, which shows
complete detachment and recirculation in the boat-tail . In contrast, Figure 4.34a displays a
lower standard deviation, consistent with the fully attached average flow from Figure 4.33a.
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(a) Ma = 0.7 and AoA = 0 degrees (run 5 at Table B.3)

(b) Ma = 0.8 and AoA = 0 degrees (run 7 at Table B.3)

Figure 4.33: Average horizontal velocity Ux fields together with streamlines around boat-tail area for
cases with bi-conic nose, 15-degree boat-tail and 0-degree angle of attack.

(a) Ma = 0.7 and AoA = 0 degrees (run 5 at Table B.3)

(b) Ma = 0.8 and AoA = 0 degrees (run 7 at Table B.3)

Figure 4.34: Standard deviation of the horizontal velocity σUx fields around boat-tail area for cases
with bi-conic nose, 15-degree boat-tail and 0-degree angle of attack.
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This stands in contrast to what is observed in instantaneous images, where instances of de-
tachment become apparent in the 15-degree boat-tail cases at Mach 0.7 (refer to Figure 4.35).
It is important to note that this detachment is not a constant state throughout the entire flow;
rather, the flow periodically reattaches during specific time intervals. For a clearer understand-
ing of these occurrences, Figure 4.36 illustrates the percentage of instances with reverse flow
in each pixel, relative to the total number of available images, for PIV runs 5+6 and 13 (see
Table B.3).

From the plots in Figure 4.36, two observations can be made. Firstly, the percentage of
occurrences and the area characterised by sporadic reverse flow are higher when considering
a non-zero angle of attack. Secondly, in both cases, this reverse flow phenomenon does not
manifest for all instances; it reaches a peak of around 50% for the 4-degree angle of attack
and approximately 20% for the run without any angle of attack. These findings elucidate why
detachment is not discernible in the average flow field.

Figure 4.35: Instantaneous horizontal-velocity Ux together with vector fields for PIV run 5 (refer to
Table B.3) corresponding to bi-conic nose, 15-degree boat-tail, 0-degree angle of attack and Mach

0.7.
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(a) AoA = 0 degrees

(b) AoA = 4 degrees

Figure 4.36: Number of times each velocity vector had reverse flow over the total number of images
for PIV cases tested at Mach 0.7 and boat-tail of 15 degrees (runs 5 and 13 at Table B.3).

While it can be stated that reattachment introduces unsteadiness to the structural load due
to the impact of the flow and the variation along time of the reattachment point, no further
discernible conclusions can be drawn from the data at hand.

Table 4.4 compiles the computed parameters for all conducted OF visualisations and PIV
runs (as displayed in Tables B.1 and B.3) using the described methodology. In all cases, the
compiled reattachment locations have been measured from the boat-tail start or the “edge of
the step” to facilitate comparison with studies involving BFS (refer to Figure 2.1.2), as this is
the customary convention for measuring reattachment distance.

In previous studies focused on axisymmetric BFS, which differ from the boat-tails exam-
ined in this study due to their 90-degree step configuration, the reattachment location is non-
dimensionalised using either the step height, h, or the diameter, D. Here, the same has been
done so that comparison with two-dimensional studies could be made. In this case, h corre-
sponds to the difference between the two diameters, which is 18.75 mm as the diameter ratio
D/d is 1.6 (equivalent to d/D of 0.625), as indicated in section 3.2.

The results in Table 4.4 show that reattachment occurs at distances ranging from 0.8 to
1.3 times D, equivalent to 2-4 times the step height. These findings closely align with those
reported by Schrijer et al. [58], who observed reattachment at approximately 3.0 times h, and
Hudy et al. [76], who reported values of L/h between 4.2 and 5. Although Gentile et al. [77]
investigated various afterbody diameters, none of their configurations precisely matched the
present case with d/D = 0.625 and h/D = 0.375. Nonetheless, their findings indicated
a reattachment location of approximately 0.8D for d/D of 0.6 and h/D of 0.2, and over 1D
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Table 4.4: Parameters characterising the reattachment region (distance L and width w) obtained from
both oil flow (OF) and PIV runs, denoted as ROF and RPIV respectively (same numbering as in
Tables B.1 and B.3). Nose configurations are identified by BC (bi-conic), C (conic), and SH

(Sears-Haack or ogive). PIV runs with the same configuration are combined for statistical reliability.
Hyphen - indicates no extracted value, signifying either the absence of the run or no reattachment.

Nose BT [deg] Ma AoA[deg] ROF LOF/D wOF/D RPIV LPIV/D

BC 34 0.7 0
3 1.04 0.10

1+2 0.7929 0.88 0.10
34 0.92 0.06

BC 34 0.8 0 30 0.94 0.14 3+4 0.79
SH 34 0.8 0 31 0.92 0.10 - -
C 34 0.8 0 32 1.32 0.08 - -
BC 34 0.7 4 27 0.90 0.12 - -
BC 34 0.8 4 28 1.04 0.08 11+12 0.86
BC 15 0.7 0 - - - 5+6 -
BC 15 0.8 0 - - - 7+8 0.86
BC 15 0.7 4 - - - 13 -
BC 15 0.8 4 - - - 15+16 0.78

for d/D of 0.4 and h/D of 0.3. These results lie within the range of the data presented in
Table 4.4.

In cases where oil flow and PIV results were available to determine the reattachment lo-
cation, discrepancies exist between the outcomes. Nevertheless, these differences diminish
when accounting for the associated uncertainties. The uncertainty in the oil flow results is
reflected in the width of the reattachment zone (see Table 4.4). Additionally, there is an uncer-
tainty in the data extracted from PIV, which is only noteworthy for runs 3+4 and 7+8, where
it reaches ±4 mm. For the remaining cases, it is below ±0.05 mm and can be considered
negligible.

The most downstream reattachment is observed for the conic nose configuration. This
observation aligns with the findings discussed in previous sections, as this geometry seems
to enhance a stronger shock wave, resulting in higher unsteadiness in the detached region
and an extended length required for the flow reattachment. In contrast, the bi-conic shape
seems to mitigate such shock wave strength with the pre-separation region at the shoulder,
as stated by Ericsson [32]. This allows for earlier reattachment, occurring at similar distances
as observed with the ogive shape.
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Conclusions and Future Work

Research is seeing what everybody else has seen
and thinking what nobody else has thought.

Albert Szent-Györgyi

In this project, an extensive experimental study was conducted to investigate the aero-
dynamics of hammerhead payload configurations within the transonic regime. The primary
objective was to analyse the aerodynamic flow patterns influenced by various geometric pa-
rameters, such as nose and boat-tail shapes, in conjunction with different Mach numbers and
angles of attack.

To achieve this goal, a three-part experimental approach was employed. An experimen-
tal campaign encompassing all potential geometry combinations was initially executed using
Schlieren visualisation. This phase aimed to uncover the effects of Mach number, angle of
attack, boat-tail, and nose shapes on flow dynamics. Concurrently, a complementary oil flow
visualisation campaign was carried out on specific configurations to provide a more compre-
hensive understanding of overall flow patterns. This approach extended beyond the capabili-
ties of Schlieren visualisation, revealing details like reattachment locations. Subsequently, the
final campaign utilised Particle Image Velocimetry (PIV) to deepen insights into phenomena
such as recirculation and reattachment. This technique not only built upon observations from
previous campaigns but also added new perspectives.

Upon examining the overall flow field of the benchmark case (referred to as Coe and Nute’s
model 11 [34]), it became evident that the transonic flow patterns typical of hammerhead config-
urations, such as expansion fans in geometric transitions preceding shock waves, were indeed
present. However, comparing the Schlieren imagery results from this study and Panda’s shad-
owgraphy images [39] raised a noteworthy consideration regarding potential blockage effects
during the current research. This inference was based on the closer resemblance between
this study results at Mach 0.8 and Panda’s images at 0.85 than with Panda’s at Mach 0.8.

Geometry, Mach Number and Angle of Attack Effects
Concerning the effects of different nose shapes, the conic nose induced the highest shock
wave oscillations. In contrast, the bi-conic nose introduced an additional shock wave com-
pared to the conic and ogive noses. This behaviour was attributed to the bi-conic shoulder and
the conic-cylinder transition, which, as stated by Ericsson [32], enhances a pre-separation of
the flow compared to conic noses. Using the bi-conic nose altered flow detachment behaviour,
making it contingent on the boat-tail angle rather than an inherent detachment from the shock
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wave, as observed in the conic case. Overall, the shock wave for the conic nose is more ener-
getic than in the other configurations, as it presents more oscillations and curves the detached
shear layer.

Regarding the influence of the boat-tail, the five and 15-degree cases introduced an extra
shock wave that interacted with the shock wave arising from the conic-cylinder transition, oc-
casionally merging. This interaction expanded the region with a high pixel intensity standard
deviation (extracted from the 5457 schlieren images taken per run), implying that the interac-
tion with the boat-tail region expands. Such widening of the region where the shock waves os-
cillate results, for sure, in higher unsteadiness, as shock wave-boundary layer interaction also
increases. However, as shock wave oscillation is not the only possible unsteadiness source,
further tests are required to determine which geometry produces more unsteady loads.

Cross-comparing the effects of nose and boat-tail revealed their independent impacts. Al-
tering the nose shape while keeping the boat-tail constant, or vice versa, resulted in similar
effects on flow dynamics.

As for the other assessed parameters, raising the Mach number heightened shock wave
oscillations and size and flow detachment. On the other hand, the angle of attack disrupts
model symmetry, mainly affecting the oil patterns around reattachment, as indicated by flow
curvature for the 4-degree angle of attack cases compared to 0-degree ones.

Shock Wave Location and Spectral Analysis
Selecting probes near the shock waves in the schlieren images allowed to evaluate how the
shock wave location changes and to perform a spectral analysis from such variations. As the
Mach number increased, there was a corresponding expansion in the range of shock wave
locations. This aligns with the previously noted trend of stronger shock waves at higher Mach
numbers. Furthermore, the results affirm that the conic nose exhibits greater unsteadiness
due to oscillations in the shock waves compared to the other geometries, with a range of 31%
the diameter D, over the 23% variation for the ogive nose at Mach 0.8 and 0-degree angle of
attack, for example.

Examining shock wave spectral characteristics revealed peak frequencies in the 417-432
Hz range or at the harmonic range between 832-864 Hz. These values closely match the
415 Hz peak frequency observed by Solana [74] during experiments at the TST-27 (same
facility used in this study) due to inherent pressure waves. Therefore, the results suggest a
potential influence of the pressure waves on the shock wave oscillatory behaviour. However,
low correlation values were obtained when performing a cross-correlation of probes near the
two primary shock wave positions.

Wake Reattachment
When examining flow detachment and wake reattachment locations through both oil flow vi-
sualisation and PIV results, a consistent pattern emerged across all tested cases except for
those with a 15-degree boat-tail at Mach 0.7, where the average field did not exhibit signs of
detachment. Upon closer examination of individual PIV images, though, intermittent detach-
ment was identified. Specifically, regions of reverse flow were observed in approximately 20
and 50% of the roughly 400 PIV images analysed for the 0 and 4-degree angle of attack cases,
respectively.

Regarding wake reattachment locations, the results in all cases closely align with prior
studies on axisymmetric BFS. It is important to note that this holds despite the difference in
boat-tail angle, as backward-facing steps correspond to a 90-degree configuration, not tested
in the current study.

Furthermore, these findings support the idea that the conic nose generates stronger shock
waves. In cases with a conic nose, reattachment occurred further downstream compared to
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the other nose configurations, where reattachment points were relatively proximate to each
other. This observation lends weight to Ericsson’s assertion [32] that the pre-separation in the
bi-conic shoulder allows for a more sustained flow attachment in bi-conic noses compared to
conic geometries.

While no distinct phenomena specifically tied to reattachment were identified, a consistent
variation in the reattachment point over time was discerned.

5.1. Design Recommendations
The conclusions drawn from this study offer valuable design insights. Boat-tails set at five and
15-degree angles have been observed to broaden the range of shock wave oscillations, intro-
ducing an additional shock wave that may merge with existing ones. While precise quantifica-
tion of the increase in unsteadiness remains a subject for further investigation, it is clear that
configurations involving sensitive payloads should approach such designs with caution due to
the potential operational complications arising from their unpredictable oscillations. The pres-
ence of an additional shock wave, a propagating disturbance characterised by energy fluctua-
tions in pressure increases followed by abrupt decreases, inherently introduces unsteadiness.
This is generally preferred to be avoided, as it brings additional pressure loads, vibrations from
the oscillations, and shear loads.

Further comprehensive studies are necessary to determine whether the 34-degree con-
figuration would lead to more or less loads in the area compared to 5 and 15-degree angles.
However, considering that fairing’s design always aims to maximise payload, for which a 90-
degree boat-tail would be ideal, and that the solutions with better results seem to be boat-tails
with five and 34 degrees, this last solution seems, with the current results, the best balance
between payload optimisation and loads reduction.

Additionally, the choice of nose significantly impacts stability. It is advised to steer away
of the conic nose design for stability reasons. Instead, the selection between bi-conic and
ogive nose designs should be based on considerations of unsteady loads and manufacturing
precision, as deviations in manufacturing ogive shapes can lead to significant variations (refer
to subsection 2.2.1). This underscores the importance of future research in accurately quan-
tifying the implications of these design choices. Still, bi-conic noses seem the safest option in
terms of manufacturing and phenomena observed, followed by boat-tails with angles around
34 degrees.

5.2. Future Work
Several avenues for future research are identified to enhance the current understanding:

• Unsteady Loads: Future investigations should focus on quantifying the unsteady loads
present along the nose and shock wave locations and their interaction with the boat-tail
region. This would enable a more accurate evaluation of the impact of nose and boat-tail
design on unsteadiness, particularly in scenarios involving sensitive payloads.

• CFD Validation and Insight Enhancement: The integration of Computational Fluid Dy-
namics (CFD) studies, replicating the experimental conditions, is recommended. This
approach would validate the experimental findings and provide a more nuanced under-
standing of the aerodynamic behaviours, such as blockage effects.

• Shock Wave Oscillation: The shock wave positions should be precisely detected so
that the specific oscillation range and a proper cross-correlation between their move-
ments can be made. This would allow to discern if the current low correlation values are
due to the physics of the shock waves or due to other effects.
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• Effect of Cylindrical Section Length: Given that many industry payload launchers
feature extended cylindrical sections, future research should explore the implications of
varying cylindrical section lengths on aerodynamic behaviour.

To conclude, future research efforts should focus on CFD validation, a more accurate as-
sessment of nose design effects, and the investigation of extended cylindrical sections. These
endeavours are expected to refine the understanding of hammerhead payload configurations
and contribute significantly to this field.
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A
Model Drawings

This section presents all the drawings with dimensions instrumental in the manufacturing pro-
cess of all the pieces necessary for the model tested in this project.
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B
Test Matrices

This section presents the complete test matrices for the various experimental campaigns.
Each wind tunnel run includes detailed information about the model and setup configurations.
Additionally, it provides the average Mach number, denoted as Ma, and the corresponding
standard deviation, represented as σMa, along the entire run. This data helps to quantify and
analyze the variability of the Mach number in each experimental campaign.

The various nose geometries are categorized as BC (bi-conic), SH (Sears-Haack or ogive),
and C (conic). These designations are used to differentiate between the different shapes and
configurations of the nose geometries employed in the experimental analysis.

The Schlieren and oil flow visualization campaigns were conducted in parallel, which is why
the numbering of the runs follows that specific sequence. This means that the numbering of
the runs corresponds to the order in which the Schlieren and oil flow visualization experiments
were performed concurrently.

Finally, it must be noted that the results from run 8 at the PIV campaign could not be
used as the transition strip partially flew in the middle of the run, as shown and discussed in
section 3.2.

Table B.1: Oil flow visualisation campaign full test matrix.

Run Nose BT [deg] AoA [deg] p [bar] Ma Ma σMa
3 BC 34 0 2 0.7 0.7001 1.00·10−3

27 BC 34 4 2 0.7 0.7056 0.92·10−3

28 BC 34 4 2 0.8 0.8003 1.50·10−3

29 BC 34 0 2 0.7 0.6996 7.30·10−3

30 BC 34 0 2 0.8 0.8027 3.30·10−3

31 SH 34 0 2 0.8 0.8051 1.10·10−3

32 C 34 0 2 0.8 0.7979 1.10·10−3

34 BC 34 0 2 0.7 0.7002 7.19·10−4
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Table B.2: Schlieren visualisation campaign full test matrix.

Run Nose BT [deg] Ma AoA [deg] f [Hz] Exp. [µs] Lens [mm] p [bar] Ma σMa
1 BC 34 0.7 0 5000 58.22 300 2 0.7002 8.48·10−4

2 BC 34 0.7 0 5000 49.02 300 2 0.7002 1.10·10−3

4 BC 34 0.8 0 5000 49.02 300 2 0.8031 5.40·10−3

5 BC 34 0.8 0 5000 49.02 300 2 0.8001 6.91·10−4

6 BC 5 0.7 0 5000 49.02 300 2 0.7022 6.76·10−4

7 BC 5 0.8 0 5000 49.02 300 2 0.7996 6.70·10−3

8 BC 15 0.7 0 5000 49.02 300 2 0.7016 6.48·10−4

9 BC 15 0.8 0 5000 49.02 300 2 0.8012 7.25·10−4

10 C 34 0.7 0 5000 49.02 300 2 0.7014 6.86·10−4

11 C 34 0.8 0 5000 49.02 300 2 0.7994 7.37·10−4

12 SH 34 0.7 0 5000 49.02 300 2 0.7013 9.42·10−4

13 SH 34 0.8 0 5000 49.02 300 2 0.8021 9.74·10−4

14 SH 5 0.7 0 5000 49.02 300 2 0.7028 1.00·10−3

15 SH 5 0.8 0 5000 49.02 300 2 0.8000 7.40·10−3

16 SH 34 0.7 4 5000 49.02 300 2 0.7020 1.00·10−3

17 SH 34 0.8 4 5000 49.02 300 2 0.8024 2.90·10−3

18 BC 34 0.6 4 5000 49.02 300 2 0.6020 9.64·10−4

19 BC 34 0.7 4 5000 49.02 300 2 0.7009 6.72·10−4

20 BC 34 0.8 4 5000 49.02 300 2 0.8028 5.50·10−3

21 BC 5 0.7 4 5000 49.02 300 2 0.7024 1.60·10−3

22 BC 5 0.8 4 5000 49.02 300 2 0.7996 7.50·10−3

23 BC 15 0.7 4 5000 49.02 300 2 0.7020 7.61·10−4

24 BC 15 0.8 4 5000 49.02 300 2 0.8015 8.62·10−4

25 C 34 0.7 4 5000 49.02 300 2 0.7032 1.10·10−3

26 C 34 0.8 4 5000 49.02 300 2 0.7987 3.70·10−3

33 BC 34 0.7 0 5000 49.02 300 2 0.7002 1.10·10−3

Table B.3: PIV campaign full test matrix. N refers to the number of images taken per run.

Run Nose BT [deg] Ma AoA [deg] p [bar] f [Hz] ∆t [µs] N Ma σMa
1 BC 34 0.7 0 2 5 1.5 200 0.6995 6.30·10−3

2 BC 34 0.7 0 2 5 1.5 200 0.6997 5.60·10−3

3 BC 34 0.8 0 2 5 1.5 250 0.7993 6.60·10−3

4 BC 34 0.8 0 2 5 1.5 250 0.7988 7.00·10−3

5 BC 15 0.7 0 2 5 1.5 250 0.6999 6.40·10−3

6 BC 15 0.7 0 2 5 1.5 250 0.6997 3.60·10−3

7 BC 15 0.8 0 2 5 1.5 250 0.7989 7.60·10−3

8 BC 15 0.8 0 2 5 1.5 250 0.8001 3.70·10−3

11 BC 34 0.8 4 2 5 1.5 250 0.8004 3.00·10−3

12 BC 34 0.8 4 2 5 1.5 250 0.8003 2.80·10−3

13 BC 15 0.7 4 2 5 1.5 250 0.6999 3.60·10−3

15 BC 15 0.8 4 2 5 1.5 300 0.8002 2.80·10−3

16 BC 15 0.8 4 2 5 1.5 150 0.8009 6.30·10−4



C
Oil Flow Visualisation Images and

Diagrams Comparison

This chapter compiles all the oil flow visualisation pictures taken after each run and the schematic
representation done for each case. The order in which are presented correspond to the run
numbering presented in Table B.1.

(a) Photography

(b) Schematic representation

Figure C.1: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 27 at Table B.1: benchmark case based on Coe and Nute’s model 11 [34]

with bi-conic nose, boat-tail of 34-degrees, Ma = 0.7 and AoA = 4 degrees.
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(a) Photography

(b) Schematic representation

Figure C.2: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 28 at Table B.1: benchmark case based on Coe and Nute’s model 11 [34]

with bi-conic nose, boat-tail of 34-degrees, Ma = 0.8 and AoA = 4 degrees.

(a) Photography

(b) Schematic representation

Figure C.3: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 29 at Table B.1: benchmark case based on Coe and Nute’s model 11 [34]

with bi-conic nose, boat-tail of 34-degrees, Ma = 0.7 and AoA = 0 degrees.
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(a) Photography

(b) Schematic representation

Figure C.4: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 30 at Table B.1: benchmark case based on Coe and Nute’s model 11 [34]

with bi-conic nose, boat-tail of 34-degrees, Ma = 0.8 and AoA = 0 degrees.

(a) Photography

(b) Schematic representation

Figure C.5: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 31 at Table B.1: ogive (based on Sears-Haack curve) nose, boat-tail of

34-degrees, Ma = 0.8 and AoA = 0 degrees.
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(a) Photography

(b) Schematic representation

Figure C.6: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 32 at Table B.1: conic nose, boat-tail of 34-degrees, Ma = 0.8 and AoA = 0

degrees.

(a) Photography

(b) Schematic representation

Figure C.7: Comparison between real photography and schematic representation of the oil flow
patterns obtained for run 34 at Table B.1: benchmark case based on Coe and Nute’s model 11 [34]

with bi-conic nose, boat-tail of 34-degrees, Ma = 0.7 and AoA = 0 degrees.
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