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Abstract

As database systems have shifted from disk-based to in-memory, and
the scale of the database in big data analysis increases significantly,
the workloads analyzing huge datasets are growing. Adopting FP-
GAs as hardware accelerators improves the flexibility, parallelism
and power consumption versus CPU-only systems. The accelerators
CE-MS-2018-02 are also required to keep up with high memory bandwidth provided
by advanced memory technologies and new interconnect interfaces.
Sorting is the most fundamental database operation. In multiple-
pass merge sorting, the final pass of the merge operation requires
significant throughput performance to keep up with the high mem-
ory bandwidth. We study the state-of-the-art hardware-based sorters
and present an analysis of our own design. In this thesis, we present
an FPGA-based odd-even merge sorter which features throughput
of 27.18 GB/s when merging 4 streams. Our design also presents
stable throughput performance when the number of input streams
is increased due to its high degree of parallelism. Thanks to such a
generic design, the odd-even merge sorter does not suffer through-
put drop for skewed data distributions and presents constant perfor-
mance over various kinds of input distributions.
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Introduction

1.1 Motivation

In big data analysis, large-scale database systems are widely used and they often occupy a
huge number of database tuples, for example, several terabytes. The large-scale database
systems require strong computation ability which is now normally achieved by highly
parallel multi-core processing systems. Scalability of multiple CPUs is limited due to
the great penalty of communication cost and bus resource utilization. A technology
trend is to investigate heterogeneous systems to perform the acceleration.

Disk-based database systems used to rely on disk performance greatly and I/O in-
terconnect. Now due to the increasing capacities of main memory, the available amount
of main memory is often large enough to contain the entire large-scale database. Thus,
instead of relying on I/O performance, database acceleration nowadays is bounded by
memory and its interconnect.

Apart from the growing capacitance, the available memory bandwidth on a chip also
rises. General purpose processing units are not able to fully utilize all the bandwidth
that a chip can support. A significant advancement is the introduction of Open Coherent
Accelerator Processor Interface (OpenCAPI)[4] which can provide a high bandwidth up
to 25Gb/s per lane. More importantly, the total OpenCAPI bandwidth on a socket rivals
that of main memory on a socket.

Sorting is one of the most fundamental operations in database systems. A sorting
algorithm is to arrange a sequence of tuples in a certain order, descending or ascending.
A tuple in database normally consists of a key and a payload, and the sorting operation
alms to arrange a tuple according to the key value. An effective sorting algorithm can
greatly contribute to the optimization of many complex applications such as search and
join which require their input to be sorted sequences.

A hardware-based sorting algorithm often features high parallelism and high through-
put. Instead of serial sorting, which produces sorted tuples one after another and takes
O(nlogn) to accomplish, parallel sorting can produce several tuples at a time. Some
popular parallel sorting algorithms are a sorting network, sample sort, radix sort, etc.
They all have the potential to feature remarkable performance on parallel architectures
like FPGA.

As a design choice with low power consumption and high parallelism, dedicated
hardware like FPGA is often used to accelerate computing tasks due to their efficient
computing ability and flexibility as shown in Fig. 1.1 1.

A significant challenge we are currently facing when designing an acceleration func-
tion unit (AFU), is to deal with large-scale in-memory databases and keep up with the
high bandwidth expected of an in-memory database. In this thesis, we have provided a

'Source: Bob Broderson, Berkeley Wireless group.
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Figure 1.1: The efficiency and flexibility of different architectures.

design of the AFU that performs merge sort algorithm on an FPGA platform. The work
described in this thesis is part of our Database group project. One of the other projects
aims at feeding the high-bandwidth FPGA accelerators with a designed AFU protocol
layer[9]. Another two projects involve different database operations such as hash-join
and decompression[10, 11].

This chapter serves as the introduction of this thesis. Section 1.2 states the main
contributions of this thesis while section 1.3 lists the outline of the rest part of this
dissertation.

1.2 Thesis Contribution

The goal of this thesis is to implement an efficient acceleration function unit (AFU) to

perform high-performance merge sort on FPGA platform, with a focus on achieving high

throughput, large scale in-memory handling of datasets and effective resource utilization.
The main contributions of this thesis include:

e We survey the state-of-art FPGA-based acceleration on sort algorithms.

e We analysis design choices for parallel sort algorithm to achieve high throughput
and to deal with the throughput drop upon skewed dataset distributions.

e We present the architecture of an FPGA-based odd-even merge sorter which can
ensure stable high throughput while handling multiple streams to-be-merged si-
multaneously.

e We present the validation of our odd-even merge sorter on an FPGA platform*.

e We analyze the performance of our prototype and explore the trade-off between
resource usage and bandwidth requirements.

build 0.18



1.3. THESIS OUTLINE 3

e We explore the scalability of our prototype and compare that with the state-of-art
regarding the number of streams and individual tuple size.

1.3 Thesis Outline

In chapter 1, we present the motivations for this thesis. We also provide a brief in-
troduction of the technology trends in database hardware acceleration, the interconnect
interface and sorting algorithms. The thesis contributions are also shown here.

In chapter 2 we give an essential explanation of the background. Database systems
and some popular operations are introduced. The advantages of FPGA as a good design
choice for accelerators are also extensively explained. We also present some existing
high-bandwidth interconnect technologies, especially OpenCAPI. We mainly focus on
the interface composition and bandwidth performance of OpenCAPI. More importantly,
we present several of the most popular sorting algorithms which can be implemented on
hardware accelerators. Both their principles and hardware performance are presented
and compared.

In chapter 3 we focus on the hardware-based sorting algorithms. We present the
performance metrics of a single sort engine: problem size, latency and throughput.
How these parameters interact with each other and their effect on the performance of
hardware-based sorter are also discussed. We also target on the bottleneck of merging
multiple sorted streams when dealing with extremely large problem sizes. By adopting
an HBM, we provide a complete sketch of multiple pass merge sorter and present the
benefit of applying an HBM on AFU design. The total number of passes required, the
capacity of on-chip buffers, and the number of trips to main memory the data need
to make are also illustrated. More importantly, we provide the essential principle for
a multiple-input merge unit by introducing the concept of feedback elements. We also
present an analysis based on the initial dataset distribution. Skewed data distributions
can result in significant performance drop and thus a merge sorter with stable throughput
performance is needed.

In chapter 4 we propose the odd-even merge sorter. We start with setting the through-
put target and the corresponding parameters of our design. We explain the overall prin-
ciple of our design by providing an architectural overview of how the odd-even merge
sorter interacts with its environment. We then illustrate the main data path of this
merge sorter and its behaviors in odd and even cycles. By introducing the definition of
odd and even cycles, we present the main components of this design and look at how
they respond to the alternatively changing cycle status. When we come to the swap
unit, we compare the traditional sorting network and our tag sorting network on both
working principles and latency performance. More importantly, the design choice for the
lowest swap unit is also illustrated.

In chapter 5 we present the validation of our proposal. The simulation and synthe-
sis platform are introduced, as well as the target FPGA chip. The simulation results
demonstrate the behavior of our odd-even merge sorter cycle by cycle. The waveform
shows the exact cycles when the engine is initialized and when the output sequence is
effective and ready to be collected. The performance evaluation on the odd-even merge
sorter is based on three metrics: resource utilization, frequency and throughput. We
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4 CHAPTER 1. INTRODUCTION

present several synthesis results showing the performance metrics versus different num-
bers of input streams. The evaluation results indicate stable throughput performance
and flexible scaling of our odd-even merge sorter.

In chapter 6 we present our conclusions and illustarte the future work.
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Background

In this chapter, we give a brief introduction to sort algorithm and the hardware acceler-
ation of it. Section 2.1 introduces the database and presents some accelerators that are
widely studied and used. The high bandwidth interconnection plays an important role in
hardware acceleration applications and is introduced in section 2.2. In section 2.3.1, some
popular sorting algorithms are also illustrated. We talk about their operating functions
and hardware performance.

2.1 Database Acceleration

2.1.1 Database

A database is a collection of data where data is organized, stored and managed inside a
storage device. The data within a database system can be shared, analyzed and operated.
Various applications take advantage of various kinds of database systems from simple
relational databases to large-scale warehouse systems. Database systems are designed
typically to support different operation upon the data.

A relational database is a popular kind of database that is built on the relational
model of data[l2]. It consists of a set of relations from which data can be accessed or
reassembled in many different ways without having to reorganize the database tables.
A relation, or called as a table, is a set of tuples that represents a single object and
information about this object.

Applications usually access datasets by specifying queries using operations such as
select to identify desired tuples, and join to combine multiple relations together. Within
a table, each column corresponds to an attribute or field, the data categories within each
row represent tuples or records.

Attribute
—_—

Tuple {

—_———
Relation

Figure 2.1: Relational database terminology|[1].



6 CHAPTER 2. BACKGROUND

2.1.2 Hardware Acceleration

Hardware acceleration is to perform some certain functions or algorithms more effi-
ciently than in general purpose processing units, programmed by software. Remarkable
applications of hardware acceleration are the use of GPUs to speed up the processing
of graphs[13]|, and FPGA arrays utilized in Microsoft’s Bing search engine[14]. This
hardware that is an individual unit different from CPU is called the accelerator. GPUs
and FPGAs are widely used accelerators, and studies of them are still an active area of
research.

Traditional single-core or even multi-core CPU systems are less effective when the
computing tasks involve a high level of parallelism. Limited by its Von Neumann archi-
tecture, a CPU sequentially performs instructions and relies on instruction fetch. The
benefit of hardware accelerators is that they allow more freedom in instruction level par-
allelism and is potential for higher concurrency than traditional homogeneous systems.
Accelerators are free from the sophisticated control logic and generalized data paths, so
the overhead of each instruction is greatly reduced.

GPU stands for ”graphics processing unit”. A GPU is very efficient at image pro-
cessing due to its highly parallel structure. With thousands of cores integrated inside
a GPU, it can perform massively parallel tasks such as floating-point operations at a
relatively small granularity.

FPGA stands for the field-programmable gate array. It is an integrated circuit with
re-configurable resources such as logic blocks, I/O cells and interconnect resources. The
logic blocks can be programmed to simple logic units, like AND and NOR, and are
also able to build complex function units to perform instructions with a high degree of
concurrency. FPGAs also contain memory resources such as flip-flops and block RAMs.

/0 Blocks

P
Favaata oy
SO GO oG
2naag

L H

LT

o | o o o o

(-

e

onsooats

Interconnections

Logic Blocks

Figure 2.2: Architectural overview of an FPGA[2]
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2.2. HIGH BANDWIDTH CONNECTION 7

Increasingly a choice for accelerators, one of the FPGA’s advantages is the flexibil-
ity due to its reconfigurable resources. Although the general-purpose GPU can handle
various acceleration applications, an FPGA can be handily reconfigured into dedicated
hardware for a specific application. It can save some unnecessary logic or instructions
compared with that of GPU. Consequently, an FPGA is more power-efficient than a
GPU as shown in Fig. 2.3.

9

8

7

6

5

4

3

2

1 I
o H_ l o -

GPU GPU GPU

FPGA FPGA FPGA

Nvidia GeForce PowerColor  Sapphire Radeon  Artix-7 200T Kintex-7 480T Virtex-7 690T
GT 73064-bit  Radeon R9 390X R9 Fury X

W Processing Power - Single, TFLOPS M Price, €/GFLOPS Power Efficiency, GFLPOS/W/10

Figure 2.3: GPU vs FPGA performance comparison.[3]

Latency is another important issue for many applications, such as network synchro-
nization and control applications. Take the Microsoft’s Bing search engine[14] as an
example, to return search results as soon as possible we have to reduce the latency for
every instruction. Due to its pipelining and dedicated design, FPGAs can process data
within a couple of cycles. It even gets boosted performance when applying high band-
width interconnections such as the OpenCAPI interface (illustrated in section 2.2.1).

We now look at the FPGA performance in computation-intensive applications, such
as matrix operation, compress, sort, etc. FPGAs can handle a much higher workload than
CPUs when configured with deep pipelines and configured to fetch data in parallel. For
bandwidth-intensive applications, FPGAs benefit much more because its interconnection
can be configured to meet a throughput over 100GB/s[15].

Although ASICs perform best in throughput, latency and power consumption, an
ASIC is often not an appropriate alternative for hardware acceleration. One important
reason is that it takes more time and more cost to develop an ASIC which is not accept-
able in a data center where the computing tasks are changing rapidly and the flexibility
to apply hardware to many different tasks is key to achieving good utilization.

2.2 High Bandwidth Connection

High bandwidth connections are required to provide both high bandwidth and low la-
tency to meet the requirement of high-performance computing systems (HPCS).
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8 CHAPTER 2. BACKGROUND

2.2.1 OpenCAPI

OpenCAPI[4] stands for the Open Coherent Accelerator Processor Interface and is a
new bus stand. It is designed for heterogeneous systems to leverage the advantages of
accelerators. Such an architecture allows highly effective connections between processors
and accelerators while promising greatly improved coherent memory access by placing
the accelerators in user-level to provide fine-grained interaction.

2.2.2 Interface Composition

Fig. 2.2.1 shows an overview of the OpenCAPI protocol stack with multiple layers from
the host processor side to OpenCAPI device side. In our case, we regard the OpenCAPI
device as an acceleration function unit (AFU). Transaction Layer(TL) can be seen on
both the host and accelerator side and is responsible for the conversion between requests
and commands. In host side, TL performs the interpretation from host specific protocol
requests into TL commands and the inverse operation. Similarly, Transaction Layer on
accelerator side (TLx) performs the interpretation of AFU protocol requests into TLx
commands and the inverse operation.

The Physical Layers, Data Link Layers, and Transaction Layers are established on
both host and AFU side in a symmetric structure, and the OpenCAPI presets them.

Host bus interface

Host bus protocol
layer

<«—— Host fabric bus

=
o
w
» T
§ TL Frame/Parser <+—— OpenCAPI packets
a <+—— DL packet (format)
k7]
o
e <+— DL packet
Serial link
)
€;> * DLX packet
7]
°
E T ——— DLX packet (format)
% <+—— AFU packets
Q
o] <+—— AFU protocol stack

interface
AFU protocol layer

Figure 2.4: An overview of the OpenCAPI protocol stack[4]
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2.3. SORT ALGORITHM 9

2.2.3 Memory Bandwidth Performance

The Data Link Layer shown in Fig. 2.2.1 can support a maximum bandwidth of 25GB/s if
utilizing 8 lanes. The available throughput is much higher than that in PCle gen 3 which
is around 8 GB/s. Also, 32 lanes in total can be supported by POWER9 architecture,
of which the bandwidth can reach a higher performance[16].

Apart from accelerators, other devices such as coherent network controllers, advanced
memory and coherent storage controllers in heterogeneous systems are also enabled by
OpenCAPI. Among them, the advanced memory access is guaranteed by read/write or
user-level DMA semantics with very low latency. The circuit complexity of accelerators
is also reduced in OpenCAPI by placing more of the complexity on the host side.

1. Accelerator 2. Coherent 3. Advanced 4. Coherent
Network Controller Memary Storage Controller
@ geag
Qoo
paan & E
gooo
. [E degs) |
| 0
L ]
l s

OpenCAPI

oooo i
Bl -
| [m]m]
loooo
imuuu

Standiard PCle Storage
Mamory

Datacenter server racks

Figure 2.5: Server internal overview|[4]

2.3 Sort Algorithm

2.3.1 Stability and Adaptation of Sort Algorithms.

There are two important characteristics of sort algorithms. One is stability, and the other
is the adaptability to the input dataset. A sort algorithm is stable when the produced
sorted lists preserve the initial relative order of identical values. A tuple to be sorted
usually consists of a key and a payload. The key is the reference we access and count
on when we perform a sort operation upon several tuples while the payload represents
the attached information that is not taken into consideration as part of the sort key. A
conflict happens when several tuples carry with the same value of keys, and they will be
regarded as identical tuples. Thus, apart from the key and payload of a tuple, we should
also be aware of the initial order of the tuples. If several tuples appear to be identical,
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the output order should be the same with the relative order of them as indicated in the
input sequence. A stable sort algorithm is said to satisfy this property.

The adaptive sort algorithm is to be aware of the initial status, or the distribution
of the dataset of interest, and take advantages of the initial distribution to perform
corresponding processes. A sort algorithm is adaptive when the running time of it differs
for inputs with different initial distributions. For example, if a sequence is partially sorted
itself, an adaptive sort algorithm can sort it faster than a random sequence. Some smart
and adaptive sort algorithms can sort a reversely sorted input in short running time by
recognizing the ascending order in Fig. 2.6, but a non-adaptive sort algorithm can take
much longer time to sort such a list.

I‘ ‘||| | Il-
=
o

.|||I| ‘”

(b) (c)

Figure 2.6: Random(a), partially sorted(b) and Reversed(c) distributions.

In following subsections, we present several popular sort algorithms from their func-
tion to their running performance. These sort algorithms have been widely studied for
accelerators due to their flexibility in scaling and advantages in parallelism. The two
characteristics mentioned above are stated along with their descriptions.

2.3.2 Radix Sort

The radix sort[17] starts with the reinterpretation of a k-bit key as a composition of
many d-bit digits, given that d is smaller than k. A radix sort splits the k bits of keys
into smaller d-bit digits to acquire a small enough radix r = 2¢. By iterating over all the
keys, we can partition the entire data set into r buckets according to the unique value
of the particular d-bit digits.

The interpretation of k-bit keys into d-bit digits can be performed by either from the
most-significant (MSD) digit to the least-significant digit(LSD) or the inverse operation.
We take the MSD as the starting digit in the following explanation.

The partition of all the keys into r distinct buckets is done by using a counting
sort. The counting sort is performed to compute a histogram over the most-significant
digit, which represents the number of keys over all the possible MSD values. Calculated
from the histogram, a prefix sum indicates the required memory offsets for each of the r
buckets and the number of keys should be placed into each r buckets. Every key within
the same bucket shares the same MSD value.

After the first partition by the most-significant digit, the buckets resulted from the
partition are either further partitioned into many sub-buckets by another counting sort,
or to be sorted by applying a local sort. When presenting another partition, which
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2.3. SORT ALGORITHM 11

is another pass, the digit according to which the counting sort partitions the existing
buckets into a set of sub-buckets is now shifted towards the LSD, normally by one.
The partition pass is finished either until the current referring digit is the LSD, or the
partitioned sub-buckets are small enough to be sorted out by a local sort.

A local sort here is actually to sort all the keys within a bucket within on-chip shared
memory, which is greatly limited to the size of the key and the hardware resources. Thus,
a local sort will only be performed when a bucket contains a small enough number of
keys. An example applying the radix sort is shown in table 2.1.

Table 2.1: A radix sort example: sorting 16 keys of k=4 and d=2.

o112 |3|4 |5 6| 7|8 |9 |10|11|12|13|14] 15
MSD 2310210311 (13|22(33|30|10|02|01]13|12|21 10| 02
histogram | 5 | 6 | 3 | 2
prefix-sum | 0 | 5 | 11 | 14

bucket 0 bucket 1 bucket 2 bucket 3

Next digit | 02 | 03 |02 01|02 |11 |13 |10 | 13| 12|10 | 23 ‘ 22 ‘ 21 |1 33| 30
histogram | 0 1131 2 1 1 2
prefix-sum | 0 | O | 1 | 4 012131 4

bl b2 b3 b0 bl | b2 b3 local sort local sort

01 | 02 ‘ 02 ‘ 0203110 ‘ 10| 11 | 12 | 13 ‘ 13 | 21 ‘ 22 ‘ 23 | 30 ‘ 33

It is easy to ensure stable sorting by preserving the initial offsets of each key before
the first partition. However, this radix sort does not adapt to the initial status of inputs
since the partition process shuffles the keys around.

2.3.3 Sample Sort

The sample sort normally relies on using a set of samples of the input data sets to
partition them into unique sub-problems that can be sorted independently. The set of
samples, also called the splitters, are randomly selected from the entire input data set.
The p—1 splitters are then sorted into a sequence S = {s1, S92, ..., Sp—1} which represents
the distribution of key values since they are sampled from the entire data set. The more
splitters we collect, the more information about the entire dataset we can know.

Once sorted, the sequence S defines p buckets, and their ranges are also indicated
by the splitters. For example, bucket ¢ has a range of [s;, s;11). Having defined the p
buckets, iterate over the input elements and place them into correct buckets, of which the
ranges can cover the key values. Then the final step is to sort each of all the buckets.Each
individual bucket is usually created for one individual processor so that each bucket can
be sorted in parallel.

The performance of a sample sort depends greatly on the bucket size. A smaller
bucket size can predict a relatively shorter running time while keeping the total number of
input elements the same, but it also requires more sort engines for each bucket. Besides,
variation in bucket sizes can lead to an unbalanced workload for each sort engine so that
the sort engines have to be created for the worst case bucket size.

To obtain desired buckets, the splitters are expected to be large and representative
enough. Oversampling technology[18] can be applied here to create a set of more effective
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splitters by introducing an oversampling ratio which is taken into account when selecting
the splitters.

Now the sample sort is often used as a partition method rather than a sorter since
it has unstable bucket performance as illustrated above. [19] applies sample sort as part
of its sort algorithm and utilizes it in distributed memory systems.

The sample sort is adaptive since it interprets the distribution of the inputs as a
sequence of splitters. For uniform inputs, sample sort can perform small enough bucket
sizes with small deviation when selecting splitters correctly, but it can be difficult to
obtain the desired bucket sizes if the initial distribution of dataset is not easy to be
sampled. Stable output can also be ensured by tagging the duplicates before they are
sorted inside each bucket.

2.3.4 Sorting Network

The sorting network is a traditional sort algorithm that consists of multiple inputs and
is comparator-based. The basic construction unit of a sorting network is a 2-input and
2-output comparator in Fig. 2.7. This unit compares the key values of these two inputs,
and it collected outputO is the smaller one of the 2 inputs while outputl is the larger
one. The outputs can be reversed in ascending order but we present descending order in

the rest of the dissertation.
In1 Outl
InO I OutO

Figure 2.7: A typical 2-input and 2-output comparator.

We assume that the running time of each comparator is the same constant and the
running time of one comparator is a unit time. In Fig. 2.8, each vertical line, C1, C2,...,
C5 represents one comparator. The C1 and C2 in Fig. 2.8 (a) operate simultaneously
so Cl and C2 can be considered as a depth of 1 with a total running time of one unit
time. It is the same for C3 and C4. We call the combination of C1 and C2 as layer 1 and
the combination of C3 and C4 as layer 2. Therefore, layer 1 and layer 2 are constructed
in cascade mode. Another configuration of a sorting network with a depth of 3 is also
shown in Fig. 2.8 (b).

We define the latency of a sorting network as the time for one specific input to travel
from the first comparator layer to the last layer. It is determined by the largest number
of comparators that any input has to pass through.

We distinguish sorting networks by the organization of comparators. A classical way
to organize a sorting network is put forward by Batcher[20] which is a bitonic sort. It
applies in the first step to transfer a m-number sequence in arbitrary distribution into
a bitonic sequence with half in descending order and another half in ascending order.
More discussion on bitonic sequences can be found in section4.4.2. The bitonic sequences
obtained above will then be merged by logn stages where each stage consists of shuffle,
compare and unshuffle as shown in Fig. 2.9[5].
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a3 I b3 a3 - b3
az b2 a2 I I h2
al b1l al I & b1
a0 o]0] a0 l a]0]
Cl C2 (C3 c4 Cl C2 C3 C4 CC5
(a) (b)

Figure 2.8: (a) A 4-input, 4-output sorting network with a depth of 2. (b) A 4-input, 4-output
sorting network with a depth of 3.

(“mnpary(aFa‘J

Shuffle(x=n=8) Unshufflefx=n=8)

Figure 2.9: A Batcher’s merge stages|[5]

There are also many other ways to build a sorting network, such as a depth-optimal
sorting network in [21] and odd-even merging network|[22].

Its component comparators can guarantee the stability of a sorting network. If two
inputs have identical keys, then comparator will not perform the swap operation and
preserve output0/1 as inputO/1. Sorting network algorithms can be viewed as adap-
tive sort algorithms since different configurations of the network can be selected upon
the data distribution, but in general, sorting networks are created to handle arbitrary
distributions.

2.3.5 Merge-Tree Sort

A merge-tree is a log-structure consisting of many leaves. In the beginning, one element
is placed at each leaf. Two leaves meet each other, and the smaller element will slip to the
edge and is placed at the top of another leaf. A set of leaves that operate simultaneously
is called a level, and we name two leaves as a merge node. It can be predicted that for
each level, the elements produced are the currently smallest.

An example is shown in Fig. 2.10. The input sequence is {1,3,4,2,7,6,9,5}, each of
which is placed on the top leaves. It will then become {1,2,6,5} at level 2 and eventually
{1} will be produced at the final node. One drawback of the tree-structure is only one
element can be produced each time and only one can be fed into it as well.

The tree-structure is a very simple implementation of merge sort which aims to merge
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1 34 27 69 5
Level 1 \/\/\/ \/
1 2 6 5

Level 2 \/ \/
1 5
Level 3 \/
1

Figure 2.10: Log-structured merge tree

one or more pairs of sequences into one sequence. The performance of a tree-structure
can be improved by elaborating the individual merge nodes[23]. The enhanced merge
node performs complex merging of multiple elements by combining other sort algorithms
together. Another way to improve the tree-structure is to enable high throughput at the
top of each leaf[15]. It is a way to utilize high bandwidth to perform merge sort.

A discussion of the enhanced tree-structure is performed in section 3.4.2 with multiple
outputs at the final node.

2.3.6 Hardware Performance of Prior Work

Although the hardware implementation of sorting algorithms can easily achieve perfor-
mance several times faster than a software implementation, a hardware-based sorter is
typically required to perform massively parallel data fetch as well as deliver both high
bandwidth and stable throughput.

In [23] a parallel tree-structure merge sort is presented. It merges 32 input streams
and reaches a maximum throughput at around 24.6 GB/s. It greatly increases the
parallelism of FPGA-based merge sorters but the throughput is not stable and will
suffer a significant drop especially in an extreme case when the data distribution among
the 32 input streams is badly skewed.

Another unstable throughput performance can be seen in[24]. It also performs a sort
algorithm to handle many input streams simultaneously by using a hybrid design of a
merge tree and a bitonic merge network, but the merge nodes presented also suffer from
throughput drop upon skewed distributions.

A stable throughput method is studied in [15] by establishing a high bandwidth sort
merger to utilize the previous sort merge passes and enhance the throughput perfor-
mance. A maximum throughput of 19.2 GB/s is obtained. The drawback here is that
the design is not easy to scale for a much larger amount of streams.

In summary, the design specifications to satisfy are on both algorithm side and hard-
ware performance side. The desired sort algorithm is expected to be stable upon dupli-
cates and also able to handle the overhead upon various initial input distributions. When
implemented on hardware, the resources should be configured and utilized effectively, and
the presented dedicated architecture should perform advantages on parallelism, operat-
ing frequency, and throughput. The sort algorithm design choice and the implementation
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are shown in Chapter 3 and Chapter 4, while the validation can be found in Chapter 5.
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Hardware Merge Sorter

The previous chapter 2 introduced several popular sequential and parallel sort algorithms
and the highlights in hardware acceleration. Chapter 3 presents the performance analy-
sis of the merge sort algorithm in hardware. Section 3.1 illustrates the single-pass and
multi-pass sorter. Section 8.2 provides a complete multi-pass sort proposal based on the
utilization of high-bandwidth memory and analyzes the buffer usage to cover commumni-
cation latency with memory. Section 3.8 illustrates some essential rules for a merge
unit to merge multiple streams. Finally, in section 3.4, the relation between throughput
performance and input randomization in hardware-based sorters is addressed.

3.1 Performance of Hardware-based Sorter

3.1.1 Problem Size and Overall Latency

The throughput of accelerators for in-memory database operations also indicates the
interconnection bandwidth utilization. In the past when the bandwidth was low, a
throughput of producing one sorted element per cycle, a few gigabytes per second, if
performed by a general purpose processing unit, was enough to keep up with the memory
bandwidth. However, because the interconnect technologies can support significantly
higher bandwidth, the design of hardware-based database operations should be revisited
and more attention should be put on throughput performance.

The overall throughput is the volume of sorted data produced within a unit amount
of time. In equation 3.1, T represents the overall throughput. D is the problem size,
the total amount of data to be sorted and ¢ is the overall latency, the time from the first
tuple leaves the memory to the time all tuples are sorted.

T= % (3.1)

In equation 3.2, tppga is the execution time spent on the FPGA accelerator, and
tmemory 1S the time spent on trips to access external host memory via the interconnect.
toverlap 1 the overlapping amount of latency when the FPGA and the host memory
operate concurrently.

toverall = tFpPGA + tmemory - toverlap (3'2)

Let d be the width of a sort engine. It represents the maximum number of input
ports of a sort engine at a time. In an 8-input sorting network case as an example, d
is 8. We can then estimate the execution time of a sort engine by equation 3.3 where
taverage 18 the average execution time for one iteration.

trpga = long X tavemge (3.3)
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18 CHAPTER 3. HARDWARE MERGE SORTER

We can now see the impact of a large problem size on the overall throughput perfor-
mance from the equations above. For a small problem size that can fit into the FPGA
on-chip memory, a peak throughput can be achieved when tppg4 dominates. As the
problem size grows and exceeds the capacity of on-chip memory, extra trips to host
memory are necessary which results in a large t,,emory. The overall throughput achieved
drops for large problem sizes. A plot from [6] indicates the trade-off between throughput
and input size.

(=]

—&— CPU+FPGA
—e—FPGA only
—#— CPU only

.

th

I

I~

Overall Throughput (GBytes/s)

—
=

10! 102
Problem Size (MBytes)

Figure 3.1: Throughput comparison for various input size [6]

To avoid significantly decreasing throughput, one way is to establish a strong sort
engine with a large width to reduce the execution times. Another method is to partition
a large-size problem into many small partitions, sort them in parallel and merge them
together. Studies[19, 22, 25] employ different methods to divide the large-scale dataset
into many partitions in a smaller size and sort them using individual sort engine to avoid
performance drop in throughput.

3.1.2 Throughput of A Single Engine

We now consider the throughput performance of an individual sort engine. A straight-
forward calculation for the throughput of a single engine is shown in equation 3.4. F is
the number of sorted elements produced every cycle, s is the element size, and F' is the
operating frequency of the FPGA accelerator.

Tengine = E x s x F (3.4)

In this thesis, we focus on improving F, since increasing the number of output el-
ements per cycle is attracting great research interest recently. It is an effective way to
improve the throughput performance of the hardware-based sorter. Multiple elements
can be processed simultaneously thanks to the great flexibility and parallelism of FP-
GAs. Thus we can explore algorithms with the potential to feature massively parallel
processing.
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3.1. PERFORMANCE OF HARDWARE-BASED SORTER 19

From a generic perspective, most of the sort algorithms for large-scale problem size
have to perform a merge operation after sorting many partitions. We call them the
hardware merge sorter, which performs the merge operation upon two or more already
sorted streams.

3.1.3 Merging Multiple Streams

A typical merge engine to perform a merging operation is shown in Fig. 3.2 where
N streams are merged into one larger stream. In large-scale database systems with
thousands of partitions, a N-stream merge engine is usually unable to read all the top
elements from every sequence simultaneously. Therefore, either more merge engines are
cascaded, or the merge process will take more iterations over the merge engine until the
entire dataset is merged. The number of iterations is determined by the width IV of the
merge engine as logy S, where S is the total number of streams to be merged. Therefore,
if we have a large merge engine, the number of iterations required grows more slowly
versus the increasing problem size and allows larger datasets to be handled.

N Small Sorted Runs
- E E 2\

LT

N to 1 Merger

Figure 3.2: One-pass Merge Sorter, which merges several sorted runs in small problem size into
one whole large run.

It takes more than one iteration over every partition to finish the merge. Therefore,
multiple iterations (at least two) will be necessary when dealing with large datasets.
Datasets will go through the sort or merge engine more than once. The first pass basically
involves partitioning and sorting. Datasets can be partitioned by radix bits [17] or by
sampling [26]. The sort engine here can be applied in various ways (in parallel or in
serial) as long as it performs well enough to sort the partition fed to it.

Fig. 3.3 indicates the multi-pass merge engine design methodology from our work [7].
Fig. 3.3 (b) explains our thoughts for the multi-pass merge engine. We have more engines
at each pass to work in parallel, which can reduce the number of iterations needed to
access the memory and eventually save much time for each previous pass before the final
pass. The produced sorted runs of each engine become larger at later passes.

In general, what we obtain after accomplishing the first pass are many data sequences
in a small size that are sorted. It may take another pass to sort the data sequences or
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Merge Pass 1

N to 1 Merger

-1 -1

Merge Pass 2

Final Pass I I I I

N to 1 Merger N to 1 Merger

N to 1 Merger

N to 1 Merger

(@) (b)

Figure 3.3: multi-pass merge sort from our work [7]. (a) explains how the multiple passes of a
merge algorithm interact with each other (b) is our high performance multi-pass merger where
each pass has multiple engines to handle more runs to save the execution time of previous passes
before the final one.

even more passes depending on the ability of the merge engine. Therefore, the passes
after the first pass consist of merging only. Several ordered sequences are merged into
one large ordered sequence. Small sequences are combined into large streams. However,
in both cases the final pass is doing the same job, that is merging N runs into one final
run after which no further merging will be done. This indicates us that the final merge
engine is now the bottleneck of the throughput performance. The final merge pass has
to guarantee all the remaining streams are combined one single and final sorted stream.
This requires a single stronger merge engine instead of more. The architecture and
implementation of such a strong merge engine will be presented in later chapters.

3.2 Adopting HBM for High Performance Merge Sort

3.2.1 High-Bandwidth Memory

High-Bandwidth Memory (HBM) is a new type of memory chip with low power consump-
tion and ultra-wide communication lanes. It is the new-generation memory solution for
bandwidth-hungry applications. The most remarkable characteristic of HBM is the high
bandwidth performance which is more than 3 times of that of a GDDR5. Figure 3.4
indicates that the first generation of HBM was announced with a bandwidth of 128GB/s
in 2013 while the HBM2 was demonstrated with a 256GB/s bandwidth in 2016 [8].
Fig. 3.5 shows how the multi-pass merge sort interacts with the host memory. Given
that the maximum available memory bandwidth is 25GB/s, every time we across a sort/
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Figure 3.4: HBM overall specification from [8]

merge engine, a read and write operations are necessary to access the host memory in a
certain latency. We can have this improved by adopting an HBM.

R-15%-Pass
25GB/s
_
— 1 Sorter
W-1t-Pass
25GB/s

R-2"¢-Pass
25BG/s

—
W-2"d-Pass
25GB/s

[ Merger
-

Host Memory

R-Last-Pass
25GB/s

e
W-Last-Pass
25GB/s

Figure 3.5: A Multiple pass merge sort interacting with the host memory.

A construction of multi-pass merge sorter involving the utilization of HBM is sketched
in Fig. 3.6. Given that the unsorted datasets are stored in host memory, the sorter and
merger are implemented together as an AFU, and the HBM is also integrated on the
same chip where our AFU is located. The sketch presents a typical 5-pass merge sorter.
As the OpenCAPI is introduced in section 2.2.1, the bandwidth between host memory
and AFU is considered to be 25GB/s while the bandwidth between HBM and AFU is
considered to be 200GB/s. In the 1st pass, we fetch data from host memory in small
partitions, sort them and write to HBM as sorted runs. The merge starts from the second
pass where the top elements (the smallest) are read from several runs and merged into a
new but larger set of runs. Consequently, the third and fourth passes are similar merge
operation with the second pass but the generated runs are getting larger. At the final
pass, all the remaining runs have to be merged into one individual final run. All the
runs are read with their top elements from the HBM, and the merge results are written
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to the main memory. Therefore, since all these three intermediate passes are performed
via the HBM but not the host memory, we can regard this whole structure as a one-pass
design since we only have to read from and write to the host memory once, which are
the very beginning and the final end.

In extremely large-scale cases when the storage room needed by the intermediate
generated runs exceed the capacity of HBM, more passes through the host memory will
be necessary. The HBM will not be able to hold all the intermediate passes. Therefore,
we have to do a first pass as shown and then a final merge from host memory.

W-5t-Pass
25GB/s

R-1%-Pass
25GB/s
Host Memory ——— Sorter

W-15-Pass
200GB/s

Figure 3.6: A multi-pass merge sorter with HBM utilized.

The read and write execution time reveal the advantages of HBM. In the first pass,
we have a read speed of 25GB/s and a write speed to HBM of 200GB/s, so the dominant
execution here is the read which is much slower than the write. This pass performs
the same with and without HBM. Fortunately, things are different in later passes. The
read and write in the second, third and fourth passes shown in Fig. 3.6 are all executed
through the HBM at 200GB/s. Assuming that read and write are executed in parallel,
these three intermediate passes are 8 times as fast as the 1st pass. By regarding the
entire design as a one-pass design, we can consider that the latency of multiple memory
access is greatly saved.

When it comes to the final pass, which consists of read from HBM and write to
host memory, the overall execution time is determined by the write execution. To fully
leverage the advantages of HBM, the throughput of the last pass is supposed to catch
up with 25GB/s. The 25GB/s throughput requirement also indicates the performance
of the final-pass merge engine is essentially significant.

3.2.2 Latency and Buffer

For a typical FPGA with a clock frequency of 200MHz, each cycle takes 5ns. We assume
that the latency of data communication from main memory takes lus and that from
HBM takes 100ns. When performing in-memory database operations, the latency of
fetching data from memory is longer than one FPGA cycle. Therefore, a compensation
buffer is necessary to cover the latency from memory. The compensation buffer size can
be obtained by equation 3.5. B is the on-chip buffer capacity, t,emory is the latency
of memory access, s is the element size and E is the number of output elements of the
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merge engine.
B = tmemory X § X E (3.5)

The limited capacity of on-chip buffer is also one of the reasons why multiple passes
are preferred when sorting large-scale dataset. If we have the merging done within one
pass, extra buffers are needed. The extra buffers are needed to store the output of one
stage and then provide input for the next stage. The previous stage merges small sorted
partitions and generates larger sorted partitions. Given that the first stage merges x
inputs and the second merge stage handle y inputs, the buffer size required at later
passes increases by a factor of xy. The buffer here is to store y times output of the
partitions from the previous merge stage. Thus, the size of such an intermediate buffer
is determined by the overall consumed data size of the next merge stage.

Bufferl > Buffer2 > Buffer2 Memory

One Entire Pass

Figure 3.7: Bufferl is for latency compensation and buffer2 to store intermediate partitions.

Compensation Buffer > >>

for Memory Latency >

Memory
L] [ ] > >

One large merge stage with multiple levels
= mm s mm h mm s mm h mm s o s mm s Em s mm s Em s omm s mm o oo -

One Entire Pass
Figure 3.8: Apply a larger compensation buffer with a large merge unit

A simple assumption is that with a 2-stage merge, shown in fig. 3.7 where each
stage consumes 4 inputs, and the throughput of the tree is only one element per cycle.
Considering the case that with 8B key and 8B payload, the buffer size required at the
1st/2nd/3rd/4th/5th pass is 256B/4KB/64KB/1MB/16MB, which indicates that the
intermediate buffer size determines how much input each stage can deal with.

For the sake of dealing with the growing buffer demands brought by large problem
sizes, it is more effective to implement one single large merge stage without establishing
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several stages as in fig 3.8. Getting rid of intermediate buffer requires more buffer to
compensate the latency.

3.3 Merge Unit

As indicated in the previous section a merge unit combines two or more sorted sequences
into one single sorted sequence and is usually performed as a later processing step after
sorting small partitions. Studies on merge usually focus on two significant performance
improvements: to handle more streams[23] or to handle more elements per stream[15].
Both of these approaches have to deal with a general issue, how to fetch new elements
in the streaming pattern.

a7 b7 a7 b7
ab b6 a6 b6
as b5 a5 b5
ad b4 ad b4
a3 b3 — a3 b3
a2 b2 a2 b2
al bl al bl
a0 b0 a0 b0

Figure 3.9: Input columns for 2-stream merging. The right arrow means one cycle later. Yellow
blocks in left columns are input while the yellow one in right are the input for next cycle. Blue
blocks are what have been output.

a7 b7 c7 d7 a7 b7 c7 d7
a6 b6 6 dé a6 b6 6 dé
a5 b5 c5 dS a5 b5 c5 dS
a4 b4 cd d4 _ ad b4 cd d4
a3 b3 c3 d3 - a3 b3 c3 d3
a2 b2 c2 d2 a2 b2 c2 d2
al bl cl dl al bl cl dl
a0 b0 c0 do a0 b0 c0 do

Figure 3.10: Input columns for 4-stream merging. Yellow blocks in left columns are input while
the yellow one in right are the input for next cycle. Blue blocks are what have been output.

Figure 3.9 shows how the inputs are fetched and fed when merging two streams.
Column a and b are both sorted sequences in descending order where a0 and b0 are the
smallest entries in each column. At the very first we will take the smallest 4 elements
from both columns and go through a merge unit. Given that by < az and as < by, we
will have {ag, a1, az,bo} as the first series of output. Thus we will see that {as, by, ba, b3}
will not be sent to output because they are fetched and fed into the merge unit to ensure
that the generated {ag, a1, ag,bo} is the smallest 4 elements between the entire 2 streams.
Therefore the difference between the number of inputs and outputs is apparent since we
have 8 inputs in total but only 4 outputs are produced. At the next cycle, together
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with {as, b1, be, b3}, we fetch a new element set of {aq4, a5, ag, bs} so as to generate new 4
outputs.

When merging more streams we see the same effect. In fig 3.10 totally 16 elements
from 4 streams were fed into the merge unit to generate the smallest 4 elements among
all the streams. Again, we have some elements involved in the merge but not sent out.
We call them the feedback elements. They will be updated every cycle and remain inside
the merge unit.

In summary, if a merge unit is intended to output N elements every cycle from M
stream, it has to deal with M x N elements every cycle while (M x N — N) elements are
the feedback elements stored inside the merge unit. Only N elements should be fetched
and fed into the merge unit every cycle since the feedback elements have been taken in
previous cycles. The new elements fetching is data dependent. Which next N elements
should be fetched depends on what were produced in the previous cycle. To implement
this, we build a simple chain table. A few extra bits are attached to every individual
element representing the stream number it comes from. In the outgoing N elements, if
n (n <= N) elements are from stream i (i <= M), then the next input elements consist
of the remaining smallest n elements from stream i. No read request will be executed
upon streams without elements sent out.

3.4 Throughput Performance and Input Randomization

3.4.1 Skewed Data Distribution

In the design of our sorter, we have to consider a variety of key distributions, as various
kinds of distribution can occur in unsorted datasets when they are collected from real
life databases.

A popular assumption is for the dataset distribution to be uniform or ideally random,
where in a general overview of the entire dataset, both relatively smaller and larger
values occur in any column at equally the same probability. If we partition such a
uniform distribution beforehand, we can obtain small partitions in which sequences have
relatively the same distribution in the number of small and large values. It also indicates
that the workload for each processing unit to sort different small partitions are also the
same.

However, the distribution of the to-be-sorted dataset is usually not ideal. Skewed
dataset distributions often occur especially when dealing with datasets in large scale or
originating from natural applications like physics, biology or geoscience. We regard a
distribution to be skewed when its distribution function is not uniform, like having a
collection of data with highly similar or identical values more towards one side of the
scale than the other, creating an asymmetrical distribution.

Fig. 3.11 provides two classical skewed distributions. The tapering sides in each
graph are called tails, as they taper differently from left to right.
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Negative Skew Positive Skew

Figure 3.11: Left is the negative skew and right is the positive skew.

3.4.2 Performance Drop upon Skewed Distribution

The skewed distribution can result in an unbalanced partition at the beginning of the
sort. For content-based partition, like radix sort [17], the bucket sizes may differ a lot
depending on the skewness of the distribution, so that some buckets take significantly
more time to process while some take much less. For equal partition, each sub-dataset is
divided to be in the same size with the same number of elements, but some subsets can
contain most of the relatively larger values while some only collect the relatively smaller
ones.

Max: 1

Levell

Level2

Level3

Max: 8

Figure 3.12: An improved merge-tree structure with increasing data rate at each level.

We model a typical merge-tree like merge engine to illustrate the performance drop
resulted from skewed distribution. Fig. 3.12 shows an 8-input merge-tree with each input
leaf connected to an input FIFO where the presorted sub-dataset in equal size is stored.
Ideally, when the dataset distribution is uniform or globally random, each input FIFO
can ensure a stable rate x and contribute to the final output rate y of multiple elements.
Here we set the data rate at input leafs to be 1 element per cycle and the final output
rate to be theoretically 8 elements per cycle. It can be expected that upon uniform
distribution, each merge node at level 1 is expected to perform at a stable output rate
of 2 elements per cycle, since ideally both upper input leafs are providing 2 elements in
total to it. By cascading the leafs and merge nodes together, the final output rate is
expected to be stable 8 elements per cycle.

The expecting number of elements per cycle at the output is not 8. We provide a
simple deduction here based on Fig. 3.12 again. Assuming that for each level n, the
tree can be fed by a maximum number of 2"~ ! elements and the output of this level,
coming from the upper two leafs equally, can produce k£ = 2™ elements at most. By
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summarizing from the true value tables in Appendix A in which list all the possibilities,
the probability of fetching ¢ elements from one of the two leafs is represented by F;:

p = 2% « Cl (3.6)
And the output expectation is
i k
E, = ZO: (Pix (5 +1)) (3.7)

It can be obtained by equations above that the expected output in the random case
is around 6.9 elements per cycle.

However, if the dataset is skewed, the output rate is no longer stable and even worse.
The throughput of the entire tree is the output rate of the final node at the bottom
of the tree. It is expected that each upper node provides a stable input rate to the
next node and contribute to a relatively high rate, but this is only satisfied when the
dataset distribution among all the input FIFOs is uniform, so that each input FIFO are
ensured to have an effective data rate to compromise the next node. Thus, in skewed
distributions, it can be estimated that bottleneck can be one of the other nodes of the
tree instead of only the final node. For example, if one of the input FIFO contains all
the lowest elements, then only this particular FIFO will be working while all the rest
FIFOs have to stall until the entire skewed elements are pushed out since most of the
final multiple outputs are from that particular input FIFO. The mismatch between input
FIFO rate and output processing rate will occur. Since the input FIFO is normally set
to feed into the merge-tree at 1 element per cycle, it will take at most 8 cycles for this
particular FIFO to produce all the desired elements. In the meantime, since the rest
FIFOs are not in demand, they will be in idle doing nothing but waiting during this
period. Such an extremely skewed case leads to a significant throughput drop to only
one element per cycle rather than multiple elements.

Some existing design choices are made to handle skewed distributions. It either
contains a shuffle operation[25] to randomize the distribution of datasets to ensure stable
input rate, or applies an adaptive sort algorithm[19] by being aware of skewness and
taking advantages of the original distribution function of given datasets. Both designs
can get rid of the negative impact of skewness on throughput performance. In contrast,
we provide a generic design choice to handle skewed distribution by promising the equal
input with output data rate in Chapter 4.
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Odd-Even Merge Sort

As indicated in previous chapters, a strong merge engine is essential in the final pass of
the merge-sort. In this chapter, we provide the architecture of such a merge engine from
how it interfaces to its environment to how it is constructed inside. Section 4.1 states
the external architecture and the core construction of the merge sorter. Constructions
of different components within the engine and their operating functions are presented in
following sections.

4.1 Architectural Overview

The Odd-Even Merge Sorter aims to be a strong merge engine while handling multiple
streams and promising a high throughput. We set the throughput target to be 25GB/s
which is equal to the maximum bandwidth that an 8-lane OpenCAPI channel can pro-
vide. Given that the clock frequency of our AFU is targeting 200MHz, the throughput
target is 128 bytes per cycle, or 8 elements with 8-Byte keys and 8-Byte values per cycle.
An input Latch and an output FIFO in Fig. 4.1 are configured to ensure that read and
write are executed at the desired bandwidth since the actual data fetching and producing
rates within the merge sorter can be different. Streams to be merged are stored in the
BRAM with a data streaming rate of 128 bytes per cycle to the input Latch.

Q_IDs
Data Storage (ADDRs for the next inputs)

(BRAMs) |

Input
Latch

Figure 4.1: The odd-even merge sorter and its external environment.

4 A

Sorted data out Output Throughput at 128B/cycle
FIFO

Odd-Even
Merge Sort

New data in

- J

Every time the odd-even merge sorter produces a series of outputs, the Queue-IDs
(Q-IDs) are produced as well. The Q-ID here is some extra bits attached to an element
indicating which stream it comes from. The Q-IDs are known in each even cycle as
illustrated in section 4.4.5. Q-IDs will be interpreted as read requests sent to BRAM,
so the next input elements are known. Elements sorted out will be sent to the output
FIFO to ensure a throughput at 128 bytes per cycle. Given that each element consists
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of an 8-Byte key and an 8-Byte record, at least eight elements produced every cycle is
required.

The main components we build in the internal construction of the odd-even merge
sorter are tuple buffers, swap units, and control units. Tuple buffers are where the
feedback elements are placed, and they are stacked together one by one as shown in
Fig. 4.2. Swap units deal with these feedback elements. Two adjacent tuple buffers
send their stored elements to one swap unit, after which two sets of sequences both in
order are sent back into these two buffers after comparisons and swaps. It will also be
guaranteed that elements received by the upper buffer are all greater than those of the
lower buffer. Control units interpret the clock signal into control signal representing
current cycle status as odd or even and deliver it to other components to make sure the
entire merge sorter operates under odd and even mode alternately.

[ Tuple Buffer N-1 ]

[ Tuple Buffer 2 ]

[ Tuple Buffer 1 ]

Tuple Buffer 0
(Input Buffer) \

INPUT OUTPUT

Figure 4.2: Tuple buffers piping up mechanism. The lowest one is labeled as buffer 0, and the
uppermost one is labeled as buffer N — 1

The odd-even merge sorter operates in two phases as shown in Fig. 4.3, the filling
phase, and the streaming phase. The filling phase is the initialization of the engine. All
the feedback elements inside tuple buffers are reset with their keys to be 0. We call them
dummy elements. During the first input cycle, after the reset signal is deasserted, all the
input elements are be stored in the feedback elements since they are definitely greater
than the dummy elements. Thus, the first output run of the engine will be dummy
elements. By continuing to feed the engine with new elements, all the dummy elements
that previously stored inside the engine will eventually be replaced and sent out. After
the dummy elements are cleared, the streaming phase begins, and we can start collecting
output elements to the output FIFO.

The streaming phase operates the same with filling phase except there are no dummy
elements anymore. Feedback elements are stored in tuple buffers regarding sequences
each with NV elements. In general, relatively small elements will drop to tuple buffers
in lower positions so that the lowest tuple buffer always stores the smallest N elements
among the entire engine.
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Figure 4.3: Data flow from data storage to AFU. The arrows here represent only one output port
on the data storage side and one input port on AFU side at data rate of 128-byte per cycle.

4.2 Cycle Count

The reason we name this an odd-even merge sorter is that this engine operates in two
different modes, the odd mode, and the even mode, which corresponds to the cycle status
named as the odd cycle and the even cycle. The cycle status changes at every rising
edge of the clock signal. The change between odd cycles and even cycles is continuously
and alternatively.

1 1 1 1
h b A
EVEN oDD EVEN T OoDD
—_— | — | E—— -

Figure 4.4: The merge sorter operates in even and odd cycles alternatively.

In the even cycle, swap units operate in their even mode while the input buffer
receives new elements from input latch. In the odd cycle, swap units operate in their
odd mode while the input buffer sends out sorted elements. The Q-IDs are generated
after the swap is accomplished in the even cycle and assigned to the BRAM in next odd
cycle.

In every cycle, no matter even or odd, the swap units are always running. What differs
from even to odd mode is the input received by the swap unit, which is accomplished
by a multiplexer. To achieve high-frequency performance, the running time of the swap
unit should be as short as possible.

The control unit which determines the cycle status is shown in Fig. 4.5. It is a simple
counter which starts counting cycles since the reset signal is wiped. The cycle count logic
delivers the CYCLE-COUNT signal to all the other internal components of the entire
odd-even merge sorter.

As we mentioned in section 4.1, given that the clock frequency of the AFU is 200MHz,
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CLK
— CYCLE_COUNT
RST Counter

Cycle Count

Figure 4.5: Architectural view of the cycle count.

at least eight elements, 8-Byte key and 8-Byte payload, are supposed to be produced
every cycle to satisfy the 25GB/s throughput needed. Since the odd-even merge sorter
operates in two modes and it only produces output in even cycles, the number of elements
to be produced every even cycle is 16. Therefore, the output FIFO is an asynchronous
FIFO which is filled with 16 new elements every two clock cycle and sends out eight
elements every clock cycle. The input Latch is to store the 16 input elements and send
them to the merge engine every two clock cycles, which is every odd cycle.

4.3 Tuple Buffer

Tuple buffers are used to store the feedback elements, but the number of feedback ele-
ments rises as the stream number grows. When merging M (M > 2, assuming that M is
even) streams, the essential price of obtaining the current smallest N elements is to take
all the top N elements from each stream into comparison. Consequently, (M x N — 1)
feedback elements are unavoidable. Besides, sorting out N elements from M x N el-
ements every cycle consumes enormous resources and time. We implement the tuple
buffers in a way not saving the number of tuple buffers but reducing the penalty for each
single sort operation. Instead of sorting IV elements from M x N elements, we sort [N
from 2N in parallel. Tuple buffers shown in Fig. 4.2 are stacked up in equal amount M
to the number of to-be-merged streams.

The tuple buffers are labeled from 0 to M — 1, and we assume M to be even. In even
cycles, elements stored in buffer 0 will be compared with those in buffer 1. Buffer 2 will
compare with buffer 3 and accordingly buffer i (given that i is even) will compare with
buffer i + 1. % swap units are in demand to accomplish these comparisons. However,
different comparisons happen in odd cycles. In odd cycles, buffer j (given that j is odd)
compares with buffer j 4+ 1. It is obviously learned from Fig. 4.6 that in even cycles, the
swap starts from buffers labeled with an even number while in odd cycles it starts from
buffers with an odd number. When operating in odd cycles, two buffers are not involved
by any swap units. One is the buffer N — 1, and the other is the lowest buffer which we
name it the input buffer.

However, the input buffer is not really in idle. It sends out the elements stored itself
in the previous even cycle. Besides, the Q-IDs are sent along with the outputs as well.
As illustrated in section 4.1, new elements enter the input buffer in filling phase. In the
first even cycle of filling phase, what is stored in the input buffer swaps with that in
buffer 1, which is the dummy elements. The result is obvious that dummy elements are
shifted to the lowest buffer while those real elements are delivered to buffer 1. Now we
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Figure 4.6: Swap operations in even cycles and odd cycles.

can see that in the following odd cycle, the input buffer will send the dummy elements
to the output while another set of dummy elements will be delivered to buffer 1 as the
result of the swap happens in this cycle. Therefore, since we have the same amount of
buffers to the streams, all the dummy elements will be clear in the Mth odd cycle.

Fig. 4.7 illustrates the implementation of the tuple buffers which are configured by
multiplexers and registers. As mentioned before, the swap unit is always running not
matter in even or odd cycles, but the tuple buffers involved are different. Port Din0 and
Dinl are for receiving swap results from the swap units as IN ports. For each tuple
buffer, one IN port connects to the swap unit it interacts with in even cycles while the
other IN port connects to the other swap unit it interacts in odd cycles. A control signal
representing whether the current cycle is odd or even will determine the output of the
multiplexer. Afterwards, the selected output from the multiplexer will be captured by
and stored in the register.

Cycle Count RST, , CLK
4
Dinl e
Dout
Din0 MUX REG
.
o

Tuple Buffer

Figure 4.7: Architectural view of the tuple buffer.
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4.4 Swap Unit

In this section, we first illustrate the logic function of swap units and the basic architec-
ture of it. Then in the rest of this section, two possible configurations of the swap unit
are presented.

4.4.1 Logic Function of Swap Unit

A swap unit aims to merge 2 sequences in descending order each with N elements and
generate another 2 sequences also in descending order. Elements in one of the generated
sequence are all at least smaller than all those in the other sequence. We label the 2
input sequences as Din0 and Dinl while the 2 output sequences are Dout0 and Doutl.

Cycle_Count
Buffer i+2 / \
‘ ) pin1 \ | Doutt
Buffer i+1
Buffer i+1 MUX | Din0| SWAP Dout0
Bufferi
- J
Swap Unit

Figure 4.8: Architectural view of the swap unit.

In even cycles, we can see tuple buffers labeled with even number interact with its
upper adjacent tuple buffer while the inverse interaction happens in odd cycles. For the
sake of saving some hardware resource, we attach a 4-to-2 multiplexer into each swap
unit so that they can be continuously utilized in both even cycles or odd cycles. The
cycle status serves as the select signal of the multiplexer in Fig. 4.8 which determines
which 2 sets of elements will enter the SWAP. Therefore, only M /2 swap units are in
demand for merging M streams. We now label the lowest swap unit as swap unit 0, so
the uppermost one is swap unit M/2 — 1.

Now we look at the first even cycle of the filling up phase again. In even cycle, the
multiplexer selects buffer ¢ and buffer i+ 1 as its output (given that ¢ is even). Therefore
in swap unit 0, Din0 corresponds to the input buffer and DinI is the dummy elements in
buffer 1. Swap unit 0 sends Dout0 (dummy elements) back to the input buffer and Dout1
(effective elements) back to buffer 1. Then in the coming odd cycle, dummy elements
within input buffer are delivered to output FIFO and buffer 1 will interact with buffer 2
in swap unit 0. All the dummy elements are clear by alternatively swapping as indicated
in Fig. 4.9. Eventually, after all the dummy elements are clean, effective elements will
take over all the tuple buffers.

It can be foreseen that the swap unit will take the longest data path among the
entire odd-even merge sorter. The swap unit is constructed to perform a parallel sort.
Following subsections will discuss the characteristics of its input and output sequences,
as well as the inner structure topology.
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Figure 4.9: The first 4 cycles of filling up phase are shown here. Dummy elements are cleared
gradually. The orange double-arrow represents swap units.

4.4.2 Bitonic Sequence

The bitonic sequence is a sequence that monotonically increases and then monotoni-
cally decreases, or can be circularly shifted to become monotonically increasing and then
monotonically decreasing[27]. A circular shift here stands for moving the first element
of a sequence to the final position while shifting all the rest elements to the next posi-
tion, or the inverse operation. Simply we can have some bitonic sequence examples like
{1,3,9,6,4} and {6,8,10,9,7,2,3,4}. It is also bitonic if an entire sequence is monotonically
increasing or monotonically decreasing. Particularly a sequence with dummy elements
is a bitonic sequence as well since every element here is equal to each other.

A half-cleaner is a particular kind of comparison network of depth 1. For a sequence
with N elements, the half-cleaner compares element ¢ with element i + N/2 (for i = 1,
2,..., N/2, assuming that N is even) and swaps them if element i is greater than the
other. The reason why it is named by “half” and “clean” is shown in Fig. 4.10 where
two half-cleaners are both fed with a bitonic sequence of 0’s and 1’s as the application
of lemma, 4.1.

Lemma 4.1 If the input to a half-cleaner is a bitonic sequence of 0’s and 1’s, then the
output satisfies the property: both the top half and the bottom half are bitonic, every
element in the bottom half is at least as small as every element of the top half, and at
least one half is clean(consisting of either all 0’s or all 1’s)[27].

Lemma 4.1 indicates that a half-cleaner can at least clean half of the bitonic sequence
which contains only 0 and 1. If the input to a half-cleaner is a bitonic sequence with
not only 0’s and 1’s but also other values, we can still obtain the output satisfying an
significant property: every element in the bottom half is at least as small as every element
of the top half. Fig. 4.11 applies this general case.

Now take the feedback elements stored in tuple buffers to consider. For buffer ¢
and buffer ¢ 4+ 1, they store sequences as {al5,..., al, a0} and {b15,..., bl, b0} both in
descending order. Combining them together we have a bitonic sequence {b15,..., bl, b0,
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Figure 4.10: A Half-Cleaner comparison network with 8 inputs.
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Figure 4.11: A half-cleaner dealing with a bitonic sequence with general values.

a0, al,..., al5} which monotonically decreases and then monotonically increases. Then
we apply this combined sequence into a half-cleaner to obtain a bottom half and a top
half while the bottom half is at least smaller than the top half. Both these two half are
not in order, but they can be fed to two sorting networks in parallel and save resources
by adopting a sorting network with fewer inputs.

4.4.3 Sorting Network

After the half-cleaner, we split the 32-element sequence into two 16-element sequences.
Since the bottom half is the smaller half, it is sure that the smaller 16-element sequence
will eventually leave the swap unit through the Dout0 port while the other sequence will
be mapped with port Doutl. Therefore, as shown in Fig. 4.12, the next step is to sort
these two sequences in parallel. A reasonable choice is a sorting network.

As illustrated in Chapter 2, the sorting network is one of the most popular par-
allel sorting algorithms. We first consider the sorting network which consists of only
comparators and lots of comparisons can be performed simultaneously.

A basic comparator is a device with two inputs and two outputs which performs the
following function:

output(0)=min(input 0,input 1)
output(1l)=max(input 0,input 1)

The actual processing upon the two inputs is a compare and a swap operation. Since
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Figure 4.12: What is configured inside the SWAP of Fig. 4.8.

the sorting network is constructed by consecutive and cascaded comparators, we can
foresee that each element of an input sequence will go through the sorting network one
layer by another.

After the half-cleaner we acquire two 16-element sequences in unpredictable order,
so we need a generic sorting network to handle all possible data distributions to ensure
stable performance. Besides, since one of the two sequences is all at least smaller than
the other, we can perform these two sorting network in parallel.

So we have to be careful about the configuration of our sorting networks. The depth
of a half-cleaner is 1 and the running time of it is one unit time which should also be
taken into account the timing budget. In a sorting network with = input, the larger x
is, the larger the minimum number of comparator layers in demand is. In our odd-even
merge sorter case, an individual sorting network has 16 inputs. If we apply Batcher’s
Merge-Exchange method[20] to configure the sorting network, at least 10 comparator
layers will be needed, which also means the minimum depth of a sorting network is
10, and it consumes 10 unit time. Apart from Batcher’s method, we will also apply
several classical sorting networks that mentioned in section2.3.4 to validate the trade-off
between a number of comparators and depth. Experiment results in Chapter 5 perform
the actual timing performance of these classical sorting network methods.

4.4.4 Tag Sorting Network

For the sake of high throughput and high-frequency performance, the running time of
the sorting network in our swap unit should be as short as possible, which demands
a smaller depth. The depth can be greatly reduced by paying the price of more com-
parators, which is to establish a large comparator layer and perform all the comparisons
simultaneously. The resource utilization of this configuration of introducing more com-
parators is discussed in Chapter 5. We name the sorting network with huge comparator
layer the tag sorting network.

The tag sorting network consists of three sets of processing logic, first of which is
the comparator layer. The comparators in a tag sorting network are different from what
we have in the last subsection. The output of each comparator, the Tag, indicates the
result of this comparison. They have two inputs but only have one output. This new
comparator satisfies the following function:
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Tag = 1 when input 0 > input 1
Tag = 0 when input 0 < input 1

For a non-ordered sequence with N elements, we name the elements of it as {a(0),
a(1), a(2),..., a(N — 1)}. In our proposed comparator layer, element a(i) compares itself
with all the other N —1 elements and collect the Tag values generated by each comparison.
By collecting all the N — 1 Tag values and adding them together, we can know from the
sum that how many elements are greater than element ¢. Every element will obtain its
own sum of Tag values which we call it Flag. It may happen that some elements equal
in key value will obtain identical Flags. By taking the original order (range from 0 to
N — 1) of each element into account, we are also able to deal with this conflict. The
detailed structure of such a tag sorting network is shown in Fig.4.13

Din0 / Comparators Tags \

2
7 Layer Process

—L—]

16-to-1 _,_Din0[0]
Multiplexer_0
| —

16-to-1 _, Din0[1]
Multiplexer_1

~—
.

16-to-1
Multiplexer_N-1

DinO[N-1]
——

\

Figure 4.13: Internal components of the tag sorting network.

Fig. 4.14 shows the configuration of the comparator layer with 8 inputs. Since the
new comparators only produce a Tag with a value of 0 and 1, no swap operation is
performed. Consequently, all the comparison can be performed simultaneously within
one unit time. The effective depth of this configuration is 1.

. 1
ab I
as I

a3
a2
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a0

*—4
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*—4

Figure 4.14: The comparison network in tag sorting network with 8 inputs and 8 outputs
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To save comparator resource, the number of comparators used here is W For
a comparison between element a(x) and a(y), we say that the generated Tag is a(z)(y).
In Fig. 4.14, the Flag value of a0 is exactly the sum of all the 7 Tags {a(0)(1), a(0)(2),...,
a(0)(7)} generated by the comparator layer. However, when calculating the Flag value
of al, apart from the sum of 6 Tags, the Tag of a(0)(1) should also be considered.

After having the Flags ready for each N input elements, which are unique and range
from 0 to N —1, all the input elements will go through N N-to-1 multiplexers. The output
will be picked up from these N inputs according to the Flags which serve as the select
signal of the multiplexers. We can foresee that such a tag sorting network, configured
by one comparator layer, some adders, and multiplexers, will perform a relatively high
frequency in hardware implementation.

4.4.5 Lowest Swap Unit

Q-IDs are generated in the lowest swap unit in each even cycle. When the two 16-
element sequences are produced by the half-cleaner, it is sure that the sequence with
smaller elements will be sent to the output FIFO after the sorting network. The Q-IDs
are collected from this smaller sequence since it has the stream number information we
want. Therefore, in each even cycle, we present the Q-IDs intermediately in the lowest
swap unit.

In the coming odd cycle, the BRAM receives the Q-IDs as the read requests and will
response with data in a rate of 128-Byte per cycle which is 8 elements per cycle. It will
take two cycles for the BRAM to perform all the 16 elements, so we will have them ready
at the next odd cycle.

| 1 1
EVEN obD EVEN OoDD
— — S M|
Cycle 1 Cycle 2 Cycle 3 Cycle 4

Obtain 16 Q-IDs;
Assign the first 8 Q-IDs to BRAM
as read ADDR

Obtain the rest 8 elements;
Obtain next 16 Q-IDs;
Repeat Assign operation in cycle 1

Obtain 8 elements ;

Assign the rest 8 Q-IDs Repeat operations in cycle 2

Figure 4.15: Inputs fetch pattern based on Q-IDs.

Fig. 4.15 shows how inputs are fetch based on Q-IDs. In cycle 1 we obtain a set
of 16 Q-IDs and assign the first 8 of them to BRAM as a read address. In cycle 2 we
obtain 8 elements from BRAM and assign the rest 8 Q-IDs. In cycle 3 we obtain the
rest 8 elements, so all the 16 inputs are ready. We also obtain next set of 16 Q-IDs, first
8 of which will be assigned to BRAM as the same in cycle 1. In cycle 4 we repeat the
operations in cycle 2. In summary, by obtaining Q-IDs and assigning them to BRAM
alternatively, we have the 16 inputs in every odd cycle.

The input sequence with 16 elements is in unpredictable and unsorted order, which
has to be sorted before entering the half-cleaner. Based on previous subsections, two
different configurations of this particular lowest swap unit are shown in Fig. 4.16 and
Fig. 4.17.

Another possible implementation is that we presort these new input elements outside
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Figure 4.17: Architectural view of Swap Unit 0 with a 32-input sorting network

the odd-even merge sorter. When the input elements are fetched, we sort them with the
same sorting network in section 4.4.3 or section 4.4.4. Thus, the lowest swap unit can
adopt the same structure with the other swap units, and a 16-input sorting network will
be performed apart from the odd-even merge sorter engine. In addition, a drawback is
that the presorting will reduce the timing slack to meet the timing request before when
the 16 inputs enter the input buffer in the coming odd cycle.

All these three methods to implement the lowest swap unit can ensure that the entire
odd-even merge sorter can work properly. However, we have to pick up the one with good
enough throughput performance and small enough resources utilization. The throughput
and resources of them after implementation will be discussed in Chapter 5.
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Validation and Experiments

In Chapter 4 we illustrated the design details of our odd-even merge sorter. Chapter 5
presents the validation and experiment results. Section 5.1 introduces the simulation tool,
the synthesis platform and the FPGA chip we used. Section 5.2 provides the simulation
result for the odd-even merge sorter. Section 5.3 presents the evaluation results of our
odd-even merge sorter regarding the performance metrics. Section 5.4 provides evaluation
results of the swap units with different tmplementation.

5.1 Platform Introduction

5.1.1 Simulation and Synthesis Tools

The proposed odd-even merge sorter is written in VHDL. The behavior simulation plat-
form is Modelsim 10.4 and the synthesis tool we use is Vivado 2017.1.

5.1.2 Target FPGA

We indicate in Chapter 2 that the high bandwidth interconnect plays an important role
in FPGA accelerators. In this chapter, we build our design based on FPGAs that are
integrated on commercial FPGA acceleration cards featuring the PCle or OpenCAPI
interface.

ADM-PCIE-9V3][28] is an FPGA acceleration card from Alpha Data. It features the
VU3P FPGA in Xilinx Virtex Ulatrascale family.

The Nallatech 25054-[29] is a high-performance PCle-based Flash SSD with localized
FPGA acceleration capability. Its processing unit is the KU15P FPGA in Xilinx Kintex
Ultrascale family.

In this thesis, we use the KU15P-ffvel760-3-3 as the target FPGA chip. It features
668 1/0 pins, 523k LUTs and 1M flip-flops.

5.2 Simulation

5.2.1 behavioral simulation

The behavioral simulation is a cycle by cycle representation of the RTL design. We
perform the simulation on Modelsim, a widely used simulation platform. When we have
the compiled RTL code written in VHDL, a test-bench is added to provide a streaming
input to the odd-even merge sorter.

The test-bench initiates the odd-even merge sorter by a global “reset” signal which
is effective in high-level logic. Most of the Xilinx FPGAs are adopting active-high logic
to serve as a synchronous reset signal as stated in its white paper WP272[30]. When the
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“reset” signal is active, all the tuple buffers are initialized with dummy elements which
every bit of them is ‘0’.

The filling phase starts at the first clock rising edge after the reset signal is released.
We determine the first cycle to be the first odd cycle, and the next is the first even
cycle. Taking the case with eight to-be-merged streams (N = 8) as an example, the
total number of cycles required to finish the filling phase is shown in equation 5.1, which
is 16 cycles in the 8-stream case.

tfm =N x2 (51)

In the waveform in Fig. 5.1, after we deassert the ‘rst’ signal, the counting of odd-
even cycles starts. We mark the odd cycle with a low-level value ‘0’ of ‘cycle-count-s’
and the even cycle with a high-level value ‘1’. The counting starts from the first rising
edge of ‘clk’ after the ‘rst’ signal is released. First the merge sorter performs an odd
cycle, and after that an even cycle.

L [ftb_merge_stream_nfuutfdk
i [ib_merge_stream_nfuutfrst

ftb_merge_stream_nfuut/new_in
“a ftb_merge_stream_nfuut/sort_out

Figure 5.1: Waveform for the odd-even merge sorter at first few cycles.

In the first odd cycle, a set of dummy elements are produced in port ‘sort-out’. The
next coming cycle is the even cycle, where the input is captured by the input buffer and
sent to the swap unit. Alternatively, the first few odd cycles perform a series of dummy
sequences while the input elements are captured and swapped among the upper stacks
of buffers.

4 ftb_merge_stream_njuut/dk
i ftb_merge_stream_njuut/frst

#  [tb_merge_stream_njfuut/cyde_count_s |0
[tb_merge_stream_n/juut/new_in {826} {829} {832} {83...
#a [tb_merge_stream_n/fuut/fsort_out {69} {64} {59} {54} {3...

Figure 5.2: Waveform at cycles when the first effective outputs are captured.

In the first even cycle we have the first input effective sequence as {26, 29, 32, 35,
69, 64, 59, 54, 3, 4, 5, 6, 15, 17, 19, 21} and we can the sorted sequence after 16 cycles
as {69, 64, 59, 54, 35, 32, 29, 26, 21, 19, 17, 15, 6, 5, 4, 3}. It is the first effective output
we can collect at the output port.

Smoothly, 16 sorted elements can be collected stably every two cycles. The entire
merge sorter operates in odd and even cycles alternatively according to the global signal
‘cycle-count-s’ which indicates the cycle status. When it comes to the end of streams
when less than 16 elements are left, we compensate the sequence to 16 elements with
another kind of dummy elements of which each bit is set to be ‘1’. Therefore, the merge
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sorter can always operate on 16 elements, and the output FIFO only has to filter out
the dummy elements for the final output.

5.3 Performance Evaluation

To evaluate our odd-even merge sorter, we focus on these performance metrics: frequency,
resource utilization, and throughput. The evaluations present the performance metrics
based on different numbers of sorted streams to merge. The number of elements E
produced by the merge sorter per cycle is 8.

As we discussed in section 4.4.5, we can have different design choices for the swap
unit 0. Here we first present the performance metrics of the structure with a 32-input tag
sorting network to be the swap unit 0. The tuple size of each element is 136-bit, with a
64-bit key and a 64-bit value, together with an 8-bit Q-ID. We compare the performance
variation among five cases with a different number of streams. The evaluations are shown
in table 5.1.

Table 5.1: Evaluation results of our odd-even merge sorter.

Number
F Period | Th hput
Structure of Tuple size LUT Registers r(?&tilezr;cy ?:SC; r((éuB[g/S;:)u
streams
66569 4609
4 212.36 4.71 27.18
(12.74%) | (0.44%)
112522 8705
8 210.39 4.75 26.93
Swap0: (21.53%) | (0.83%)
32TagSN, 8B Key,
Rest: 16 8B Value, (i[())91616;) &668290/7) 209.51 a.77 26.82
Half Cleaner 1B ID S .
+16TagSN 306725 25089
24 209.07 4.78 26.76
(58.68%) | (2.4%)
403644 33281
32 208.76 4.79 26.72
(77.22%) | (3.18%)

1. Resource utilization analysis:

Table 5.1 shows the resource utilization of our odd-even merge sorter. The overhead
on resource utilization of merging more streams is mainly the larger stacks of tuple
buffers and swap units. To merge more streams requires more tuple buffers and
also more swap units which are configured from LUTs and Registers.

2. Frequency analysis:

We evaluate the design in five cases: N= 4, 8, 16, 24 and 32. The result shows
that we have achieved frequencies over 200MHz on average which meets the initial
target we set for efficient utilization of the OpenCAPI bandwidth.

The operating frequency only suffers a slight drop when the number of streams
to be merged N increases. This is because the extra tuple buffers to store more
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Figure 5.3: Frequencies in five cases: N=4, 8, 16, 24, 32.

feedback elements and the extra swap units due to an increasing N all operate
in parallel. More components are stacked up, but no extra logic is added to the
critical path. Fig. 5.3 shows the frequency versus the increasing N only decreases
slightly.

3. Throughput analysis:

We calculate the throughput based on the equation 3.4. The throughput of our
odd-even merge sorter is mainly determined by the operating frequency. According
to the previous analysis on frequency, we can achieve a stable and high throughput
over a different number of streams. The highest throughput we achieve when
merging four streams is 27.18 GB/s.

5.4 Evaluations on Different Swap Units

We also evaluate the different design choices for the swap unit 0. The above evaluation
results apply an 32-input tag sorting network as the lowest swap unit.

According to previous analysis in section 4.4.5, the half-cleaner demands the input
sequence to be bitonic. Since the input elements in each odd cycle come from different
streams and are not in order, an extra sorting network has to be applied to sort these
inputs before they enter the half-cleaner. As shown in Fig. 4.16, an additional 16-input
tag sorting network is added to the swap unit 0.

Table. 5.2 shows the effect of the extra sorting network on frequency performance.
It introduces more logic into the critical path and results in a longer period.

We also evaluate if we apply all the swap units with a 32-input tag sorting network
as shown in table 5.2. Both these two structures feature high frequency and throughput
performance, but the case without half-cleaner requires more LUT usage, which is not
easy to be applied into multiple-stream cases.
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Table 5.2: Evaluation results of different implementations of the swap units.

Number Tuple . Frequency Period Throughput
Struct LurT Ri T
ructure of streams size eglsters (MHz) (ns) (GB/s)
Swap0: 32TagSN,
Rest: Half Cleaner 8 (;1255320/2) (08;205/) 210.39 4.75 26.92
+16TagSN =en R
Extra 16TagSN SBSEGV‘
in SwapQ 102827 8705
8 Value, 131.89 7.58 16.88
Rest: Half Cleaner laBL:E (19.67%) | (0.83%)
+16TagSN
All Swap Units: 173496 8705
8 186.67 5.36 23.89
32TagsN (33.19%) | (0.83%)

The three methods to construct swap units for the odd-even merge sorter present
different advantages and disadvantages. Regarding resource utilization, all of them use
the same amount of registers since the number of tuple buffers are the same. However, the
structure with an extra 16-input tag sorting network greatly increases the time period of
the merge sorter and presents a frequency of only 131.89 MHz. The 32-input tag sorting
network can handle the non-bitonic input sequences but it also introduce extra latency
when applied to all the swap units. In summary, regarding fewest resource utilization
and best throughput performance, it is most efficient to implement a 32-input tag sorting
network to the swap unit 0 and implement the rest swap units with a half-cleaner, which

also proves the analysis in section 4.4.5.
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Conclusions and Future Work

This chapter concludes the thesis and shows our future work. Section 6.1 presents the
conclusions we have. Section 6.2 illustrates our future work to improve the presented
FPGA-based merge sorter.

6.1 Conclusions

In this thesis, we aim at designing an FPGA-based AFU to perform database accel-
eration and leverage the advantages of high bandwidth interconnects. We present a
novel and high-performance FPGA-based odd-even merge sorter. The proposed odd-
even merge sorter features a high throughput and the performance is very stable over
various numbers of to-be-merged streams. Synthesis results show that our odd-even
merge sorter operates at 212.36 MHz and presents a significant throughput of 27.18
GB/s when merging 4 streams and suffers only a small drop in throughput when the
number of input streams increases. More importantly, the performance of our odd-even
merge sorter is independent of the data distribution and specifically it can deliver peak
performance for skewed data distributions. We draw the following conclusions.

1. A strong merge engine to merge multiple streams in multi-pass merge sort algo-
rithms is essential. Based on our analysis, hardware-based sorters suffer degrading
performance when sorting large-scale datasets due to the increasing numbers of
trips to access main memory. Large-scale datasets are usually partitioned into
many small streams and merged after they are sorted individually. Our analysis
also concludes that for the final pass accessing the main memory, the merge engine
has to feature a throughput high enough to keep up with the available memory
bandwidth. It also has to merge as many as streams as possible for the sake of
saving memory access latency. The proposal architecture uses an odd-even merge
sorter, which acts as a multi-stream merger that can produce multiple tuples every
cycle.

2. Initial data distributions in worst cases should be taken care of since they can
result in significant performance drop to the hardware-based sorters. Although
many of the previous hardware-based sorters present relatively high throughput
on average, their throughput are bounded by the data distributions. Our proposed
odd-even merge sorter present sustained high throughput over all the possible data
distributions. We achieve this constant performance by utilizing the multi-stream
buffering interface and our input fetch pattern based on Q-IDs.

3. We improve the sorting network and reduce its latency. A sorting network based on
compare-swap units takes a long time to sort multiple inputs, negatively affecting
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6.2

cycle time and throughput. Our tag sorting network compares every two elements
in the first step, and use the generated tags to arrange correct orders for each
input. It features less latency and greatly reduces the critical data path delay.

. Our proposal presents great potential in scaling. In our evaluation results, when we

try to merge more streams simultaneously, the operating frequency remains to be
over 200 MHz. We merge 32 streams in this thesis, and it can still keep up with our
target memory bandwidth. The odd-even merge sorter can be easily extended into
more streams like 64 or even 128. The only requirement is to stack up more tuple
buffers for feedback elements and more swap units, which can be accomplished on
an FPGA with more resource.

Future Work

. Place and Route

The current evaluations of odd-even merge sorter are based on the synthesis result
from Vivado 2017.1. The place and route are not finished yet but we anticipate
that by adding sufficient placement constraints to the design the design should be
routable.

. Connect with the multi-stream buffering interface.

The proposed odd-even merge sorter requires a muliti-stream buffering interface,
which is designed by Yvo Mulder, to feed the input data at the desired bandwidth.
The next step will be combining them together.

. A full-pass sorter from the initial partition to the final merge.

In this thesis, we present an odd-even merge sorter as a design proposal for the
final pass of merge operation since we illustrate that it ensures a high utilization
of the memory bandwidth. A future improvement can work on a complete case
to perform the detailed design choice in the initial partition and sort operation.
Therefore they can combine with the merge sorter we proposed.
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Appendix

Table A.1: True value table for all the level 1 of Fig. 3.12

Levell
P, 2—2 X Cz 0.25
1 1
1 1 P, 5 X C) 0.5
1 2
0 2 P, 5 X C3 0.25
Expectation Py*24P; *14P, *1 1.5

Table A.2: True value table for all the level 2 of Fig. 3.12

Level2

x C2 !
2¢ 7 4 24
1 4
1
1 6
? ? = Xt 2
1 4
3
’ ' i 72 % G pT
1 1
4
4 0 P4 ? X C 2—4
Expectation Py*2+P; *3+P, *4+P;*3+4%*2 3.25
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Table A.3: True value table for all the level 3 of Fig. 3.12

Level3
I T
0 8 Py 218 % CO 218
1 7 E; X G x
2 6 P, X C3 -
3 5 P, X G >
4 4 1 zia X C& ;
5 3 Ps X G ?
6 2 Pg Zi" X C§ 2—2
7 1 P, X G &
8 0 2 zls X C8 zlﬁ
Expectation 6.9

build 0.18



	List of Figures
	List of Tables
	List of Acronyms
	Acknowledgements
	Introduction
	Motivation
	Thesis Contribution
	Thesis Outline

	Background
	Database Acceleration
	Database
	Hardware Acceleration

	High Bandwidth Connection
	OpenCAPI
	Interface Composition
	Memory Bandwidth Performance

	Sort Algorithm
	Stability and Adaptation of Sort Algorithms.
	Radix Sort
	Sample Sort
	Sorting Network
	Merge-Tree Sort
	Hardware Performance of Prior Work


	Hardware Merge Sorter
	Performance of Hardware-based Sorter
	Problem Size and Overall Latency
	Throughput of A Single Engine
	Merging Multiple Streams

	Adopting HBM for High Performance Merge Sort
	High-Bandwidth Memory
	Latency and Buffer

	Merge Unit
	Throughput Performance and Input Randomization
	Skewed Data Distribution
	Performance Drop upon Skewed Distribution


	Odd-Even Merge Sort
	Architectural Overview
	Cycle Count
	Tuple Buffer
	Swap Unit
	Logic Function of Swap Unit
	Bitonic Sequence
	Sorting Network
	Tag Sorting Network
	Lowest Swap Unit


	Validation and Experiments
	Platform Introduction
	Simulation and Synthesis Tools
	Target FPGA

	Simulation
	behavioral simulation

	Performance Evaluation
	Evaluations on Different Swap Units

	Conclusions and Future Work
	Conclusions
	Future Work

	Bibliography
	Appendix

