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ABSTRACT

Given the merits of photovoltaic technology (PV), rooftop PV systems are becoming more prevalent in
residential and commercial areas. As a result of the growing number of photovoltaic systems connected
to low voltage (LV) distribution grids, a significant portion of power flow from photovoltaic arrays to the
LV grid, As the PV penetration increases, this effect becomes more severe. This reversal of power flow
(from the load side to the grid side) results in a voltage rise problem along the distribution feeder. Such
an issue is more pronounced near the point of common coupling (PCC). Overvoltages are not desired as
they can damage consumers’ electronic devices, burn the insulation and can trip protective equipment,
causing sudden power outages. The principal objective of this study is to achieve 100% PV penetration
in a low voltage distribution network while maintaining voltages within the grid constraints by employ-
ing numerous voltage control techniques. To conduct PV penetration studies, the European low-voltage
distribution benchmark network developed by CIGRE is selected.

PV systems of various configurations are designed and integrated into the CIGRE LV network. The re-
sults of the PV penetration analysis on the CIGRE network suggest that with the increase in the distance
between the source and the load, the penetration level decreases drastically. The worst-case network
model in which the penetration level is reduced to 65% is selected for employing voltage control strate-
gies. Two main strategies have been used to improve pv penetration. In the first category of methods,
the reactive power is controlled by the PV system so that voltages at the PCCs are within the grid voltage
limits. Four different reactive power control methods are employed. The second category of methods
are based on active power control, in which the voltages are controlled by batteries/electrolyzers by ab-
sorbing excess power generated by the PV system, avoiding reverse power flow into the grid.

The results obtained reveal that all the techniques employed are successful at increasing PV penetra-
tion to 100% without violating grid voltage limits. However, it is concluded that, batteries/electrolyzer
systems provide better value in terms of effectiveness in solving the voltage rise issue. They also offers
lower losses, and multiple-use cases.
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ABBREVIATIONS AND SYMBOLS

IEEE: Institute of Electrical and Electronics Engineers I0: Saturation current or dark current
CIGRE: International Council on Large Electric Systems n: Ideality factor

LV network: Low voltage network q : Charge of an electron
PV Photovoltaic T : Temperature

STC: Standard Test Conditions KB : Boltzman constant
DERs: Distributed energy resources Iph : Photo-generated current

CTF: Comprehensive Test Feeder Voc : Open circuit voltage
NEV feeder: Neutral Earth Voltage feeder Isc : Short circuit current

EPRI: Electric Power Research Institute VMPP : Voltage at maximum power point
PGE: Pacific Gas and Electric Company IMPP : Current at maximum power point

PNNL Pacific Northwest National Laboratory Ii n : Irradiation at STC conditions
ABDTF: Agent-based distribution test feeders η: Efficiency of a solar cell

ENSLVTN: European non-synthetic low-voltage test network JMPP : Current dunseity at MPP point
MPPT: Maximum power point tracking M : Number of cells connected in parallel

MPP: Maximum power point N : Number of cells connected in series
PWM: Pulse Width Modulation αV : Temperature coefficient of Voc :,

GHI: Global horizontal irradiance αI : Temperature coefficient of Isc

DHI: Diffuse horizontal irradiance Eg : Bandgap of the semi conductor
DNI: Direct normal irradiance KE g : Temperature dependence of the bandgap

Gdi r ect : Direct component of irradiance ∆I : Ripple in inductor current
In: Indium ∆Vi n : Voltage ripple across the input capacitor

CPC: Compound parabolic concentrating f : 50Hz AC frequency
SVF: Sky view factor VDC−Li nk : Voltage across the DC link capacitor
AOI: Angle of incidence ed : Direct component of grid voltage

Gtot al : Total irradiance falling on the module eq : Quadrature component of grid voltage
CPF: Constant power factor id : Direct components of grid currents
VPF: Variable power factor iq : Quadrature component of grid currents

Q(V): Reactive power as a function of voltage kp : Proportional constant
CRP: Constant reactive power Ki : Integral constant

DC: Direct current VPCC : Voltage at PCC
AC: Alternating current V0: Output voltage of the boost converter

P: Active power I0: Output current from the boost converter
Q: Reactive power L: Inductance

Am : Module’s Azimuth R: Resistance
As : Sun’s Azimuth C : Capacitance

am : Altitude of the module i∗d : Reference direct axis current
as Altitude of the Sun i∗q : Reference qudrature axis current
θm Tilt angle of the module VDC : Reference DC-Link Voltage
α: albedo X : Reactance
Θz : Angle between Zenith and sun position S: Sensitivity Matrix
Rs : Series resistance of a solar cell Y : Admittance
Rp : Parallel resistance of a solar cell PI: Proportional and Integral controller
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1
INTRODUCTION

Climate change is one of the most pressing areas of concern at the nexus of human problems in the 21st
century. Harmful emissions from utilizing conventional sources of energy like fossil fuels are the prin-
cipal promoters of climate change. This results in an increasing global temperature, with catastrophic
repercussions that threaten the lives of plants and fauna in the world, including humans [15]. Global
surface temperatures have increased by about 1°C compared to the last century. The previous five years
have been the hottest on record [16], [17]. Hence, this is followed by the faster melting of ice, increas-
ing the water levels in the oceans. The world has been evolving around fossil fuel use for centuries as
it is a predictable and reliable source. Nevertheless, governments and society are now conscious of the
adverse effects of fossil fuels and are interested in taking the world in the direction of a clean and green
future by utilizing renewable energy sources [18]. A drastic change to an all-renewable end would de-
crease greenhouse emissions significantly. Renewable energy sources like solar and wind energy could
hold the key to combating climate change. Solar energy is omnipresent. It offers exceptional opportu-
nities to make the energy transition feasible.

Over the past few decades, extensive research has been carried out in the field of photovoltaics. As a
result, Photovoltaic (PV) modules are not only more efficient but are also more affordable and more re-
liable than ever before. The average commercial wafer-based silicon module efficiency has improved
from 15% to 20% [19] during the last decade. Solar cells with a high concentration of multi-junctions
attain an efficiency of up to 46.0% [20] in the laboratory today. The increasing popularity of PV modules
across the globe can also be attributed to the ease of installation and modularity of PV technology. Over
the next five years, the global photovoltaic industry is predicted to increase from 76.6 billion USD in 2020
to 222.3 billion USD by 2026 , at an average annual growth rate of 8.1% [21]. Government policies and
activities that foster market expansion are the key drivers of the PV market. The need for PV systems for
residential applications will be strong enough to further boost PV demand in the future. Also, the energy
payback time has seen a significant improvement in recent years. It takes 2.5 years for PV systems in
Northern Europe to balance the energy intake, but PV systems in southern Europe take no more than
1.5 years and are likely less, depending on the PV technology [22].

Given the merits of PV technology, the general public has expressed a strong desire to install PV systems
on their houses’ roofs (figure 1.1). Residential and commercial loads form a greater part of most power
systems. For example, in the Netherlands and the US, domestic loads account for about 40% of total
final energy consumption [23]. Ideally, electricity generation should be located close to the loads to
avoid long-distance transmission losses and also this could help in reducing costs. Hence, PV system
installations in residential/commercial buildings should be encouraged. This is indeed the best method
to benefit both the customers and the grid. Rooftop photovoltaic (PV) systems are a type of distributed
energy system that serves the energy needs of commercial and residential buildings in a distribution
network. Land use becomes immaterial in the case of PV installations to the low voltage network. In the
vast majority of situations, the system makes use of rooftops, building facades, windows, or parking lots,
resulting in practicality, beauty, and better environmental friendliness. The benefits of rooftop-based
PV system include-

• The absence of additional infrastructure (i.e. distribution network),

• Lower energy loss (due to closeness to load), and

• Improved voltage control and management.

1
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Figure 1.1: Grid connected roof-top PV system

Due to an increase in competitiveness in photovoltaics and to the government’s increasing number of
initiatives and programmes, the market for solar power is rapidly expanding. As well, FIT programmes in
several nations have increased the business for rooftop PV. Global rooftop solar PV installation was worth
$29.7 billion in 2016, and it is projected to grow to $64.7 billion over the next few years, representing a
CAGR growth of 11.2% from 2017 to 2023 [24]. Consequently, it can be argued that the usage of small-
scale PV systems will grow in residential and commercial building projects in the future.

1.1. PROBLEM STATEMENT
Due to the increase in the number of PV systems used in low voltage distribution networks, challenges
including overvoltages, line overloads, and voltage unbalancing may arise [25–32]. In general, the cus-
tomer connected towards the end of the distribution feeder experiences the highest voltage drop due
to the increased power losses along the distribution line. To avoid such loss, the transformer taps are
positioned so that the secondary side voltage remains slightly above 1 p.u. Generally, such an approach
should suffice for the distribution networks devoid of distributed energy systems like PV. However, with
an increasing number of PV systems connected to LV grids, there will be a large amount of reverse power
flow, especially as the level of photovoltaic power penetration increases. Therefore, the above method
might not work accurately [30–32]. This reversal of energy flow can result in a variety of power qual-
ity problems, including voltage increase along the feeder. Overvoltage is not desired as it can damage
consumers’ electronic devices and can trip protective equipment, causing sudden power outages. To
avoid overvoltages, two of the traditional methods are to decrease the PV penetration and use PV cur-
tailment methods. [33–35]. The PV penetration is defined as the ratio of peak PV power generated and
peak power consumed by the load over a particular period [36].

The voltage rise issue can be analytically described in the context of the system depicted in figure 1.2,
where Vs and Zl i ne = Rl i ne + j Xl i ne are the corresponding line parameters in the grid side of the distri-
bution network. At the point of common coupling, the voltage is expressed as VPcc , as illustrated in the
figure. Assuming, the power flows from PV system to the grid due to high PV penetration levels, the dif-
ference between the voltage at the PCC and the source voltage can be derived according to the following
equations.

VPcc −Vs = ig r i d Zl i ne (1.1.1)

P = Pg −Pl ; Q =Qg −Ql

S =VPcc ∗ i∗g r i d

ig r i d = S∗

V ∗
Pcc

ig r i d = P − jQ

V ∗
Pcc

(1.1.2)
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Inserting Eq. (1.1.2) in (1.1.1),

VPcc −Vs = PRl i ne +QXl i ne

V ∗
Pcc

+ j
P Xl i ne −QRl i ne

V ∗
Pcc

(1.1.3)

Assuming, the network’s R
X ratios is high (typical to the LV networks) [37–39], the phase angle difference

between VPcc and Vs points can be neglected resulting in,

VPcc −Vs = PRl i ne +QXl i ne

|VPcc |
(1.1.4)

Where, P , Q are the excess active and reactive power sent into the grid. Pg and Qg in the figure 1.2

Figure 1.2: Circuit equivalent of PV system connected to the grid

denote the active and reactive power generated by the photovoltaic systems, respectively, while Pl and
Ql denote the active and reactive power consumed by the loads connected to the same PCC. It is evident
from Eq. (1.1.4) that the voltage difference between the PCC and the alternating current (AC) voltage
source on the grid side is positive. As a result, under the prior assumptions, it is reasonable to presume
that the voltage at the PCC increases when the power flows in the opposite direction (from PV to the
grid). The four parameters shown in the Eq. (1.1.4) affect the voltage at the PCC. Pl and Ql are not the
control variables (if demand side management is followed). The demand profiles set by the consumer
must be met by the power supply from the source. Hence Pg and Qg are the only variables that can assist
in voltage support.

1.2. SCOPE OF THIS THESIS
The purpose of this study is to address the voltage rise issue and increase the PV penetration in the LV
network, in the event of low electricity demand and high solar energy input. A plethora of techniques
are recommended in the literature to address the voltage increase problem. They can be categorized as
follows -

Upgrades to the network: One option is to increase the capacity of the distribution network by the use of
thicker cables and higher-rated transformers, among other measures. However, such an approach ne-
cessitates a significant financial investment. Occasionally, during the installation process of new equip-
ment (which could take several days), customers living nearby may be forced to endure unavoidable
power disruptions due to safety concerns. Also, this method do not solve the voltage rise problem di-
rectly but makes the system more robust and resilient towards voltage rise problem.

Altering network state: The state or the stationary set point of the LV network can be altered to ensure
optimal operation. One example is positioning the tap to increase or decrease the voltage on the sec-
ondary side of the transformer. However, the introduction of photovoltaic systems into the LV network
increased the unpredictability of power flow. As a result, this necessitates frequent tap changes, which
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is impractical.

PV system infrastructure: Inverter is one of the prime components of the PV systems infrastructure.
They convert DC components to AC components. When employed with appropriate switching opera-
tions, the inverters can either absorb or generate reactive power. Such a strategy aids in the regulation of
the voltage at the PCC. Additionally, the PCC voltage can be maintained by employing PV power curtail-
ment techniques. These methods require the PV systems to function at an operating point other than
maximum power point, limiting the PV power penetration into the grid. The obvious disadvantage of
using this strategy is that the system does not perform at its peak efficiency.

Utilizing energy storage devices: Similarly, energy storage technologies such as batteries and electrolyz-
ers employed in conjunction with PV systems can assist in maintaining the grid voltage at permissible
levels by absorbing the extra power generated by the PV system, thus reducing the reverse power flow.

This thesis is primarily concerned with the third and fourth methods, which involves investigating and
using various reactive power control methods and storage technologies to increase the PV penetration.
All the strategies will be evaluated in terms of energy losses caused by reactive power absorption by the
inverters in the photovoltaic system. Additionally, the electrolyzer/battery will be modelled as a load
and will be employed in place of reactive power control schemes in order to maintain grid voltage. Fi-
nally, the importance of batteries and electrolyzers in sustaining grid voltage will be addressed.

1.3. GOAL OF THIS THESIS
To summarise, despite the benefits of rooftop photovoltaic installations, there are significant drawbacks,
especially when PV penetration in the LV network approaches specific limits. Voltage rise is critical,
among other problems. The primary goal of this project is to boost PV penetration to 100% without
exceeding the grid voltage limit. Numerous strategies will be investigated in order to reach 100% pene-
tration.
The project has the following objectives:

1. Literature study about PV penetration, low voltage distribution network and power electronic con-
verters control.

2. Development of a dynamic model of a selected low voltage network and PV system infrastructure

3. Establish appropriate inverter control

4. Analysis of the impact of PV penetration on the developed LV distribution network

5. To apply various methods to increase the PV penetration to 100%, including minimum storage.

The following research questions will be addressed in this thesis:

• In a selected low voltage distribution network, what is the maximum PV penetration that may be
achieved?

• How does the network’s length influence the PV penetration?

• What are the primary strategies for achieving 100% pv penetration?

• What are the energy costs associated with implementing voltage control techniques?

• Which of the following strategies is the most effective for increasing PV penetration in an LV dis-
tribution network?

1.4. OUTLINE OF THIS THESIS
This section serves as a synopsis of the remainder of the thesis, guiding readers through this study on
PV penetration. The rest of the study is as follows:
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CHAPTER 2
This chapter outlines the literature study conducted as part of the thesis. To begin, a brief history of
past work on the problem formulation of this thesis is presented. In the next section, literature study
on several low voltage distribution grids is conducted, and the suitable grid is selected. Various MPPT
algorithms, inverter topologies, and PWM approaches are explored in the following sections.

CHAPTER 3
This chapter discusses the modelling and design of several components in a photovoltaic system, in-
cluding photovoltaic modules, inverters, MPPT, boost converters, and LC filters, as well as irradiance
calculations. Following that, is a brief description of the control technique employed in this thesis. The
plant models and control loops are provided for both the outer and inner control.

CHAPTER 4
This chapter discusses the outcomes of connecting the proposed photovoltaic system to the grid. Max-
imum voltage and the PV penetration studies are conducted on the selected low voltage distribution
network.

CHAPTER 5
This chapter begins with an overview of the effect of reactive power on voltages. Then it is explained
how reactive power can be absorbed and injected. Finally, four distinct reactive power control methods
and two active power control strategies are presented as solutions.

CHAPTER 6
The results obtained after incorporating the reactive power control techniques into the inverter control
are depicted. The chapter concludes with a brief discussion on the obtained outcomes.

CHAPTER 7
This chapter describes the final conclusions drawn from the findings of this thesis. Additionally, the
limitations and future recommendations are discussed in detail.



2
LITERATURE RESEARCH

The preceding chapter introduced the problem that arises as a result of high PV penetration in the LV
distribution network, as well as the goals of this thesis. This chapter describes the literature review that
was undertaken as part of the study. The first section provides a brief history of previous work on the
problem formulation of this thesis. In the next part, a literature review of several low voltage distribu-
tion grids is undertaken, and the suitable grid is ultimately chosen. The following section discusses the
requirements and operation of MPPT trackers, and finally, the essential MPPT algorithms are reviewed
and the preferred one is presented. Many inverter topologies have been published in the literature. The
three-level inverter is selected among them. This inverter topology is covered in the following section.
In the final section, PWM approaches are explored and the appropriate one is selected.

2.1. BACKGROUND
Penetration investigations on low voltage distribution networks are carried out in a variety of studies.
For example, for penetration research, in [40] a small distribution feeder of around 150m is considered.
Three different modes of voltage control operation were employed. PV systems can operate in one of
three modes depending on the voltages detected at PCCs. There is no reactive power absorbed in mode
one. In mode two, reactive power is absorbed, ensuring that the PCC maintains a PF of 0.9 at relatively
higher voltages. For even higher voltages during peak insolation, the control functions in mode three,
where, in addition to reactive power absorption, the power produced by the photovoltaic modules is
limited by forcing them to operate at non-MPPT. The results indicate that a high level of PV penetration
is possible with the selected network due to the line’s low impedance.

In the journal [41], a thorough examination of the effects of various amounts of distributed generation
(DG) penetration were conducted on an LV network based in Sutton, Newyork. The network is quite vast,
with 1375 grid sections and 284 customers. In this study, distributed generators are assigned probabilis-
tically to reflect for the uncertainty associated with potential DG installations. The results indicate that if
grid consumers install DGs without constraints, the voltage rise problem emerges at approximately 30%
of the minimum load penetration. Additionally, the results indicate that even at low penetration levels
(2.5%), there may be a large or minor voltage rise problem if the DGs are placed in the incorrect location
or if a large number of DGs are installed in a single site. However, high penetration levels of around 95%
are possible if DGs are deployed in an appropriate manner, for as by requiring people to install DGs with
a capacity equal to the minimum load. Similar findings have also been mentioned in [42] where voltage
rise issue occurs at penetration level equal to or more than 135%. However, no voltage rise mitigation
techniques are considered in this study.

In [43], a massive meshed urban LV distribution network centred on the metropolis of New Orleans,
USA, was chosen for penetration investigations. The network is comprised of 1209 nodes, 1243 lines,
and 169 transformers in total. This study considers three distinct scenarios. The first one featured 228
photovoltaic systems at various loads. In comparison, just 56 photovoltaic systems were erected near
huge loads in the second scenario, whereas 172 photovoltaic systems were installed near residential
loads with a maximum power consumption of less than 200kw. PV penetration reaches a maximum of
30%, 60%, and 90% in the three scenarios respectively. Additionally, there were a few instances where
the ampere capacity of the lines was exceeded. Similar to the previous study, no voltage rise mitigation
techniques are implemented.

6
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Penetration studies were performed on a 312-house Swiss local network distribution network in [44].
The purpose of this study is to determine if the current distribution system is adequate for a future sce-
nario in which photovoltaic (PV) generation accounts for 20% of total energy generated in Switzerland
in 2050. According to the study, the LV network can support up to 43% PV penetration without experi-
encing significant voltage rise. Nonetheless, a voltage increase issue and transformer overloading have
been discovered at the 100% penetration level. Active power curtailment, demand-side control, and
battery storage technologies were utilised to address these issues. The losses exceed 20% of the maxi-
mum power generated by the photovoltaic array in the case of PV curtailment method. Finally, it was
determined that a combination of active power curtailment and battery management techniques could
greatly reduce losses. However, no reactive power control strategies were examined in this research to
regulate the voltages at the PCC.

The PV penetration of a simulated LV radial network was investigated using an electronic on-load tap
changing (EOLTC) transformer in [45]. This network consists of 20 nodes and a total of 60 houses, with
each node equipped with a photovoltaic system. The simulation results show that without the EOLTC
transformer, the network can support a 20% PV penetration without encountering voltage violations.
The PV penetration level, however, was increased to 40 percent with the EOLTC transformer but reduced
to 30 percent with greater line impedances. A research on a radial Low voltage distribution network in
[46] found that adoption of Battery storage systems (BSS) can increase the PV systems hosting capacity
of the distribution networks by preventing the voltage from rising more than a permissible level during
peak irradiance.

The research reported in [47] demonstrates how energy storage in battery systems boosts PV penetra-
tion level in a radial LV distribution network. Any voltage violations are not detected until PV penetration
reaches 50%. However, as PV penetration reached 80 percent, the LV distribution network encountered
serious voltage rise issues and breached grid codes. As a result, the photovoltaic systems were discon-
nected from the grid to reduce the voltages at the PCCs. To avoid such disconnection, a 9kWH BSS is
implemented, and in the end, it has been established that the BSS are effective in preventing voltage
violations to a fair amount.

Monte Carlo methods have been used in [48], [49] and [50] for PV penetration studies. In Monte Carlo
simulations a range is given to the system variables such as PV size, load profiles and locations where
PV can be installed. Then, hundreds of simulations are carried out in the created domain to find the
solution space based on the requirement and the problem. In [48] penetration studies were carried out
on a real LV distribution network in the UK. OLTC transformer with novel control architecture has been
used to increase penetration. The results conclude that the PV penetration has been increased from
30% to 50% with the adaptation of OLTC transformer with the appropriate control. Similar results were
obtained in [50] and [49].

PV hosting capacity studies have been conducted for a rural LV distribution network in Brazil in [51]. It
has been reported that if the PF is kept 0.92 there were no voltage violations detected at 30% PV penetra-
tion. To increase the PV penetration to 100% OLTC transformer has been used. A similar study has been
conducted in [52] where a novel voltage droop control for the OLTC transformers along with a reactive
power control technique has been used to enhance the PV systems hosting capacity of the selected low
voltage network. It has been concluded by the authors that PV penetration can only reach up to 45%
without causing serious voltage rise problems.

PV penetration research have been carried in all of the aforementioned studies utilising a variety of
approaches, including reactive power management, PV power curtailment, and the use of storage and
OLTC transformers. However, a comprehensive comparison in terms of active power losses across sev-
eral reactive power techniques and battery storage systems was not conducted, nor was the fluctua-
tion in PV penetration level with the length of distribution feeders investigated in one particular study.
Additionally, several research omitted time-series simulations. Commercial, industrial, and residential
network load patterns can be quite diverse. All of these networks were not included in any of the afore-
mentioned works for penetration investigations. The penetration analysis for a low voltage distribution
network comprised of residential, commercial, and industrial networks is done in this work of thesis.
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Additionally, this study examines how the length of distribution network feeders affects penetration lev-
els. The worst-case distance with the lowest PV penetration will be chosen to use active and reactive
power strategies to improve PV penetration to 100% by lowering PCC voltages. Four distinct reactive
power management techniques will be applied, as well as two active power control strategies based
on electrolyser/battery storage systems. Finally, the active power losses incurred as a result of these
approaches are quantified. PV power curtailment strategies are not employed since they can result in
significant losses due to the PV modules’ maximum output power not being supplied. Additionally, the
whole inverter control strategy will be developed in terms of per-units to facilitate the design process.

2.2. DISTRIBUTION NETWORK
It is commonly acknowledged that the shift to widespread usage of distributed energy resources (DERs)
such as photovoltaics is a critical challenge for the twenty-first century concerning grid integration. To
enable abiding sustainable power production, considerable adjustments must be made to the power
systems to facilitate architectures that are primarily or totally powered by renewables. Solutions for
a successful transition to a sustainable energy future emphasize the efficient integrating of renewable
energy sources into the system. To perform a comprehensive study on the influence of DERs on the
grid, it is necessary to have appropriate benchmark test systems, including factual information on all
the network elements, published in the literature. These test networks are intended to replicate the
performance of a real network which could be used to analyze the effects of various new DERs on vari-
ous network topologies. Unfortunately, due to data protection restrictions, distribution network data for
most countries are not publicly accessible for usage as test samples. As a result, there are just a handful of
original networks available for scientific and scholarly purposes today. Consequently, only a fewer num-
ber of European benchmark test networks have been documented in various studies, and even smaller
numbers provide adequate information about the network components. A Comprehensive literature
research on benchmark distribution networks has been carried out. This section discusses several of
these networks. Ultimately, the network of choice will be presented.

In 1991, the IEEE (Institute of Electrical and Electronics Engineers) introduced the first test feeders
[53].Each of these test feeders is a simplified representation of a real distribution network. In the en-
suing years, an increasing number of test feeders are developed and added to the collection, again in-
spired by real networks in the United States. The new feeders include a range of special features. IEEE
has only published a single test feeder based on the European grid infrastructure. In [13], the authors
summarised what are all the 11 IEEE test feeders and their use cases in a form of a table as shown in the
table 2.1.

13 bus feeder: Compared to the other test feeders this a small network consisting of 13 nodes and oper-
ates at 4.16KV. It can be categorized by its short length, high loading, a voltage regulator, overhead lines
and underground cables, shunt capacitors and unbalanced loads [13, 53].

34 bus feeder: Modeled after a real-world feeder in Arizona and operates at a base voltage of 24.9 kV. It
features a lengthy and light-loaded portion, two voltage regulators to ensure a steady voltages, a trans-
former for the short 4.16 kV part of the network, unbalanced loads, and shunt capacitors [13, 53].

37 bus feeder: This feeder is modelled after a real-world feeder in California and operates at a base volt-
age of 24.9 kV. All of the line are underground cables, the voltage regulation is provided at the substation,
and the system is highly imbalanced with spot loads. Additionally, IEEE emphasizes that this particular
circuit design is relatively unusual

123 bus feeder: As the name suggests, this feeder contains 123 buses and operates at 4.14KV. This net-
work offers voltage drop problems which can be corrected by regulators and parallel cpacitor banks.
[13, 53].This circuit is defined by the combination of overhead lines and underground cables, an un-
balanced loads due to spot loads with constant current, voltage regulators, shunt capacitors, and sev-
eral switches. IEEE states that this circuit is "well-behaved" and has few difficulties with convergence
[13, 53].



2.2. DISTRIBUTION NETWORK 9

Table 2.1: List of IEEE test feeders [13]

Comprehensive Test Feeder (CTF): The CTF feeder was created essentially for the purpose of validat-
ing the models of all distribution network components like transformers and regulators. Additionally, it
is designed to evaluate the convergence characteristics of various switching schemes. As a result, this
feeder contains the majority of the network’s components, including voltage regulators, underground
cables, overhead lines, centre-tapped transformers, induction machines, switches, capacitor banks, dis-
tributed and spot loads, and transformer substations. Due to the incorporated switching devices, a di-
verse range of network configurations is possible. As a result, the CTF feeder model might be regarded
one of the most extensive network models available [13, 53].

Neutral Earth Voltage Feeder (NEV): The NEV test feeder is primarily designed to address the problem
of neutral to earth voltage. This difficulty develops when an electric current travels through a neutral
conductor in the same direction as in the phase conductors. This test feeder can be used for distribu-
tion system analysis, including all features of steady-state frequency-domain analysis (except for light-
ning analysis) found on distribution systems [13, 53].

8500 Test feeder: This test feeder is a radial distribution feeder modelled based on a real-world distri-
bution circuit in the United States of America. As the name suggests, it has 8500 nodes and consists of
medium and low voltage sections. The test case is intended to serve as a benchmark for researchers in-
terested in determining if the algorithms they have created will scale perform well on massive systems.
This network can be used for distribution system analysis like power flow solutions and renewable en-
ergy generation [13, 53].

342 node Test feeder : The 342 node low-voltage network feeder is an unbalanced and heavily meshed
urban system of moderate size. This network also includes unbalanced network components. It incor-
porates numerous elements present in a distribution network, including the following: Several primary
feeders at 13.2kV, network protectors, a 120/208V network section, and numerous 277/480V spot feeders
[13, 53].

LVNT: Test networks presented above are based on North American version of power systems. Low-
voltage, radial, and meshed distribution systems are also common outside North America. This network
is based on benchmark European-style distribution network. It operates at 4.16KV [13, 53].

European Low-Voltage Distribution Benchmark Network : CIGRE Task Force TF C6.04.02 has devel-
oped benchmark test systems for high voltage, medium voltage, and low voltage networks that address
difficulties associated with DER integration. Both North American (60Hz) and European style (50Hz)
networks are created for each benchmark system [1]. However, due to the study’s primary focus on LV
distribution networks, the CIGRE-developed European-style LV benchmark network will be discussed.
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These benchmark networks can be either used for steady-state or transient analysis .

The benchmark network consists of 37 nodes in total as illustrated in figure 2.1 and is modelled after
a real-world European low voltage network . As a benchmark network, it preserves significant tech-
nical properties while simultaneously reducing the complexity of the network and enabling flexibility
for the integration of Distribution Energy Sources. The distribution system can be classified into three
segments: residential, commercial, and industrial. Load profiles differ depending on the subnetwork.
Any combination of these subnetworks can be utilized for the studies. A single load is connected to the
industrial feeder, whereas eight and six loads are connected to the commercial and residential feeders.
The loads in a subnetwork are either connected by the overhead lines or undergrounds cables. The low
voltage distribution networks operate at the primary voltage 0f 0.4KV.

Figure 2.1: Line diagram of the European low voltage distribution network developed by CIGRE [1]

IEEE and CIGRE are the well know electrical organizations that publish industry-standard benchmark
test systems. Additionally, other research institutes and laboratories, such as the Pacific Northwest Na-
tional Laboratory (PNNL) [54, 55], the Electric Power Research Institute (EPRI) [56], and the Pacific Gas
and Electric Company (PGE), among others, are also involved in the development of test networks. For
instance, PNNL produced 24 prototypical feeder models based on data collected from 575 real radial
distribution feeders located throughout the United States [13, 55]. These feeders are categorized ac-
cording to temperature and climate regions. Moreover, several test feeders have also been developed by
independent researchers and research groups. A few of the examples include -

• Agent-based distribution test feeders,
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• European representative synthetic distribution test Networks [57],

• European non-synthetic low-voltage test network

The ABDTF developed by Pedram Jahangir and his team is modelled based on the residential feeders
in the Iowa state in the US [58]. It is one of the most precise representations of any distribution sys-
tem, including overhead lines, underground cables, switches, cables, and transformers. The network
connects 1370 residences (loads). The network also features smart grid technologies like PVs, plug-in
electric vehicles, and smart air conditioning. The network is primarily used to investigate the effects of
smart grid designs on a distribution feeder. The ENSLVTN developed in Arpan Koirala is based on data
from a small European town’s distribution feeders [59]. This is an enormous network with 10290 buses,
8087 loads, and 30 distribution transformers. The network operates at a voltage of 416V. The network
is designed to support researchers in carrying out studies on smart grid-enabled technologies such as
DERs, EVs, among others.

2.3. CRITERIA FOR THE SELECTION OF TEST SYSTEM
Until now, different test networks have been extensively described in the prior section. However, not all
networks are suitable for all types of research and analysis. As a result, an appropriate network must be
chosen based on the project’s requirements. Below is a list of the criteria used to select the intended test
network.

• The network must be based on a real European (50Hz), low voltage (400V) distribution system.

• The network must be diverse in nature, flexible and should support DERs.

• The accurate information on all the network components (transformers, loads, lines and cables)
must be available in the literature.

Following a thorough assessment, the CIGRE-developed European low-voltage distribution benchmark
network was chosen for further research. The CIGRE LV network is developed in the European version
operating at 50Hz and 400V. All the IEEE test systems except the last system in the table are based on the
North American version of the distribution system. CIGRE network is relatively small compared to other
European test systems (LVNT by IEEE and ENSLVTN). It has fewer nodes and supports the integration
of various DERs. This network has, after all, been developed particularly to carry out DER integration
studies. To reduce the computation time, as a proof of concept of the employed algorithms, this network
has been considered as to conduct penetration studies. A vast amount of information on each element
of the CIGRE LV network has been made available in the document Task Force TF C6.04.02 [1]. The de-
tailed information on the selected network is given in appendix.

2.4. MPPT
This section provides a quick overview of maximum power point tracker(MPPT), describing what they
are and how they work. Subsequently, several MPPT techniques will be discussed, and one will be cho-
sen for this thesis.

2.4.1. NECESSITY OF MPPT
Consider an ideal solar cell whose terminals are connected to a resistive load R, as displayed in the
figure 2.2. In the same figure, the I-V characteristics of both the solar cell and the load are illustrated.
The I-V curve of a resistive load is just a straight line (also called a load line) with a slope of 1/R. The
operating point is defined as the point at which both the curves intersect as shown in the figure 2.2. The
power drawn by the load at this point can be given by, p = vi . Depending on the size and type of load, the
operating point is not always at MPP at which the PV cell generates maximum power. Moreover, the load
varies majority of the time, and the maximum power-point also varies with the irradiation conditions
and temperature of the solar cell. Therefore, this mandates the installation of a maximum power point
tracker (MPPT), which continuously monitors the maximum power point under all scenarios and forces
the PV cell to operate at its MPP. Absence of MPPTs could result in low power output from the PV cells.
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Figure 2.2: a) Ideal PV cell connected to a resistive load [2] b) The operating point of the PV cell [2]

Figure 2.3: MPPT concept

2.4.2. WORKING OF MPP TRACKERS
MPPT is a control system that works in conjuncture with the DC/DC or DC/AC converters based on the
PV system topology. Consider a simple PV system portrayed in the figure 2.3. The PV module is con-
nected to a variable load R0 (DC load) via a DC-DC converter. The input to the converter are the voltage
and current from the PV module, and Ri is the terminal resistance viewed from the PV module side. The
MPPT control works by giving out control signals to the DC-DC converter such that the input impedance
Ri is regulated so that the load line defined by Ri always intersects the MPP on the I-V curves of the PV
cell/module. This ensures optimal operation of the PV system, irrespective of the load variations. In this
thesis, the boost converter is employed as a DC-DC converter, as represented in the figure 2.4, because
it is required to boost the voltage to a level required by the inverter. The voltage and current flowing
through the inductor depend on the duty ratio D and the switching cycle of the switch S. As seen in the
figure 2.5, the current through the inductor IL has a triangular waveform while the voltage drop has a
square wave shape. The average voltage across the inductor is zero when it is in its steady condition
(as determined by flux balance), and the average current flowing through the capacitor is zero. (charge
balance). Under these conditions, the voltage and current relationships between the input and output
of the converter can be expressed as,

V0 =Vi ·
(

1

1−D

)
(2.4.1)

I0 = Ii · (1−D) (2.4.2)

Dividing the above equations,

R0 = V0

i0
= Vi

Ii
·
(

1

(1−D)2

)
= Ri

(1−D)2 (2.4.3)

or,
Ri = R0 · (1−D2) (2.4.4)
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Figure 2.4: Connection of boost converter to the PV module

Figure 2.5: Waveforms of current through the inductor and voltage across the inductor

The Eq. (2.4.4) [3] establishes a critical link between the duty ratio and the boost converter’s input ter-
minal resistance Ri . If the load R0 changes, the MPPT controller adjusts the duty ratio so that the PV
modules always see an impedance with a load line that intersects the MPP point perfectly. As a result,
the modules are always utilized to their full potential. The general topology of the MPPT control scheme
is also presented in the figure 2.4. To begin with, the current and the voltage are monitored at the PV
module’s terminals. They are then processed using a variety of MPPT methods (described in the follow-
ing section), and reference variables are created. A PI controller works on the error signal obtained from
the difference between the reference and feedback variables and outputs a signal that is passed through
the pulse width modulator to generate gate pulses for the boost converter.

2.4.3. VARIOUS MPPT CONTROL TECHNIQUES
There are ample amount of MPPT techniques published in the literature. These techniques can be cate-
gorised into direct and indirect methods. Through the use of empirical data or mathematical equations,
indirect methodologies track the maximum powerpoint, whereas the direct methods make use of I-V
measurements for optimal tracking. The following list summarises the most standard and fundamental
MPPT techniques used in the literature.
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• Constant voltage [60]

• open-circuit voltage [61]

• short circuit pulse [62]

• Perturb and observe [63]

• Incremental conductance [64]

• Temperature method [65]

The constant voltage method uses the specifications of the PV array, like Vmpp to operate. The Vmpp at
STC is hardcoded in the algorithm. It measures the current and the voltage of the modules and tweaks
that towards the hardcoded Vmpp . It doesn’t take into consideration the irradiance and temperature
changes. So this method does not give accurate optimal power. To overcome such disadvantages, the
open voltage method measures the open-circuit voltage and assumes that Vmpp always lies between
70% to 80% of the measured Voc . To monitor the Voc one of the cells is disconnected and hence no
power will be delivered from that cell. The short circuit current pulse technique is analogous to open
voltage technique but here instead of Voc , Isc is measured and Impp is considered to be around 92%
of Isc . It shares the same advantages and disadvantages as the previous method. Perturb and observe
measure follows the PV curve and at every step the power is calculated and compared with the value
obtained in previous step. If the control sees an increase in the power, the next perturbation will be on
the positive side (in the increasing direction of voltage) and vice versa. This method tends to fluctuate
around the MPP since the algorithm is not aware of the MPP. Temperature methods make use of the am-
bient temperature to calculate the Voc and then similar to open voltage and short circuit pulse method
Vmpp and Impp are calculated.

INCREMENTAL CONDUCTANCE:
The slope of the P-V curve at the maximum powerpoint is zero. To the left of the MPPP, the slope is
positive and to the right it is negative. In the incremental conductance method, the transition in the
slope of the P-V curve is used for tracking the MPP. The power from the modules can be calculates as
P = vi . Upon derivating with v ,

d p

d v
= i + v · di

d v
(2.4.5)

At maximum power point, d p
d v = 0, hence equation transforms into,

di

d v

∣∣∣∣
PM pp

=− i

v
(2.4.6)

From the equation (2.4.5), it can be said that

di

d v

∣∣∣∣
P<PM pp

>− i

v
(2.4.7)

di

d v

∣∣∣∣
P>PM pp

<− i

v
(2.4.8)

The logic developed from the Eq. (2.4.6), (2.4.7) and (2.4.8) can be used to identify where the MPP lies.
Thus, if di

d v + i
v = ρ is exceeds zero, the operating point (OP) is located to the left of the MPP. If it equals

zero, the OP is the same as the MPP; if it is below zero, the OP is to the right of the MPP. Now, the ρ
can be used to find the duty cycle which determines the terminal resistance (Eq. (2.4.4)) as seen by
the modules. Hence, the load line will be adjusted in such a way that it passes through the MPP. The
following flowchart (figure 2.6) summarises the incremental conductance algorithm. The flow chart
shown corresponds to positive ∆D , for negative ∆D the signs are reversed. MPPT model designed in
[66] has been used in this thesis, which follows similar algorithm discussed above.
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Figure 2.6: Flowchart of Incremental Conductance MPPT algorithm

2.5. INVERTER TOPOLOGY
Voltage source inverters can be categorized into two-level and multi-level (three or more levels) invert-
ers. The ’level’ of the inverter refers to the number of voltage levels generated at the AC terminal mea-
sured with respect to the midpoint voltage of two split DC link capacitors (in the literature, researchers
also considered negative terminal as the reference).

Figure 2.7: Schematic circuit diagrams of a Two level and a multilevel inverter

If the total DC link voltage is VDC , a two-level three-phase inverter could generate either +VDC /2 or
−VDC /2 per leg/phase. In contrast, a three-level (a multi-level inverter), three-phase inverter generates
+VDC /2, 0, −VDC /2 per phase measured with respect to the DC-link midpoint voltage. The advantages
of a three-level inverter include-

• Better output AC waveform quality - Since more voltage levels are available at the output, it is
possible to follow the sinusoidal waveform much better. This eventually could reduce the size of
the AC filter.

• Higher voltage handling capability - For a given voltage rating of the switches, a multi-level in-
verter can handle higher DC-link voltage compared to a two-level inverter. This is possible be-
cause the blocking voltage can be shared by the multiple switches in a multi-level inverter

• Lower switching losses- At higher frequencies, the switching losses incurred in a multi-level in-
verter are lower because oftentimes they are switched at lower voltage levels. In contrast, two-level
inverters are always switched at either +VDC /2 or −VDC /2.

The disadvantages of multilevel inverters are more number of components, complex controlling tech-
niques and unbalanced DC link voltages. The multilevel inverter comes in different sizes and types such
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Figure 2.8: Schematic representation of one of the legs of a three-phase three-level inverter

Q1 Q2 Q3 Q4 V(a/b/c)O

1 1 0 0 VDC /2
0 1 1 0 0
0 0 1 1 −VDC /2

Table 2.2: Switching logic for one of the legs of a three phase three level inverter

as three/four/five-level diode clamped multi-level inverter, three/four-level flying capacitor inverters,
modular multilevel cascade inverters [3]. In the current study, a three-level diode clamped inverter has
been chosen. The figure 2.8 shows a single leg circuit configuration of a three-level inverter and the cor-
responding switching logic is given in the table 2.2. The DC link voltage is divided into two equal parts
by the two series capacitor. The terminals P, O, N corresponds to the positive, midpoint and negative DC
bus terminals respectively. The a,b,c phase wires can be connected to any of the DC-bus terminals ac-
cording to the control logic. As discussed earlier it can produce three voltage levels and when compared
to a two-level inverter it can handle double the DC voltage with the same voltage rating of the active
switches.

2.6. PWM TECHNIQUES
Typically, the controller in a power electronic converter defines the reference voltage that must be gen-
erated to meet the control requirements. The technique of generating this reference voltage on average
throughout a specific interval, by performing a mixture of switching commutations is known as mod-
ulation [3]. This is a critical operation in a power electronic converter since the modulation technique
applied significantly influences the resultant waveform quality and the performance of the converter.

In order to achieve objectives such as minimal harmonic content in output waveforms and power losses,
each power converter configuration requires a distinct modulation approach depending upon the ap-
plication. The complexity of the modulation schemes often grows as the number of power electronic
switches increases. This is evident for the multilevel inverter family, in which the number of devices can
be incredibly large in comparison to traditional two-level inverters.

In several settings, multilevel inverter modulation methods began as adaptations and enhancements
of well known two-level inverter modulation methods. One such method is In Phase Level-Shifted Sine
Pulse Width modulation technique which is the direct extension of sine PWM. In this method, for an
N level inverter, the N-1 triangular wave carriers are distributed evenly across the voltage range of the
multi-level inverter. Two triangular wave carriers, for example, are required for a three-level neutral
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Figure 2.9: Pulse width modulation for a three level inverter

point clamped inverter. With a DC bus voltage equal to VDC . The first carrier is in the range of zero to
+VDC /2, whereas the second carrier is in the range of zero to −VDC /2 as shown in the figure [? ]. The
black curve is the modulating signal and the red and blue curves are carrier signals. To get the desired
pulses the modulating (reference) voltage waveform is compared with the two carrier waves according
to the following logic.

Sy1 =
{

1 if my ÊVcp

0 if my <Vcp
(2.6.1)

Sy3 = S̄y1 (2.6.2)

Sy4 =
{

1 if my <Vcn

0 if my ÊVcn
(2.6.3)

Sy2 = S̄y4 (2.6.4)

where, S are the gate signals for various switches (Q1, Q2, Q3, Q4) in a leg, y ε a, b, c corresponds to the
three phases, my are the modulating signals of all the phases and Vcp and Vcn are the two triangular
carrier waves. Gate signals S(y)1 and S(y)3 , and S(y)2 and S(y)4 are the complementary witching pairs (can
also be viewed from the table). The modulating reference voltage waves are generated by the inverter
control.

IPLS-PWM is one of the most straightforward and easily comprehensible techniques which is widely
used in studies for three-level NPC inverters. There are other PWM techniques such as phase-shifted-
PWM, where the phase of the carrier signals is different and hybrid PWM techniques which comprise
the characteristics of both LS-PWM and PS-PWM [3]. However, they are more suited for higher-level
inverters and CHB inverters [3].



3
MODELLING, DESIGN AND CONTROL

The previous chapter explored several distribution grids in detail, including the selected low voltage dis-
tribution network. This chapter begins with a discussion of the chosen network’s modelling, followed by
the presentation of the resulting voltage profiles. The following sections describe in depth the modelling
and design of several pv system components, including photovoltaic modules, inverters, MPPT, boost
converters, and LC filters, as well as irradiance calculations.

After that, a brief description of the control technique used in this thesis is provided. This section begins
by discussing the grid connection principle. Then, the theory of DQ transformations and the per-unit
system are discussed. Later in the chapter, the outer voltage control loop is explained in detail, and
the plant transfer function is deduced. Similarly, the inner control is explained, and the plant model is
generated from the appropriate dynamic equation on the AC side of the PV system. Finally, the entire
control loop is presented, which comprises both the inner and outer control loops.

3.1. GRID MODELLING
The distribution network illustrated in the figure 3.1 has been modelled in Simulink. The network con-
sists of 37 nodes and has been categorized into residential, industrial, and Commercial sub-networks.
The loads are represented with arrows in the network model. The information regarding network is
given in the appendix.

The normalized load profiles shown in the figure are taken from the CIGRE document. Each subnet-
work has a different load profile, as shown in the figure 3.2. The load profiles correspond to the power
absorbed by the loads over 24 hours in minute resolution. The shapes of the load profiles have been
extracted from the CIGRE document using a web digitizer. The loads connected to a particular subnet-
work follow an identical load profile but has different peak load consumption. For example, the load
connected to the buses R15 and R16 of the residential subnetwork has the same load profile over a day,
but the power they consume at a particular instant is different. A similar explanation can be given to the
loads connected to the industrial and commercial subnetworks as well. The peak power consumption
of every load is given in the table A.11 in appendix. The loads connected to the buses R1 and C1 are
comparatively higher because they represent the cumulative loads from the other feeders connected to
the transformer. Also, all the loads are operated at unity power factor.

18
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Figure 3.1: Line diagram of the European low voltage distribution network developed by CIGRE

Figure 3.2: Load profiles of the residential,industrial and commercial subnetworks
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3.2. OVERVIEW OF THE PV SYSTEM COMPONENTS/ GENERAL ARRANGE-
MENT OF PV SYSTEM

The PV systems’ nominal power can range from hundreds of watts (Rooftop PV systems) to thousands of
gigawatts (Large scale PV farm) depending on the requirement. Likewise, the PV system configuration
varies according to their nominal power. However, regardless of its rating, the general structure of a PV
system can be loosely explained. The general layout of a PV system is illustrated in the figure 3.3, where
few components might be discarded based on the application (more on this later). The PV system as a
whole can be segmented into three sections.

• DC

• AC

• Grid

Figure 3.3: Overview of the PV system components [3]

The first section, referred to as the DC side, is composed of photovoltaic modules, a DC/DC converter
with an MPPT controller, and a DC link capacitor. Solar photovoltaic modules capture solar energy and
convert it to electricity. The panels are connected in a series or parallel configuration depending on
the required voltage level. Generally, a boost Converter is utilised as a DC/DC converter in low power
rating PV systems to increase the voltage to the optimal level for the inverter. For example, for a three-
phase system, the voltage has to be boosted higher than the peak value of the phase to neutral volt-
age, depending upon the modulation index of the pulse width modulation method used. The DC/DC
converter functions in conjunction with the MPPT controller. The MPPT ensures that the photovoltaic
system is constantly operating at maximum powerpoint, producing the highest amount of power that
the PV modules can generate under given irradiation conditions. Following that, the DC link capacitor
filters out any ripple component present in the DC/DC converter’s output. Additionally, it serves as a
DC source for the subsequent system.

The AC side of the system comprises of inverter and an LC filter. The inverter converts DC components
into AC components such that the output can be connected to the grid or AC loads. The AC output from
the inverter contains higher harmonic content. The AC filter made up of inductors and capacitors filter
out the harmonic content and delivers pure(almost) sine and cosine waves. On the grid side, the AC
loads, grid and transformer (optional) are present. Depending on the amount of solar energy generated,
a portion of the inverter’s output power is transferred to the AC loads connected to the PV system, while
the remainder is pumped into the grid (for the grid-connected PV system). Certain national rules man-
date galvanic isolation in photovoltaic systems to avoid common mode voltage and curent. Therefore,
it must be present at the DC/DC converter or via a transformer at the grid side.

3.3. IRRADIANCE
Irradiance is defined as the power received from the sun, across all the wavelengths, per unit area. It de-
termines the total energy falling on the PV modules in a particular interval of time. It is an essential pa-
rameter in energy yield calculations. Irradiance depends on the location, time and weather conditions.
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Figure 3.4: Orientation of a PV module in horizontal coordinate system [2]

The global irradiance from the sun can be defined as the sum of the diffuse and the direct components.

Gg l obal =Gdi f f use +Gdi r ect

The above equation can also be written as

G H I = D H I +DN I cos(ϑz ) (3.3.1)

where GHI is Global horizontal irradiance, DHI is diffuse horizontal irradiance, and DNI is direct normal
irradiance and ϑz is the angle between Zenith and sun position. GHI, DHI and DNI are measured using
special hardware such as a pyranometer and pyrheliometer. Generally, the PV modules are not placed
horizontally on the ground but rather tilted to increase the irradiance on the surface of the module. In
that case, the irradiance falling on the modules can be divided into three components - Direct, Normal
and albedo, as given in the following equation.

GModule =GDi r ect +GDi f f use +G Albedo (3.3.2)

• Direct Irradiance (GDi r ect ) - It is the component that is directly incident on the PV module without
suffering any reflections or scattering from the atmosphere and ground.

• Diffuse Irradiance (GDi f f use ) -This component is the amount of light that hits the module’s sur-
face after being scattered by the molecules in the atmosphere. Diffuse irradiance is incident on
the PV modules from all the possible directions.

• Albedo (G Albedo) - The albedo is the part of the irradiance that reaches the modules after reflection
by the ground or neighbouring objects. This component is highly dependent on the type and
nature of the surface on which PV modules are installed.

Consider a PV module tilted with respect to the ground at an angle theta, as shown in the figure 3.4.
The position of the PV module with respect to its normal vector can be identified in a celestial sphere
by defining two coordinates in the horizontal coordinate system. The first coordinate is the azimuth of
the module, which is the angle between the true North and the normal of the module projected onto
the horizontal plane. The second coordinate is the altitude of the module, which is the complementary
angle of the module’s tilt angle (90 - theta). To calculate the total irradiance impending on the module,
the angle of incidence first needs to be calculated. It is defined as the angle between the module normal
and the incident direction of the sunlight [2], as shown in the figure 3.5. The angle of incidence can be
calculated from the Eq. (3.3.3).

AOI = cos−1 [cos(aM )cos(as )cos(AM − AS )+ sin(aM )sin(as )] (3.3.3)

It can be seen from the equation that AOI is the function module’s altitude (am), azimuth (Am) and sun’s
position (azimuth (As ) and altitude (as ) of the sun) in the celestial sphere.
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Figure 3.5: Angle of incidence

The direct component of the irradiance can be calculated using the Eq. (3.3.4), It can be seen that the
direct irradiance is proportional to the direct normal incidence (DNI) and the cosine of AOI.

GDirect = DN I ·cos(AOI) (3.3.4)

The calculation of diffuse component is not as straightforward as the calculation of direct component.
In general, the diffuse irradiance is a function of DHI, AOI and sky view factor (SVF). SVF depends on
the tilting of the module and is calculated by SV F = 1+cosθM

2 . SVF represents the portion of the sky
seen by the PV modules when they are tilted at some angle. There are ample sky models available in
the literature to calculate diffuse irradiance. Each model varies in the complexity and accuracy in the
calculation of diffuse irradiance. A few of the sky models are -

• Isotropic sky model : Gdiffuse = SV F ·D H I

• Sandia model: Gdi f f use = SV F ·D H I + f (G H I )

• Hay and Davies: Gdi f f use = D H I · f (SV F, AOI )

• Riendl: Gdi f f use = f (SV F, AOI ,G H I )

The albedo component of the irradiance can be approximated using the Eq. (3.3.5) where α represents
the reflections from the ground and environment. Albedo is the characteristic of a material. The higher
the albedo higher will be the reflections from the surface. For example, the albedo of ice is 0.6, whereas
the albedo of the forest is around 0.1. The albedo can be measured using albedometer.

GAlbedo =G H I ·α · (1−SVF) (3.3.5)

In this thesis, the irradiance data (DNI, GHI, DHI, Azimuth and Altitude of the sun) is obtained from
METEONORM [67] for the location- station Delft in the Netherlands. The corresponding coordinates
are 52.00754636426495 latitude and 4.357110169027999 longitude. The resolution of data is in minutes
corresponding to a sunny day. The sky model used to calculate the diffuse component of the incident
irradiance is the isotropic model. The total irradiance on the surface of the modules can be calculated
by the equation

GTot al = DN I ·cos(AOI)+SV F ·D H I +G H I ·α · (1−SVF) (3.3.6)

Module performance is highly dependent on the tilt angle and azimuth of the module, as they can affect
the amount of direct and diffuse irradiance falling on the PV modules. Therefore, it is imperative to iden-
tify for which azimuth and tilt angle, the total irradiation on the module is maximum. The procedure
involved in such optimization can be explained in the following steps-

1. The first step involves calculating the position (Azimuth and altitude) of the sun, with respect to
the PV system, over a particular interval- a day in this case.

2. The second step involves setting the range for the tilt and azimuth angles. The considered range
is θm ε [0,90] & Am ε [0,360]
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3. In the third step, the incident power is integrated over the interval (decided in the first step) for
the full range of azimuth and tilt angles.

4. The output would be the energy yield over the specified interval for all the combinations of tilt
and azimuth angles.

Figure 3.6: Steps involved in calculating optimal module configuration

The output results a contour plot, as shown in the figure 3.7. The horizontal axis represents the azimuth
of the module, and the vertical axis represents the module’s tilt. The contour plot is populated with the
total amount of energy incident on the module over a day. The optimal tilt and azimuth are the ones
for which the energy yield is the maximum. The optimal tilt is 16.2◦ and the optimal azimuth is 158.3◦
The figure 3.6 illustrates the steps in a flowchart. Using the optimal configuration of the PV modules, the
irradiation plot over a day can be calculated using the Eq. (3.3.6). The corresponding irradiation plot is
depicted in the figure 3.8.

Figure 3.7: Contour plot depicting the total energy yield for all the tilt and azimuth combinations
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Figure 3.8: Irradiation falling on the PV module over a day

3.4. MODELLING OF PV CELL AND PV MODULE
Solar energy is omnipresent and can be harnessed using solar cells. Over the past decades extensive
research has taken place to improve the efficiency of solar cells. Solar cells function based on the photo-
voltaic effect (called PV from now) i.e. generation of potential difference across the junction of absorbers
due to incident irradiation. A single solar cell consists of an absorber which is fabricated on a substrate.
The electrons in the absorber are excited to the higher energy levels upon the incident of solar radiation.
The voids created due to the absence of electrons are called holes. They act as particles with positive
charge. When the cell is connected to an external circuit, the electrons in the higher energy level flow
through the external circuit, thus producing electrical energy. The working principle of a solar cell is
shown in the figure 3.9. N-type and P-type semiconductors act as semipermeable membrane, where the
generated electrons and holes are separated before they recombine and thus can pass through the exter-
nal circuit. The efficiency of a solar cell is hugely dependent on the type of absorbers employed which
depends on the material [2]. The maximum efficiency of different PV technologies ever recorded are
mentioned in the appendix. The solar cells can be categorised in multiple ways depending upon their
size, technology, flexibility, generation etc. However, in this report, the solar cells are classified into two
technologies - thin film and wafer-based. They can be further categorised into flexible and non-flexible
solar cells. The most common PV technologies used for rooftop PV applications are mono-crystalline
silicon and poly-crystalline silicon whose maximum efficiencies ever recorded are 26.7% and 23.3% re-
spectively. The I-V characteristics of an illuminated photovoltaic cell that performs like an ideal diode

Figure 3.9: working principle of a solar cell [4]
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can be characterised by a simple equivalent electric circuit consisting of a diode and a current source
connected in parallel, as illustrated in the figure 3.10 . A diode is a physical representation of the devel-
opment of a p-n junction. In actuality, a series resistance Rs and a shunt resistance Rp have an effect on
the performance of a solar cell. The series resistance Rs represents the aggregate of a solar cell structural
resistances. The junction’s bulk resistance, the contact resistance between semiconductor and metal,
and the electrodes’ resistance contribute to the series resistance. Shunt resistance is caused by a paral-
lel path for leakage current developed by local defects in the p-n junction and shunts near the PV cell’s
edges [2]. Hence, Rp strongly depends on the type of fabrication method employed to develop the solar
cells. Rp has an effect on the slope of the I-V curve’s initial section.

Figure 3.10: Equivalent circuit of an ideal and a practical solar cell

The mathematical expression governing the I-V characteristics of an ideal and practical solar cell are
given in the Eq. 3.4.1 and 3.4.2 [2, 68, 69]. The resulting I vs V plot is illustrated in the figure 3.11

I = Iph − I0

{
exp

[
qV

nkB T

]
−1

}
(3.4.1)

I = Iph − I0

{
exp

[
q (V − I Rs )

nkB T

]
−1

}
− V + I Rs

Rp
(3.4.2)

where,
I is the current flowing through the load
V is the voltage across the load
I0 is the saturation current or dark current
Rs is the series resistance
Rp is the parallel resistance
n is the ideality factor
q is the charge of an electron
T is Temperature (300k)
KB is the boltzman constant
Iph is the photo-generated current
Saturation current or dark current is a material property. It is a measure of the degree of recombination
occurring in a solar cell. Ideally, it must be kept as small as possible. I0 largely depends on the doping of
n-type and p-type semiconductors. Three crucial points can be drawn from the figure 3.11-

• Open circuit point (Voc ,0)

• Short circuit point (0,Isc )

• Maximum power point (VMPP , IMPP )
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Figure 3.11: Charecterstic I-V curve of a PV cell

Both Voc and Isc can be calculated from ideal diode equivalent circuit Eq. (3.4.1). Voc is obtained by
taking I = 0 and Isc can be derived by taking V = 0. The resulting equations are-

Voc = kB T

q
ln

(
Iph

I0
+1

)
(3.4.3)

Isc = Iph (3.4.4)

The PV cell operates differently for different types/sizes of the loads connected to it. At open-circuit
voltage (Voc ), no current flows through the load connected to it. It is equivalent to having an open cir-
cuit across the PV cell. Voc is the maximum voltage a PV cell can support. The short circuit point occurs
when the terminals of the solar cell are short-circuited. Thus, at this point, the voltage seen across the
PV cell electrodes is zero. The corresponding current in the external circuit is called short circuit current
(Isc ). It is the maximum current a solar cell can generate at a given Irradiance. Isc depends on the inci-
dent photon flux and area of the PV cell. The output electrical power from a PV cell can be calculated as
P = V I , where V and I are the output voltage and current. Thus obtained P-V curve is illustrated in the
figure 3.11, where it can be observed that at a point called PMPP , the power extracted from the PV cell
is the maximum. The voltage and current corresponding to this point are denoted as VMPP and IMPP .
Hence, to efficiently make use of a PV cell, the external circuit must be designed in such a way that the
PV cell operates at MPP optimal point. The solar cell behaves as a current source before the MPP and
acts as a voltage source after the MPP. When operating in the voltage source zone, the Rs has a greater
impact, while the Rp has a bigger effect when working in the current source region.

To obtain credible I-V characteristics of a photovoltaic cell, measurements must be conducted under
widely accepted industry-standard test conditions (STC). The STC conditions are-

• The total irradiance incident on a PV cell must be equal to 1000w/m2

• The incident photon flux should reflect that of AM 1.5 spectrum.

• PV cell’s temperature should be maintained at 25◦C

The solar cell efficiency is calculated by taking the ratio of maximum power produced and incident
power. It is calculated at STC conditions at which the incident radiation (Iin) becomes 1000w/m2. The
efficiency is given by,

η= Pmax

Iin
= JMPPVMPP

Iin
(3.4.5)

where JMPP is the current density at MPP point. In summary, the peak power Pmax, the short-circuit
current Isc, the open circuit voltage Voc, the maximum power point voltage (Vmpp), and current (Impp)
are the primary metrics used to assess the performance of solar cells. As a result, these are the param-
eters (calculated at STC) that manufacturers include in the technical specifications of any photovoltaic
module. For a PV modules, where the PV cells are connected in series and parallel combinations, the Eq.
(3.4.2) [68] slightly changes into,

I = M Iph −M I0

{
exp

[
q (V − I Rs )

N nkB T

]
−1

}
− MV +N I Rs

N Rp
(3.4.6)
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where, M is the number of cells connected in parallel and N is the number of cells connected in series.
In this work of thesis, the PV module developed by the company SunPower is used for modelling, whose
specifications and model parameter are mentioned in the table 3.1-

Specifications Value The equivalent circuit parameters Value
Rated maximum power PMPP (W) 305 Photo-generated current Iph (A) 6.0092
Open circuit voltage Voc (V) 64 Saturation current I0 (A) 6.3e-12
Short circuit current Isc (A) 5.96 Diode ideality factor 1.1203
Voltage at maximum power point VMPP (V) 54.7 Shunt resistance Rp (ohms) 269.5934
Current at maximum power point IMPP (A) 5.58 Series resistance Rs (ohms) 0.37152
Cells per module (Ncell) 96
Temperature coefficient of Voc , αV (%/deg.C) -0.27269
Temperature coefficient of Isc , αI (%/deg.C) 0.061745

Table 3.1: List of PV module specifications and the equivalent circuit parameters

The equivalent circuit parameters are obtained from SIMULINK library and System Advisor Model (SAM)
developed NREL [70, 71]. However, most of the time, manufacturers do not provide all the necessary
data required to model a solar cell. Only the module specifications given in the table are made accessi-
ble. The equivalent circuit parameters like Rs , Rp , Iph , I0 and n are not available all the time and must
be carefully selected by analysing the PV array characteristics and studying the literature. For, instance
Rs and Rp can be calculated from I-V curves.

Oftentimes, PV modules do not operate at STC conditions. Irradiation varies with time and weather
conditions, as stated in the previous section. Additionally, the temperature has a profound impact on
a solar cell’s performance [2]. A solar cell’s temperature rises due to various factors, one of which is
electron-hole pair recombination occurring at several sites within the semiconductor (not all recombi-
nation phenomena result in temperature increase). The temperature coefficients indicated in the table’s
3.1 final two specifications dictate how Voc or Isc varies in response to a solar cell’s temperature. The en-
ergy level of the electrons increases as the temperature of the solar cell increases, requiring less energy
to transition from lower energy states to higher energy states. As a result of this, the semiconductor’s
bandgap narrows. Thus, a more significant number of electrons and holes will be able to reach the
metal electrodes, resulting in an increase in output current. This accounts for Isc’s positive temperature
coefficient. The bandgap narrowing can be interpreted as a reduction in the open-circuit voltage Voc .
As a consequence, as the temperature rises, Voc lowers.

The photo-generated current Ipv of a photovoltaic cell has a linear relationship with the irradiation as
per the following equation.

Iph = (
Iph,STC +K I∆T

) G

GSTC
(3.4.7)

where,
Iph,STC is the photo generated current at STC conditions

K I = αI Iph,STC

100 (Another form of temperature coefficient)
∆T = T −TSTC (Difference between actual temperature [K] and temperature [K] at STC)
G and GSTC are solar irradiance at non optimal conditions and STC (1000W /m2)

The diode saturation current also changes with temperature as given by the relation,

Io = Io,STC

(
TSTC

T

)3

exp

[
qEg

nKB

(
1

TSTC
− 1

T

)]
(3.4.8)

where, Eg is the bandgap of the semiconductor (1.121ev for silicon). Io,STC can be obtained by rearrang-
ing the Eq. (3.4.3)-

Io,STC = Isc,STC

exp
(

qVoc,STC
nKB TSTC

)
−1

(3.4.9)
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Eq. (3.4.8) is quite famous and has been used in many journals and studies to model the temperature
dependence of the diode current [72–75]. The equation assumes the bandgap Eg to be constant when
the temperature changes. However, it has been already discussed that, with the increase in the temper-
ature, the bandgap in a semiconductor narrows, leading to the lower Voc values. To accommodate such
phenomena, the bandgap can be considered a function that changes linearly with the temperature, as
shown in the following equation.

Eg = Eg ,STC (1+KEg∆T ) (3.4.10)

where, KEg is the temperature dependence of the bandgap factor. Its value is taken to be -0.0002677
for silicon semiconductor in system advisor model by NREL [71, 76]. For accurate calculation of diode
current, Eq. (3.4.10) is inserted in Eq. (3.4.8). The resulting relation would be-

Io = Io,STC

(
TSTC

T

)3

exp

[ q(Eg ,STC (1+KEg∆T ))

nKB

(
1

TSTC
− 1

T

)]
(3.4.11)

However, if the temperature coefficient for voltage αV is given in the specification (table), the diode
saturation current from the Eq. (3.4.8) [73, 77] can be modified into following equation-

Io = Isc,STC +K I∆T

exp
(

q(Voc,STC+KV ∆T )
nKB TSTC

)
−1

(3.4.12)

Both the equations Eq. (3.4.12) and Eq.(3.4.11) can be used to calculate the diode current accurately as
they both consider temperature dependence of the bandgap. To get the final expression governing the
I-V characterstcis of a PV cell, Eq. (3.4.12), (3.4.11) and (3.4.7) must be inserted in (3.4.2). The either
of the resulting equations (appendix) can be used to model a PV cell. To model a PV module, a simple
insertions of number of cells in series and parallel in the final equations should work, similar to the Eq.
(3.4.6). An analogous approach can be fllowed to model a PV array.

3.4.1. SIMULATION RESULTS
Multiple ways of modeling PV modules have been discussed in the previous section. However, in this
work of thesis the SIMULINK block for the PV array [78] has been employed which use similar equations
discussed above to model the PV array. The I-V and P-V characteristics of the selected PV modules at
constant temperature but variable irradiation levels are illustrated in figures 3.12 and 3.13 respectively.
Where as figures 3.14 and 3.15 depict The I-V and P-v characteristics respectively when the module is
subjected to various temperatures.

Figure 3.12: Current-Voltage characteristics of the PV module at various irradiation levels & at fixed temperature (25◦C )
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Figure 3.13: Power-Voltage characteristics of the PV module at various irradiation levels & at fixed temperature (25◦C )

Figure 3.14: Current-Voltage characteristics of the PV module at constant irradiation level (1000W /m2) at different temperatures
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Figure 3.15: Power-Voltage characteristics of the PV module at constant irradiation level (1000W /m2) at different temperature

3.4.2. CONCLUSIONS
Following conclusions can be drawn from the above figure-

• The performance of a photovoltaic module can vary significantly with regard to irradiance and
temperature, resulting in fluctuations in power production.

• Increased irradiation results in an increase in electron-hole pair production, resulting in a greater
output current (figure 3.12). When irradiation is reduced, the opposite occurs. Variations in irra-
diance have a minimal impact on the terminal voltages of photovoltaic modules in comparison to
the output currents (figure 3.13). Thus, an increase in power production is achieved through an
increase in irradiation.

• While the current generated increases slightly as the temperature rises, the decrease in voltages
dominates, resulting in the reduced power output as the temperature rises (figures 3.14 and 3.15).

• Thus, maximum power can be extracted from the photovoltaic modules under circumstances of
increased irradiation and reduced temperature.

The single diode model developed in this study is by far the most widely used model because it provides
an excellent balance of practicality and simplicity. However, the single diode model is not ideal. Numer-
ous approximations have been made in order to derive the mathematical expression describing the I-V
characteristics. For example, it was presumed that no electron-hole pair generation or recombination
occurs in the depletion zone, which is not the case in a true PN junction. Additionally, surface recombi-
nation is considered to be negligible, which is incorrect due to the finite thickness of a PN junction. To
circumvent such approximations, researchers devised two- and even three-diode models with variable
ideality factors. For more precise results, such models can be used in subsequent studies. Additionally,
in reality, there are additional losses at the module level, such as shading losses caused by neighbouring
objects and mismatches in the I-V characteristics of individual solar cells, which can result in bottle-
necks in overall performance. Such losses have also not been considered in current study.

3.5. DESIGN OF PV SYSTEM COMPONENTS
This section briefly details several equations to design passive components of the PV system. Design
of boost converter, LC filter and the DC link capacitor and in will be discussed. The values of all the
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components and design parameters for all the PV systems are given in the appendix

3.5.1. DESIGN OF BOOST INDICATOR
The boost inductor is constructed with the limitation that the ripple current of the inductor is less than
15% of the maximum output current (Isc ) of the PV modules. Following equations [79] describe the
calculation procedure for the inductance-

∆I < 15% (3.5.1)

∆I = Vi nDTs

2L
(3.5.2)

L > Vi nDTs

2∆I
(3.5.3)

where,
4I is the indicator ripple current.
Ts is the time interval between the switching cycles
D is the duty cycle Vi n is equal to Voc of the modules

3.5.2. INPUT FILTER CAPACITOR
The output of the PV modules is connected to a boost converter which is required to boost the voltage
to the desired level. The input current to the the boost converter has a ripple at the switching frequency
because of the presence of an inductor at its input. So a capacitor is necessary to provide high switching
frequency ripple current, so that PV modules are not required to handle such high-frequency ripple
current. Also, the performance of the maximum power point tracker might get affected in the absence
of an input capacitor. In conclusion, the input filter capacitor is needed to filter out the high frequency
ripple current such that the module sees a smooth current. The capacitance can be approximated by
the following equation [73]-

Cpv ≥ 1

8

Ts4I

4Vi n
(3.5.4)

where, 4Vi n is the input voltage ripple. It is a design parameter and usually taken to be 1% of the output
voltage of PV modules.

3.5.3. DC LINK CAPACITANCE
DC link capacitor is connected to the inverter input to smoothen out the input voltage ripple of the in-
verter. The inverter takes in DC quantities and outputs three-phase AC currents and voltages. When
viewed from the three-phase AC to the DC side, the inverter can be seen as a three-phase rectifier (see
figure 3.16). The output of a full-wave three-phase rectifier is depicted in the figure 3.17. Each diode in
the rectifier conducts for one-third of the cycle (120◦). However, for full current conduction, a pair of
diodes must conduct simultaneously at the same instant. Therefore, effectively each diode pairs con-
ducts only for one-sixth of the cycle. For instance, diode D1 conducts between 30◦ and 150◦ as depicted
in the figure 3.17. But the diode pairs D1,2 and D1,6 conducts between 30◦ and 90◦, and 90◦ and 150◦
respectively. Consequently, the frequency of the output DC ripple waveform is six times AC waveform.
So the 50Hz AC waveform will have a reflection on the DC side as a sixth harmonic ripple (300Hz). So the
capacitor has to be designed to handle the sixth harmonic ripple. Thus, the DC-link capacitor will ex-
perience charging and discharging cycles at 300Hz. The large capacitance value thus can be attributed
to the low-frequency ripple. The actual design of DC link capacitor is challenging and tedious and it
is beyond the scope of current thesis. Therefore, the DC link capacitor has been designed for a single
phase system (EQ. 3.5.5 [80]) which experience two time the frequency of the AC waveforms at the DC
side. Therefore, the designed capacitance should also work for the three phase system as well because if
the capacitor is designed to handle 100Hz, it can easily handle 300Hz ripple.

CDc−l i nk = 3

4

P

2∗ f ∗V 2
DC−l i nk

(3.5.5)

where,
P is the nominal power of the system
2∗ f corresponds to the 100Hz ripple and f is 50Hz
VDC−l i nk is voltage across the DC link capacitor
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Figure 3.16: Circuit diagram of a diode based three phase full wave rectifier [5]

Figure 3.17: The DC voltage output of a diode based three phase rectifier [5]

3.5.4. OUTPUT AC FILTER
The output voltage and current of an inverter are pulsating waveforms with higher harmonic content
close to the switching frequency. These high-frequency harmonics are attenuated using an LC filter.
Over the course of a cycle, the average voltage across an inductor must be zero (from flux balance). As a
result, the entire average voltage is applied across the filter’s output. Inductance is a current stiff element
as it does not allow a sudden change of current. Thus, an inductor smooths out the current waveform by
introducing ripples. The capacitor now provides a parallel path for the inductor’s ripple current.Due to
the fact that the average current flowing through the capacitor is zero over a cycle (charge balance), the
entire average current is directed via the load. Thus, an LC filter averages out current and voltage across
a switching interval in this manner.

The figure 3.18 shows a schematic representation of an LC filter. R denotes the inductor coil’s resistance
(which is very small). The filter’s transfer function is given by the equation,

Vo

Vi
= 1

1+ sC R + s2LC
(3.5.6)

The LC filter is designed in the following steps.
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Figure 3.18: Schematic diagram of an LC filter

• To begin, a low resistance value is chosen.

• The second step is to select an inductance value, which is typically between 0.1 and 0.2 p.u. The
real value of L is determined using the following equation.

L = LpuV 2
b

Pn2π f
(3.5.7)

where Pn is nominal power of the PV system, Lpu is the per unit value of the inductance, Vb is the
base voltage and f is the frequency (50Hz)

• Third step involves deriving the capacitance from the Eq. (3.5.6) so that the filter provides at least
-25dB (about 5% of the input magnitude) attenuation near the switching frequency.

• Finally, the R value is adjusted to obtain the appropriate quality factor (around 0.75). An online
app is used to design LC filter [81]

3.6. GRID CONNECTION PRINCIPLE
Consider a grid, a single-phase grid, as shown in the figure (3.19). The voltage source Vi represents the
output of the inverter, vg is the grid voltage, and ig is the current that is being injected into the grid.
The inductance L represents the AC filter. It plays an integral part in reducing the harmonics generated
by the inverter (also plays a role in removing circulating currents). To maximize the utilization of PV
power, ig should be in such a way that maximum active power is fed into the grid. In other words, the ig

waveform should be in phase with the grid voltage waveform vg , at Unity power factor. Using KVL, the
voltage equation of the loop can be written as vg + vL = vi . Assuming vg = Vm sinωt to be sinusoidal,

the voltage across the inductor is vL = L
dig

d t . Therefore,

vi = L
dig

d t
+ vg (3.6.1)

Due to the unity power factor requirement, ig should also be sinusoidal, similar to vg . Hence, ig can be
written as Im sinωt . Now, The Eq. (3.6.1) becomes

vi = Vm sinωt +ωL Im cosωt (3.6.2)

The current flowing through the inductor is,

ig = 1

L

∫ (
vi − vg

)
d t (3.6.3)

The sinosoidal form grid current ig can be obtained by replacing vi in Eq. (3.6.3) with the Eq. (3.6.2).
In other words, to obtian the unity power factor, the output voltage of the inverter vi , must be equal to
L Vm sinωt +ωL Im cosωt . The inverter, in this case, is modelled as a controlled voltage source. It can
be controlled to obatain output voltage equal to Eq. (3.6.2). However, instead of controlling the output
voltage of the inverter, the current ig can be controlled by giving it as a feedback input signal to the
current controller. The reference value of ig must be set to achieve maximum PV power penetration.
Now, the controller will do its job of appropriately giving the control input to the inverter such that the
desire ig will flow through the grid. The current controlled inverter, which works by taking the feedback
signal of the measuring grid current and by setting the reference current according to the peak power of
the photovoltaic module, is a very effective way of connecting the PV modules to the grid.
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Figure 3.19: PV inverter connected to the grid

3.7. DQ TRANSFORMATION THEORY
In the last section, a brief introduction has been provided to the grid connection principle. In the con-
trol strategy, the currents are sensed, compared with a reference and based on the error the controller
(including PWM) output will generate gate signals and inputs to each of the arms of the inverter. Due to
the fact that grid voltages and currents are three-phase sinusoidal functions, the controller faces diffi-
culty handling substantial signal deviations. Controllers that operate on AC quantities are referred to as
tracking controllers. Furthermore, compared to setpoint controllers that operate on direct current val-
ues, tracking controllers have a smaller bandwidth and are more likely to produce steady-state errors.
The design of a tracking controller is consequently far more sophisticated than a setpoint controller. So,
to avoid such hassles, it is a common practice to convert the AC quantities to the DC values to design
set point controllers, which are comparatively easier to design and implement. The AC quantities are
converted to DC values by DQ transformation.

In the DQ axes theory, the time signals are transformed into space vectors in a spatial coordinate system
that consists of rotating orthogonal axes. Consider sine and cosine waveforms as a function of time, as
shown in the figure (3.20a). At each instant of time, the instantaneous amplitudes of sine and cosine
waveforms can be projected into a spatial coordinate system comprising two orthogonal axes, alpha
and Beta. This coordinate system is not connected with time, and hence both the axes are independent
of time. The sine and cosine values are represented on alpha and beta axes, respectively. Consequently,
a space vector from both the orthogonal components can be constructed, as shown in the figure (3.20b).
As time evolves, the vector rotates along the locus of the circle. Every other intermediate point can be
reached by the root of sin2θ+ cos2θ (if the max amplitude of sin and cos functions are one). So, once
the sine (cosine) wave has progressed and completed one complete cycle, the space vector started from
the α axis (β axis) and made a complete circle and came back to the α axis (β axis) again. The takeaway
is that time signals are now converted into a space vector rotating in space. Now, this is the concept that
would be used to convert AC signals to DC.

Consider another coordinate system called the DQ coordinate system, made up of d and q orthogonal
axes, whose origin coincides with the αβ coordinate system. The d and q axes are displaced from the
α and β by an angle ρ, respectively, as shown in the figure (3.21). It is clear from the above discussion
that the space vector formed from αβ components rotates with time. In the DQ coordinate system, the
d and q axes are synchronized with the space vector ’R’, and the axes keep rotating at the same speed
as ’R’ as illustrated in the figure (3.21). Hence, the angle between the ’R’ and d axis remains unchanged.
Therefore, the orthogonal components thus projected onto the d and q axes are constant and do not
change with time as long as the space vector ’R’ do not change. In other words, it can be said that the
d and q components are DC quantities. Because of this, all the controllers are designed in the d-q axis
reference frame. Likewise, using a similar theory, the three-phase AC quantities can be converted into
DC values in DQ coordinate system. The transformation matrix associated with such transformation
is given in Eq. (3.7.1) [82], where the left-hand side variables represent DC values and right-hand side
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(a) sin and cos functions in time domain

(b) sin and cos functions in αβ coordinate system

Figure 3.20: Transformation of sin and cosine time functions into αβ coordinate system

variables represents three phase AC quantities. The active and reactive power in DQ coordinate system
are given in Eq. (3.7.2) [82].

Figure 3.21: Representation of space vector in DQ coordinate system

[
Xd

Xq

]
= 2

3

[
cos(ωt ) cos(ωt −120◦) cos(ωt +120◦)
−sin(ωt ) −sin(ωt −120◦) −sin(ωt +120◦)

] Xa

Xb

Xc

 (3.7.1)

P = 3

2
(Vd Id +Vq Iq )

Q = 3

2
(Vd Iq −Vq Id )

(3.7.2)

3.8. PER-UNIT SYSTEM
Often, power-electronic converter systems are convenient to design if expressed as per-unit quantities.
Additionally, this project entails the implementation of multiple photovoltaic systems. If the per-unit
technique is not adopted, it could be challenging to determine gain parameters for the controllers and
reactive power control parameters in each photovoltaic system. So, to ease the design process, the per
unit system has been used in this project. The following tables 3.2 and 3.3 contains the base values for
the AC and DC side parameters of a voltage source inverter (VSI) system.

The tables 3.2 and 3.3 demonstrates that the base values for a VSI system which are considerably dif-
ferent from those for traditional power systems. For example, in typical power systems, the base value
of the voltage is defined as the root mean square of the phase to neutral voltage. However, in the VSC
system, the peak value of the phase to the neutral voltage at PCC is considered the base voltage. Regard-
less of whether the system is on DC or AC side, the base power remains constant. Nevertheless, the base
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Quantity Expression

Power Pbase−AC = 3
2 Vbase−AC Ibase−AC

Voltage Vbase−AC = V̂s

Current Ibase−AC = 2Pbase−AC
3Vbase−AC

Impedance Zbase−AC = Vbase−AC
Ibase−AC

Inductance Lbase−AC = Zbase−AC
ωbase−AC

Capacitance Cbase−AC = 1
Zbase−ACωbase

Frequency ωbase−AC

Table 3.2: Base values for the AC side parameters [14]

Quantity Expression

Power Pbase−DC =Vbase−DC Ibase−DC = Pbase−AC

Voltage Vbase−DC = 2Vbase−AC

Current Ibase−DC = 3
4 Ibase−AC

Impedance Rbase−DC = 8
3 Zbase−AC

Inductance Lbase−DC = 8
3 Lbase−AC

Capacitance Cbase−DC = 3
8Cbase−AC

Table 3.3: Base values for the DC side parameters [14]

voltage on the DC side relies on the PWM method employed. The DC side voltage base used in this case
corresponds to the sine pulse width modulation technique.
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3.9. OVERVIEW OF THE INVERTER CONTROL
The inverter control used in this thesis is voltage oriented control [3, 37, 72, 73, 82–88] which is a very
established, matured and easily comprehensible control technique to employ grid connected PV sys-
tem. The inverter control’s general framework is illustrated in the figures 3.22 and 3.23. Prior to the first
stage of control, grid currents and voltages and the DC link voltages are measured and converted into
DC quantities. The outer voltage control loop is the initial step in the control scheme. It operates on

Figure 3.22: General control layout of an inverter

Figure 3.23: Detailed control layout of the PV system

user-defined targets such as maintaining a constant DC link voltage (by controlling the current being
injected into the grid) and outputs the reference currents that the inverter must generate. The second
stage of control employs the inner current control loop to generate reference voltages from the reference
currents generated in the first stage. In the final stage of control, the modulator receives the reference
voltage signals and generates appropriate firing pulses for the inverter’s gate signal. This is how the in-
verter’s output voltage is maintained the same as the reference voltage generated in the second stage. It
is essential to note that the control mechanism used here is particularly unique to this project. FACTS
devices such as STATCOM can be programmed to employ a similar control scheme; however, it incor-
porates an additional stage where the reference voltages are modified in further steps according to the
requirement.

3.9.1. OUTER CONTROL LOOP
The voltage at the DC link capacitor is referred to as the DC link voltage. The DC link voltage varies in
response to the amount of energy generated by the PV modules. As PV power production grows, the
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voltage overshoots; as it declines, the voltage undershoots. As a result, to compensate for such transient
states, the DC voltage control seeks to maintain a constant voltage by driving the capacitor to charge and
discharge in accordance to the generated power. DC link coltage regulation is achieved by adjusting the
amount of power exchanged between the converter and the grid. For instance, if the voltage drops due
to low PV power generated, the power exchanged with the grid declines to maintain a constant voltage
at the DC link capacitor. When the DC link capacitor is subjected to a power surge, a similar rationale
can be developed. Increasing or decreasing the current being injected into the grid can regulate the
power flow into the grid. So, to summarise, the DC link voltage is maintained constant by managing
the amount of current injected into the distribution network. The DC link voltage plant is shown in the
figure 3.25. The plant transfer function can be obtained as follows, active power fed into the grid is,

P = 3

2
(ed id +eq iq ) (3.9.1)

where ed , eq are the direct (d) and quadrature (q) components of grid voltages ea , eb and ec and id , iq

are the direct (d) and quadrature (q) components of currents ia , ib and ic being injected into the grid.
Since the d axis coincides with the grid voltage space vector (more on this in later sections), eq = 0 and
ed is equal to the peak value of the grid phase to neutral voltage. The Eq. (3.9.1) becomes,

P = 3

2
ed id (3.9.2)

So, the power injected into the grid can be controlled by controlling id . Therefore, the plant transfer
function must be determined between DC link voltage and the grid current id . Assuming the voltages,
across both the capacitors is balanced, the current equation at point P in the figure 3.25 can be written
as,

Figure 3.24: Equivalent circuit at the DC-link capacitor

ic (t ) = iPV (t )− iDC (t ) (3.9.3)

C

2

d vDC (t )

d t
= iPV (t )− iDC (t ) (3.9.4)

Where, C /2 is the effective capacitance, vDC is the total DC link voltage, iPV is the current coming from
the PV side, iDC is the input current to the inverter. Since, the output and the input power of the inverter
must be equal,

VDC iDC (t ) = 3

2
ed id (t ) (3.9.5)

iDC (t ) = 3

2

ed id (t )

VDC
(3.9.6)

C

2

d vDC (t )

d t
= iPV (t )− 3

2

ed id (t )

VDC
(3.9.7)

iPV (t ) is a load element and can be considered as the disturbance. so Eq. (3.9.7) becomes

C

2

d vDC (t )

d t
=−3

2

ed id (t )

VDC
(3.9.8)
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Due to the fact that the per unit model is used throughout the control, the equation must be converted
to a per unit form. The base values from the tables 3.2 and 3.3 can be used. Dividing the Eq. (3.9.8) by
Ibase−dc , yields

C

2Ibase−dc

d vDC (t )

d t
=−3

2

ed id (t )

Ibase−dcVDC
(3.9.9)

C

2

Zbase−dc

Vbase−dc

ωbase

ωbase

d vDC (t )

d t
=−2

ed id (t )

IbaseVDC
(3.9.10)

C

2

Vbase−dc

Ibase−dc
ωbase

d v ′
DC (t )

d t
=−2

ed i ′d (t )

VDC
(3.9.11)

C

2

V 2
base−dc

Pb ase
ωbase

d v ′
DC (t )

d t
=−2

ed i ′d (t )

VDC
(3.9.12)

Applying the Laplace transform and rearranging the terms, the plant transfer function can be obtained
as follows,

VDC (s)

Id (s)
=− 4Pbase ed

CV 3
DCωbase

1

s
(3.9.13)

VDC (s),id (s) are in per units. The plant model and the closed loop control for the DC link is shown in
figures 3.25 and 3.26 respectively.

Figure 3.25: Transfer function of the Plant model for outer control loop

Figure 3.26: Closed loop control of the DC link voltage

3.9.2. INNER CONTROL LOOP
Earlier in the grid connection principle, it was commented that the inverter’s output current is con-
trolled to obtain the peak PV power injection. Therefore, to implement the inner current controller, the
dynamic equations representing the inverter’s output current must be known. Such equations can be
derived by understanding what components are connected to the output terminals of the inverter. Fig-
ure 3.23 depicts the PV system structure employed in this project. The components connected to the
inverter’s output are an LC filter and a transformer. To simplify the design of the inner current con-
trol, the capacitor (part of the LC filter) and the magnetizing current component of the transformer are
neglected. The resulting plant model is depicted in the figure 3.27. Using Kirchoff’s law, the current
equations of the plant are as follows.
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Figure 3.27: Circuit equation at the AC side

dia

d t
= 1

L
(−Ria + va −ea)

dib

d t
= 1

L
(−Rib + vb −eb)

dic

d t
= 1

L
(−Ric + vc −ec )

(3.9.14)

where, va ,vb ,vc and ea ,eb ,ec represents the phase to neutral voltage of the inverter output and the grid.
ia ,ib ,ic are the currents flowing into the grid. All these variables are functions of time. L and R represent
the sum of the AC filter’s and transformer’s primary and secondary windings inductance and resistance
respectively. Writing all the Eq. (3.9.14) in a single equation yield,

diabc

d t
= 1

L
(−Riabc + vabc −eabc ) (3.9.15)

Since the per unit system is being followed in designing the control system, the per unit values of all the
variables in the Eq. (3.9.15) can be defined as,

L′ = ωL

zbase
R ′ = R

zbase
i ′x = ix

ibase
v ′

x = vx

vbase
e ′x = ex

vbase
zbase = vbase

ibase
(3.9.16)

where, the prime quantities denote per-unit value, x represents abc phases and ω is grid frequency in
radians. Now, the per-unitized AC side equation can be written in matrix form as,

d

d t

 i ′a
i ′b
i ′c

=


−R ′ω

L′ 0 0

0 −R ′ω
L′ 0

0 0 −R ′ω
L′


 i ′a

i ′b
i ′c

+ ω
L′


(
v ′

a −e ′a
)(

v ′
b −e ′b

)(
v ′

c −e ′c
)

 (3.9.17)

The AC quantities in Eq. (3.9.17) will be converted into DC quantities using DQ transformation theory.
So the matrix associated to the DQ transformation is given by,

[
Xd

Xq

]
= 2

3

[
cos(ωt ) cos(ωt −120◦) cos(ωt +120◦)
−sin(ωt ) −sin(ωt −120◦) −sin(ωt +120◦)

] Xa

Xb

Xc

 (3.9.18)

After applying the DQ transformation using the Eq (3.9.18), the resulting matrix in DQ domain [89] is
given as follows,

d

d t

[
i ′d
i ′q

]
=

[ −R ′ω
L′ ω

−ω −R ′ω
L

][
i ′d
i ′q

]
+ ωb

L′

[ (
v ′

d − ∣∣e ′d ∣∣)(
v ′

d −
∣∣∣e ′q ∣∣∣)

]
(3.9.19)

Rearranging the terms after applying the laplace transform on both the sides, the direct and quadrature
components of output voltage of the inverter, are given by,

Vd = sLId

ωbase
+RId −LIq +Ed (3.9.20)
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Vq = sLIq

ωbase
+RIq +LId +Eq (3.9.21)

Except the base value of ω, all the quantities are in per-units and the time variables are converted to
laplace domain in the Eq. (3.9.20) and (3.9.21). Eq (3.9.19) represent Multiple Input Multiple Output
system (MIMO) where the inputs and the outputs are,

[u] =
[

vd

vq

]
, [y] =

[
id

iq

]
(3.9.22)

The controller for the aforementioned system can be designed in two ways. A multi variable control
strategy can be adopted. The other technique aims to dissociate the equations for the d and q axes,
converting the MIMO system to two discrete Single Input Single Output (SISO) systems [90]. The present
work takes the second strategy, which is discussed below. If the configuration of the control inputs Vd

and Vq is as follows,
Vd =V ′

d −LIq +Ed

Vq =V ′
q +LId +Eq

(3.9.23)

equations Eq. (3.9.20) and Eq. (3.9.21) can be written as,

V ′
d = sLId

ωbase
+RId

V ′
q = sLIq

ωbase
+RIq

(3.9.24)

Each of the aforementioned equations in Eq (3.9.24) are independent of one another, resulting in an in-
dependent SISO system. Current control can now be implemented simply using conventional frequency
domain strategies. By rearranging the terms, the transfer function for both the system can be given as,

Gd = Id

V ′
d

= 1

R + s L
ωbase

Gq = Iq

V ′
q
= 1

R + s L
ωbase

(3.9.25)

The plant model for d and q components are shown in figure 3.28. The current control loops in d and q
axes including feed forward terms are shown in figures 3.29 and 3.30

Figure 3.28: Plant model for d and q axes of the inner control loop

The inner current control acquires the reference current I∗d from the outer voltage control at each sam-
ple period. The reference currents correspond to the current fed by the inverter into the grid. The PI
controller has been used here to drive the error signal ∆Id to zero. The derivation of the gain parame-
ters, kp and ki has been given in appendix.The pulse width monitor receives the reference voltages in
abc domain and generates gate pulses for the inverter. The inner control’s function is to generate such
reference voltages (Vd and Vq ) so that the inverter’s output current has the same shape as reference cur-
rents in the abc domain. The full control, including inner and outer control loops, is illustrated in figure
3.31
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Figure 3.29: Closed loop control of d axes component of grid current

Figure 3.30: Closed loop control of q axes component of grid current
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Figure 3.31: Schematic representaion of control scheme of the inverter

3.10. PHASE LOCKED LOOPS (PLL)
In the grid connection principle section, it has been discussed that the inverter should convert the DC
power it receives to the three-phase active power for the maximum utilization of power produced by the
PV modules. In other words, the inverter must operate at a unity power factor, resulting in zero reac-
tive power injection into the grid. DQ transformation theory has been clearly discussed in the previous
sections. In that theory, the grid’s AC currents and voltages are measured and converted into the direct
(d) and quadrature (q) DC components to simplify the controller design. The direct component corre-
sponds to active power, and the quadrature component corresponds to reactive power. The active and
reactive power generated by the inverter can be represented in dq quantities by the Eq. (3.9.1)

P = 3

2
(Vd Id +Vq Iq )

Q = 3

2
(Vd Iq −Vq Id )

(3.10.1)

Under unity power factor conditions, the quadrature component of grid current and voltage must be
zero from the equations. Therefore, the Iq is set to zero in the inner current control block. To make
the quadrature component of the voltage (Vq ) zero, the d axis coincides with the voltage space vector as
shown in the figure 3.32

So the device that ensures such synchronization all the time is the Phase Locked Loop (PLL). PLL is a
closed-loop control system that maintains the same phase and frequency between the output and input
signals, like sinusoidal signals, by tracking them using an internal frequency oscillator. The outputs
of the PLL are the phase and frequency of the input signal. The output phase, thus used by the DQ
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Figure 3.32: Transformation of d and q components of voltage space vector

transformation equations to synchronize the d axis to the voltage space vector. A typical PLL used in the
PV systems’ control is illustrated in the figure 3.33.

Figure 3.33: PLL control scheme

Where Ea , Eb , Ec are the three phase grid voltages. The control loop in PLL drives the difference between
measured Vq and reference Vq to zero. To obtain unity power factor, the reference Vq must be set to zero.
So the appropriate phase is obtained for which quadrature component of the voltage vector is zero. The
Simulink library consists of a similar PLL but more advanced. The suitable gain parameters have already
been established in the block. So, to ease the design process, the mentioned PLL block is considered in
this thesis.



4
PROBLEM FORMULATION

The previous chapter thoroughly discussed the design of the photovoltaic system, as well as the con-
trol strategy implemented. in this and the subsequent chapter the designed photovoltaic systems are
connected to the grid at various locations . The resulting network is simulated, and the consequent be-
haviour is analyzed. Maximum voltage and PV penetration investigations are carried out on the chosen
low voltage distribution network at varying distances between the source and the loads. Finally, perti-
nent conclusions are deduced, paving the way for the subsequent chapters.

PV systems of various configurations are integrated into the low voltage distribution network. There
are a total of six loads connected to the various buses in the residential subnetwork (refer to figure 2.1).
Among these, the load connected to bus R1 indicates the effective load of other feeders connected to
the residential sub-network (not depicted in the diagram). The remaining loads represent the cluster of
residential houses/buildings connected to the residential network. Therefore, except for the load con-
nected to bus R1, the PV systems have been connected to all other loads (connected to the buses R11,
R15, R16, R17 and R18 in the figure 2.1). A similar approach is followed for the commercial subnet-
work. The PV penetration is defined as the ratio of the peak PV power produced to the peak load power
consumption, as seen in the Eq. 4.0.1.

PV Penetr ati on = Peak PV power

Peak load power
(4.0.1)

This concept was derived from the National Renewable Energy Laboratory’s projects [36] . For the 100%
PV penetration, the photovoltaic systems have been constructed in such a way that the maximum power
generated by the modules at peak irradiation is equal to the maximum power consumed by the loads
on a given day. The resulting residential network model was simulated, and the following results were
obtained. The figure ?? clearly shows that the voltages at various PCCs are between 0.95 and 1.1 p.u (0.95
p.u. and 1.1 p.u. are chosen as the lower and upper voltage limits in this project).

Figure 4.1: Caption
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As a result, 100 percent PV penetration for the residential subnetwork is feasible without violating grid
voltage constraints. This, however, may not be the case when the distance between the source and the
loads’ increases. The voltages at the PCCs and the network parameters are related as follows:

∆V = PRl i ne +QXl i ne

|VPcc |
(4.0.2)

whereP and Q signify the active and reactive power fed into the grid, R and X denote the distribution
line’s resistance and inductance, and ∆V denotes the voltage rise. According to the equation, the ∆V
rises as the R and X of the line increase. When the distance between the source and load increases, the
LV distribution line’s resistance and inductance increase as well. As a result, the PCC voltages continue
to rise. To simulate this phenomena, the length of the residential subnetwork was increased in several
increments from its initial length to twenty times its original length. The figure 4.2a depicts the out-
comes. The same figure illustrates the highest voltage recorded at various buses (to which photovoltaic
systems are connected) throughout a range of feeder lengths. The voltage rise is maximum at bus R18
owing to the highest rating of the PV system and longer distance connected to that bus. On the bus
R11, the opposite happens. After a certain distance, the voltages at the buses exceed 1.1 p.u., which is
not desirable, as previously mentioned. However, if the same analysis is done for the commercial or
industrial subnetwork, there will not be any severe voltage rise because the peak load consumption of
the commercial and industrial loads coincides with the peak PV power production as seen in the figure
3.2. Therefore, there would not be large amounts of reverse power flowing into the grid. The severity
of the voltage rise problem is minimal. Therefore, penetration levels could be maximum in those cases.
Figure 4.3 shows the voltages obtained at various load buses (or PCC) in the residential and commer-
cial subnetwork, during good irradiance period between 8:00 and 16:00 hours, for the distance factor 20
times. Clearly, the figure 4.3b illustrates the maximum voltages recorded at commercial loads are well
below 1.1 p.u. Similar results can be obtained for industrial network as well. Hence, no voltage control
methods are required for the industrial and commercial loads.

(a) The maximum voltages recorded at various buses at various
distances

(b) Decrease of PV penetration with the increase in feeder length

Figure 4.2: PV Penetration analysis
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(a) Voltages at various PCCs in the residential subnetwork (b) Voltages at various PCCs in the commercial subnetwork

Figure 4.3: Voltages at various PCC in residential and commercial network

The PV penetration is affected by the increase in the length of the network. Because of the voltage rise
problem, PV systems have to be designed at lower ratings to curtail the power produced. The figure 4.2b
depicts the penetration levels at various distance factors. For a particular distance, the lowest of all the
penetration levels obtained at various buses is considered to be the penetration level of the residential
subnetwork. For example, if the PV penetration is 65 percent at bus R18 and greater at other buses, the
PV penetration of the residential network is considered as 65 percent, the same as at bus R18. If the
average PV penetration is used as the penetration level for the entire network, even if the PV system is
constructed at the average PV penetration level, a voltage rise may still occur. The figure 4.2b depicts
that after a certain distance, the penetration decreases and reaches 65% for the length 20 times. The
worst-case (20 times the original length with 65% penetration) has been selected for further studies to
improve the penetration levels. Also to account for the losses due to higher distances reactive power is
injected into the grid to bring the voltages within limits. Various solutions as to how to increase the PV
penetration have been discussed in the next chapter.



5
SOLUTIONS

This chapter begins with an overview of the effect of reactive power on voltages. Then it is explained
how reactive power can be absorbed and injected via the inverter control. Two strategies are proposed
to improve pv penetration. The first category is reactive power control methods, whereas the second
category is active power control methods. In the first method, the reactive power is absorbed by the PV
system so that voltages at the PCCs are within the grid voltage limit. The second way is based on active
power control, in which the voltages are controlled by a battery/electrolyzer.

5.1. BACKGROUND ON THE INFLUENCE OF REACTIVE POWER INJECTION/AB-
SORPTION ON VOLTAGES

Voltages at the consumer end should be kept in required limits as much as possible because most de-
vices, apparatus, and machines are designed to operate at their rated value. If the voltage varies sig-
nificantly from the rated value, the device’s performance may be adversely affected. Therefore specific
techniques must be used to regulate the voltages. Voltage sags can occur for a variety of causes. One
such factor is escalating consumer demand for power (both active and reactive). The relationship be-
tween voltage sag and reactive power is not as straightforward as the relationship between active power
and voltage sag as it can be said that higher active power consumption can be attributed to I 2R losses
(grid). The relationship between reactive power and voltage can be determined by considering a two-
bus system, as illustrated in the figure 5.1

Figure 5.1: Line diagram of a two bus system

Where PS , PR ,PD are the active powers at the sending end, receiving end and load respectively. Similarly
QS , QR ,QD are the reactive powers at the sending end, receiving end and load respectively. Assuming
the line to be a short line (just like in distribution lines), the receiving end active and reactive power can
be written as,

PR = |Vs | |VR |
|z| cos(θ−δ)− |VR |2

|Z | cosθ (5.1.1)

QR = |Vs | |VR |
|z| sin(θ−δ)− |VR |2

|z| sinθ (5.1.2)

Where θ is the impedance angle. Assuming the line to be highly resistive, to get the maximum receiving
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end power, the Eq. (5.1.1) and (5.1.2) become,

PR = |VS | |VR |
X

sinδ

QR = |Vs | |VR |
X

cosδ− |VR |2
X

(5.1.3)

The reactive power equation in Eq. (5.1.3) can be further simplified by considering the δ to be small as
power system normally operate in linear region in power angle curve.

QR = |VR |
X

(|VS |− |VR |) =
|VR |

X
|∆V | (5.1.4)

On rearranging the terms in Eq. (5.1.4), a quadratic equation will be obtained whose roots can be given
as,

|VR | = 1

2
|Vs |+ 1

2
|VS |

(
1−4×QR / |VS |2

)1/2
(5.1.5)

The Eq. 5.1.5 [37, 91] clearly gives the inverse relation between receiving end voltage and reactive power.
Hence, if QD increases, the QR increases resulting in the decrease of receiving end voltage VR . In general,
the sending end voltage VS is always maintained at the constant level. So, QR is the only variable affect-
ing VR . This principle is primarily used in reactive power control in PV system. As previously stated
in the problem description, the PV system results in voltage rise problems due to reverse power flow.
Therefore, the inverter control can be designed to absorb the reactive power to bring down the voltages
at PCC.

5.2. OVERVIEW OF REACTIVE POWER CONTROL IN INVERTER
One approach to reducing the PCC voltages is to employ PV power curtailment techniques where the
MPPT is forced to operate at the non-optimal point. This method can control the voltages, but the PV
modules operate at a capacity lower than their rated capacity. Hence it is a sub-optimal control, unlike
reactive power control, as it enables PV systems to operate at their rated capacity during peak irradiaiton.
The inverters’ reactive power absorption/injection is restricted by the maximum current supported by
semiconductor switches. Therefore, by increasing the rating of the inverter, the power handling capacity
of the inverter increases. If the supply of PV power into the grid is less than the inverter’s maximum
capacity, the remaining capacity can be used for reactive power applications either for consumption or
injection, depending on the necessity [6, 92–95]. For example Consider a photovoltaic system rated at
100 kilowatts (KW), which indicates that the maximum power generated by the photovoltaic modules is
100 kilowatts (at 1000 W /m2 input irradiance). As a result, the inverter is rated at 100 KVA, with the entire
capacity being used for active power. By increasing the inverter’s rating by 10% to 110 KVA, the reactive
power handling capacity increases to

p
1102 −1002K V AR = 45.6K V AR or 45.6% (figure 5.2 during peak

penetration.

Figure 5.2: Increase in reactive power capability of inverter [6]

According to the Eq. (3.10.1), reactive power depends on two variables: Iq and Vq , which represent the
quadrature components of grid current and voltage, respectively. Thus, either Iq or Vq , or both, must
be non-zero in order to acquire reactive power. Designing the control can be tricky if both values are
non-zero. As a result, either Iq or Vq must be greater than zero. There are two methods for establishing
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Figure 5.3: The point where iq is fed

reactive power regulation. The first method generates a non-zero value for Vq by not aligning the d axis
with the grid voltage space vector. As a result, the angle between the d axis and the space vector fluctu-
ates with the degree of reactive power injected/absorbed. The alternative is to supply the inner current
loop with a non-zero Iq reference current. The first technique is often more complex to realize than the
second since it requires updating the PLL architecture, which is a challenging assignment. In contrast,
the second strategy requires only slight modifications to meet the optimal performance level.Therefore
the second approach is employed to reactive power control.

Figure 5.4: updated inverter control scheme with the reactive power reference

Figure 5.3 depicts the point where reference current iq is fed. The updated reactive power equation in
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per units is,
Q = ed iq (5.2.1)

iq =Q/ed (5.2.2)

The updated inverter control is illustrated in figure 5.4 where Q∗ denote the reactive power reference
that must be controlled by the inverter. The output of the inverter is connected to an inductor whose
state variable is the current flowing through it. The state is something that can be controlled. The in-
verter’s control attempts to control its output current, which is the same current flowing through the
inductor. Now, there are two independent variables, amplitude and phase of the current, that can be
controlled independently. Such control is possible as there are two decoupled current loops for Id and
Iq . Selection of Id and Iq enables a selection of the amplitude and phase of the current. However, the
amplitude is determined by the amount of power that is being pumped into the grid. So, Id is dictated
by the outer control loop for the maximum power transfer. Consequently, the phase of output current
from the inverter is controlled by Iq . The generated output is in such a way that the current which is
fed into the grid has the required phase angle with respect to voltage. The control of the phase accounts
for the control of reactive power. So the current will be in such a way that it will have the desired phase
difference with respect to the grid voltage and that phase difference determines the amount of reactive
power being absorbed or injected. So the reactive power generation comes from the control mechanism
itself.

5.3. REACTIVE POWER CONTROL METHODS
There are ample of reactive power control based voltage control methods are published in the literature
[38, 39, 92–101]. This section discusses four most fundamental reactive power control strategies [39, 92,
93, 96–98] used in the thesis. In all of these techniques, active power resulting from the PV modules is
not sacrificed. The four methods are-

• Constant power factor (PF)

• variable power factor (VPF)

• Reactive power absorption based on the voltage (Q(V))

• Constant reactive power absorption (CRP)

In the subsequent sections, each of the methods will be explained in great details.

5.3.1. CONSTANT POWER FACTOR METHOD (CPF)
As the name implies, the constant power factor approach maintains a constant power factor at the PCC
regardless of the voltages recorded at the PCC. As a result, the reactive power is always proportional to
the active power generated by the photovoltaic modules, as the Eq. (A.5.1) indicate. Thus, when there is
inclement weather that results in low irradiance, the reactive power absorbed will be minimal since the
PV power output will likewise be small. As a result, this technique eliminates the need to monitor PCC
voltages.

cos(φ) =C (const ant ) (5.3.1)

φ= arccos(c) (5.3.2)

tan(φ) =Q/P (5.3.3)

tan(arccos(C )) =Q/P (5.3.4)

Q = tan(arccos(C ))∗P (5.3.5)
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Figure 5.5: Constant cosϕ reactive power method

The benefits of this method include ease of implementation, as no-load consumption data. Due to
the fact that this method does not monitor the PCC voltages, the primary disadvantage is that the PV
system consumes reactive power unnecessarily even when the voltages are between permissible limits
(0.95 and 1.05 per unit). This could result in unintended additional losses. Figure 5.6 illustrates how this
technique is implemented in the inverter control.

Figure 5.6: Implementation of constant PF in inverter control

5.3.2. VARIABLE POWER FACTOR METHOD ( VPF)
In contrast to the constant power factor approach, the variable power factor control has a linear rela-
tionship with the power generated by the photovoltaic modules as depicted in the figure 5.7. The power
factor does not remain constant throughout time. Thus, it is reduced during peak irradiance, as there
is a potential of voltages at the PCC exceeding the prescribed limits due to significant PV power injec-
tion into the grid. The converse occurs at low irradiation levels. As with the constant PF technique,
this technique eliminates the need to monitor PCC voltages. Figure 5.8 illustrates how this technique is
implemented in the inverter control.

cosϕ=


C 1, P < P1
C 1−C 2
P1−P2 (P −P1)+C 1, P1 ≤ P ≤ P2
C 2, P > P2

(5.3.6)

Q = tan(arccos(C ))∗P (5.3.7)

Figure 5.7: cosϕ(PPV ) reactive power method
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Where C 1, C 2 are maximum and minimum power factors respectively and P1, P2 are minimum and
maximum threshold limits of PV power produced, respectively. The variable PF approach has all of the
benefits associated with the constant PF method, including ease of installation, as no load consumption
data. Additionally, because the power factor is dynamically adjusted in response to the photovoltaic
power, there will be no unnecessary reactive power consumption by the photovoltaic system. As a result,
the power losses in this scenario are smaller than those in the constant PF technique.

Figure 5.8: Implementation of constant VPF in inverter control

5.3.3. REACTIVE POWER ABSORPTION AS A FUNCTION OF PCC VOLTAGE Q( V )
The solutions presented thus far implicitly maintain the voltage at PCC by utilising only PV power mea-
surements as input. These strategies are built on the premise that the PCC voltage increases propor-
tionally to the real power generated by the PV system, irrespective of changes in load. Even under
these conditions, when irradiation levels are high, the voltage could only increase so far before hitting
the threshold if the electricity demand, coincidentally, is at its peak. This technique takes into consid-
eration the voltage at PCC, to implement the control, which is directly correlated to the generation and
consumption of power in the vicinity. Consequently, in comparison to the first two approaches, the total
reactive power consumption of the inverters can be drastically lowered. In that regard, weak voltage sup-
port is required which signifies that when the measured PCC voltages at the inverters are lower the reac-
tive power absorption from these inverters is minimal. The reactive power follows a linear relationship
with voltage, as shown in the figure 5.9. The Eq. A.5.3 are utilised to establish such a linear relationship.
According to the formulae, the reactive power absorption steadily increases as the PCC voltages grow
within a specific voltage interval. Figure 5.10 illustrates how this technique is implemented in the in-
verter control. The control is analogous to inverter droop control, in which the inverter’s output voltage
is linearly determined by the input reactive power.

Q =


Q1, V <V1
Q2−Q1
V2−V1

(V −V1)+Q1, V1 ≤V ≤V2

Q2, V >V2

(5.3.8)

Figure 5.9: Reactive power absorption as a function of pcc voltage

Figure 5.10: Implementation of Q(Vpcc ) in inverter control
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5.3.4. CONSTANT REACTIVE POWER METHOD (CRP)
When the voltages at PCC exceed particular threshold limits, the control is constructed so that the in-
verter absorbs constant reactive power as shown in figure 5.11. As a result, the inverter’s reactive power
control is strongly coupled to the PCC voltages. Thus, during the summer season, when irradiation is at
its peak, the control detects when voltages above the optimal operation conditions and sends a signal to
the inverter to absorb constant reactive power. The control, on the other hand, necessitates monitoring
PCC voltages at the appropriate sample time. Additionally, because the inverter absorbs constant reac-
tive power, this solution results in more considerable losses. Figure 5.12 illustrates how this technique is
implemented in the inverter control.

Figure 5.11: Constant reactive power method

Figure 5.12: Implementation of constant reactive power method in inverter control

5.4. ELECTROLYSER AND BATTERY APPLICATIONS IN VOLTAGE CONTROL
Numerous reactive power control techniques have been explored thus far to maintain the voltages at the
PCC. Unfortunately, these techniques could result in some technical losses (more on this later section).
Active power control methods, on the other hand, could also be used to regulate the voltages. A distri-
bution line’s impedance characteristics indicate whether the voltages are more or less sensitive to active
or reactive power flow. Low voltage distribution lines are, in general, more resistive than inductive in na-
ture. As a result, the R/X ratio is rather high in comparison to the transmission line network [37–39]. As a
result, the voltages at the buses are least influenced by the reactive power flow in the network. As a result,
active power curtailment techniques, where PV modules are forced to operate at a non-MPPT point, are
frequently employed in several published studies [33–35] to enhance controllability. On the other hand,
Curtailment measures should be utilized rarely in the case of rooftop photovoltaic systems to maximize
the utilization of the PV modules’ capacity.

This is where energy storage technologies such as batteries and electrolyzers come into play. In energy
storage devices, there is no concept of reactive power. They operate solely on active power flow. Batter-
ies and electrolyzers can be configured to absorb excess power (more than the load consumption) gen-
erated by the PV systems by means of proper control mechanisms. In this manner, no energy is injected
into the grid and is instead used by the household’s storage elements. Two problems are addressed by
adopting such active power-based voltage control techniques. One is the voltage increase problem, and
the other is the losses suffered when reactive power control methods are used in place of active power
control methods. In addition, batteries can be utilized to deliver electricity when demand is at its high-
est during evenings, and hydrogen produced by electrolysis could be used as a long-term energy-storing
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fuel. Therefore, it seems there are no substantial problems associated with this method. However, the
financial viability of employing batteries and electrolyzers is one of the key challenges. In most nations,
battery prices are quite high, and employing electrolysers at homes does not appear to be practical at
this moment.

In this thesis, electrolyzer/battery is modelled as a dynamic load and connected to the same PCC where
PV system and load are connected as illustrated in the figure 5.13. The control has been designed so
that the controller directs the additional power to the electrolyzer/battery when PV power exceeds load
consumption. Two cases will be simulated. In the first case, all the reactive power control measures will
be replaced with electrolyser/battery systems. In the second case, only at the two of the buses near the
loads, the reactive power control methods are replaced by electrolyser/battery system. The results from
the second case give a proper idea as to by what percentage the losses were reduced compared to the
case where all the PV systems employ reactive power control methods.

Figure 5.13: Electrolyser connected at the PCC



6
RESULTS AND DISCUSSION

This chapter presents the simulated results of all the methods that have been discussed in the previous
chapter. Then, the chapter concludes with a brief discussion on the obtained outcomes. The figure 6.1
represents the base case, where multiple PV systems are connected without any voltage control strate-
gies. In all the reactive power control strategies the sign convention followed is the power injection is
considered to be positive, while absorption is considered to be negative.

Figure 6.1: Voltage profiles across various load buses before implementing voltage control strategies

6.1. CONSTANT POWER FACTOR METHOD
To support the reactive power absorption, the inverter’s rating is augmented by 20% in this method.
In the constant power factor method, the power factor at PCC remains constant over time at 0.832, as
depicted in the figure 6.5 to bring down the voltages below 1.1 p.u. The PF is registered as soon as the
PV modules commence generating power. This could result in a small number of transients, as seen in
the same figure. Because Q absorbed is directly proportional to the real power produced by the PV array
(constant PF), Q is higher for higher-rated PV systems. As a result, the PV system connected to bus R18
absorbs significantly more Q as depicted in the figure 6.2. Because of reactive power absorption, the
voltages are dropped down below 1.1 p.u (figure 6.3).
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Figure 6.2: Reactive power absorbed by the inverters in CPF method

Figure 6.4: Real power injected in CPF method
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Figure 6.3: Voltage profiles obtained across various load buses in CPF method

Figure 6.5: Power Factor measured at various PCCs in CPF method

6.2. VARIABLE POWER FACTOR METHOD
In this method all the invertes rating is increased by 20% except for the PV system connected to R18.
Since the PV system connected to the bus R18 generates, comparatively, more power, the inverter rating
has to be increased slightly above 20%. As previously stated, the variable power factor approach (VPF)
differs slightly from the constant power factor method (CPF). In VPF, the power factor is assumed to
have a linear relationship with generated real PV power. No two PV systems are the same in terms of
their ratings. As a result, the slopes resulting from the linear relationship for each PV system are distinct.
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As a consequence, the PV system with the highest rating has a greater slope in comparison. The detailed
calculations of the parameters C1,C2,P1,P2 are given in the appendix. The figure 6.9 depicts the PF at
PCCs. When there is no sunlight, the power factor is represented as zero, suggesting that no PV power is
generated. Additionally, this control is designed to initiate absorbing reactive power when the real power
supplied equals 35% of the maximum photovoltaic power output. Consequently , once they reach this
threshold, the power factor begins to fall. Therefore, the reactive power absorption begins to rise from
this point as shown in the figure 6.6. The corresponding voltage curves are presented in the figure 6.7.
The voltages at all the PCCs are below 1.1 p.u. The real power injected is shown in the figure 6.8.

Figure 6.6: Reactive power absorbed by the inverter in VPF method

Figure 6.7: Voltage profiles obtained across various load buses in VPF method
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Figure 6.9: Power Factor measured at various PCCs in VPF method

Figure 6.8: Real power injected in VPF method

6.3. REACTIVE POWER AS A FUNCTION OF VOLTAGES AT PCC
Both methods, constant Q and Q(V), are similar as they can be designed to absorb reactive power only
when voltages surpass a specified threshold. This number is considered as 1.05 p.u. in Q and Q(V)
techniques. Similar to VPF approach, the Q(V) method establishes linear correlations between PCC
voltages and reactive power consumption, as illustrated in the figure 6.13. The slopes in that figure are
chosen in accordance with the maximum reactive power that an inverter can sustain in a photovoltaic
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system, analogous to the VPF approach. The detailed calculations of the design parameters V1,V2,Q1,Q2

are given in the appendix. When voltages exceed 1.1 p.u., the grid’s highest permissible voltage level, the
reactive power absorption is maintained constant at the inverter’s maximum capacity. The figure 6.11
shows that, even this method successfully maintains voltages in limits. The amount of resulting reactive
power consumed and active power injected are shown in the figures 6.10 and 6.12 respectively. The
inverters rating is increased by 20% in this method as well.

Figure 6.10: Reactive power absorbed by the inverters in Q(v) method

Figure 6.11: Voltage profiles obtained across various load buses in Q(V) method
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Figure 6.12: Real power injected in Q(v) method

Figure 6.13: Relation between reactive power absorbed and the voltages at PCC
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6.4. CONSTANT REACTIVE POWER METHOD
It has already been mentioned that both the Q(V) and Q have a significant controllability advantage
over the other two approaches since they may be programmed to absorb reactive power only when
voltages surpass a predetermined threshold. This number is considered to be 1.05 p.u. The reactive
power consumption is kept constant, for a given PV system, at the maximum amount of reactive power
the inverter is capable of handling during peak irradiance in order to bring down the voltages below 1.1
p.u, however, between the PV systems the maximum reactive power consumed varies according to the
rating of the photovoltaic system. Therefore the PV system connected to bus R18 absorbs significantly
more Q. The figure 6.14 eloquently illustrates these aspects. The resulting voltage curves are shown in
6.15. Corresponding active power injected is illustrated in the figure 6.16. Similar to all the previous
methods, the inverter rating is increased to 120% of the original, to accommodate the reactive power
absorption.

Figure 6.14: Reactive power absorbed by the inverters in CRP method

Figure 6.15: Voltage profiles obtained across various load buses in CRP method
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Figure 6.16: Real power injected in CRP method

6.5. ELECTROLYSER/BATTERY SYSTEM
When coupled to rooftop photovoltaic systems, electrolysers/batteries can assist in sustaining grid volt-
age. The figure illustrates PCC voltages when an Electrolyser / Battery System substitutes for all reactive
power control measures at each load. When the photovoltaic energy generated exceeds the loads’, the
surplus is absorbed by the electrolyser/battery. Due to the fact that no power is injected into the grid,
the voltages at PCC remain strictly at one volt per unit until the load starts to accept power from the grid.
This occurrence is depicted in the figure 6.18. The figure 6.17 illustrates the surplus power consumed
by the electrolyser/battery systems. Since the irradiance and load profiles of all PV systems and loads
are identical, the voltage reaches one p.u precisely at the exact moment. Also, during the early hours,
the voltages rise slowly because the PV power gradually increases and eventually matches the loads’
consumption.

Figure 6.17: Real power absorbed by the electrolyser/battery systems
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Figure 6.18: Voltage profiles obtained across various load buses for the case 1

In the second scenario, where the reactive power regulation methods have been replaced with an elec-
trolyser/battery system exclusively on the two buses R17 and R18, the voltage curves are as indicated
in the figure 6.19. As a result, the voltages across R17 and R18 remain unchanged at one p.u during
peak irradiance, analogous to the earlier case. Voltage spikes on the remaining buses as a result of PV
penetration into the grid.

Figure 6.19: Voltage profiles obtained across various load buses for the for the case 2
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6.6. DISCUSSIONS
In the preceding section, the results of all reactive power control approaches have been published. Each
technique is distinctive in its own way, although they all share some overlapping characteristics. For ex-
ample, with the exception of the constant reactive power technique, the reactive power absorbed in all
control methods takes the same shape as shown in the figures 6.2, 6.6 and 6.10. The voltages at the bus
R18 is highest in all the methods because the PV system’s rating connected at that bus is maximum and
also due to the fact that the line impedance is maximum when viewed from the bus R18. This is why the
reactive power consumption is the highest PV system connected to that bus. Similar explanation can be
given to the other buses as well. Also, no reactive power is absorbed at bus R11 in both the Q and Q(V)
methods because the voltage at the corresponding PCC has never reached 1.05pu, as illustrated by the
voltage curves in the figure 6.15 and 6.11. All reactive power control techniques are designed to main-
tain peak penetration regardless of reactive power(Q) consumption. Therefore, these control strategies
should not influence the PV system’s maximum PV power injection. The active power injected is thus
utterly identical in all techniques, as observed in the figures 6.4, 6.8, 6.12 and 6.16. Hence, no PV power
is curtailed to bring down the voltages below 1.1 p.u.

So far, the advantages of the methods have been discussed. All the methods have successfully kept
the voltages under 1.1 p.u. By doing so, a significant amount of reactive power has been introduced into
the system. Having more power in the system could always result in more losses in the grid. Due to the
presence of more reactive power in the system, the total current or, in other words, the RMS value of the
current in the system increases. The distribution lines are inductive and resistive in nature. They offer
impedance to the current flowing through them. Moreover, the R/X ratio is higher in distribution lines.
Consequently, the system suffers increased I 2R losses. Losses due to reactive power for all the control
strategies are calculated and presented in the figure 6.20. These methods are compared with the base
case, where electrolyser/battery systems are used as they do not cause any additional losses.

Figure 6.20: Losses due to reactive power consumption

From the figure 6.20, it is clear that the constant Q and constant power factor methods cause more
losses when adopted. It does make sense because even during the minimal requirement of reactive
power, the inverter is forced to consume significantly more reactive power. This is the case when the
PCC voltages just reach the lower threshold limit (1.05 p.u.). Whereas, in VPF and Q(V) methods, the
losses are lower as the reactive power is gradually absorbed. Nevertheless, that does not explain why
VPF method offers lower losses than the Q(V) method even when the reactive power absorbed by the
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pv system connected to the bus R11 is zero. Also, it has been mentioned multiple times that the Q(V)
method is better than the VPF as it directly monitors the voltages. Even so, VPF surprisingly caused lower
losses. The possible occurrence of such a phenomenon is due to the fact that the design parameters
such as the slopes and threshold limit in both techniques are not chosen semi-optimally. For example,
in the VPF method, if the control has been configured in such a way that it starts absorbing Q at 25%
rather than at 35% of the PV system rating, then the control may absorb more reactive power and causes
even more loss than Q(V) method. A rigorous approach of optimally choosing the design parameters
is presented in the next chapter. The use of an active power voltage control strategy could decrease the
losses incurred significantly. When the constant Q max control method is used in conjunction with the
battery/electrolyser systems, the losses are reduced less than 50%, as shown in the last bar chart.



7
CONCLUSIONS

This chapter describes the final conclusions drawn from the findings of this thesis. Additionally, the
limitations and future recommendations are discussed in detail.

7.1. CONCLUSIONS
The primary objective of this study is to achieve 100% PV penetration in a low voltage distribution net-
work while maintaining voltages within the grid constraints. With a rising number of PV systems con-
nected to LV grids, there will be a significant amount of reverse power flow, particularly as PV power pen-
etration increases. This reversal of current flow may cause a variety of power quality issues, including an
increase in voltage along the feeder. To avoid such an increase in voltage above the grid limit, numerous
voltage control schemes based on active and reactive power control techniques have been employed.
The European low-voltage distribution benchmark network built by CIGRE was chosen for penetration
research because of its relatively simple architecture (and hence easier to model), support for DER in-
tegration, and availability of network-related data. The various components of the photovoltaic system
have been meticulously designed in accordance with the PV systems’ capacity. For inverter control, a
voltage-oriented control mechanism is implemented, in which the amount of current injected into the
grid is controlled by maintaining a constant voltage at the DC-link capacitor. This in turn regulates the
amount of active and reactive power delivered to/absorbed by the grid.

The designed PV systems is connected to the grid to perform PV penetration studies. The PV penetra-
tion is defined as the ratio of the peak PV power production to the peak load power consumption over a
particular period, a day in this case. The PV systems have been constructed in such a way that the max-
imum power generated by the modules at peak irradiation is equal to the maximum power consumed
by the loads on a given day. This is done to determine whether the chosen network can support 100 per-
cent PV penetration without exceeding grid voltage constraints (0.95 and 1.1 p.u.). The results suggest
that the network is perfectly capable of achieving 100 percent photovoltaic penetration. However, as the
length of the LV network is increased, the voltage rises more rapidly due to the network’s higher resis-
tance and inductance. Therefore, to simulate such an event, the length of the residential subnetwork has
increased in several increments from its initial length to twenty times its original length. The results, just
like the theory, clearly demonstrates such voltage increase phenomena at the points of common cou-
pling (PCCs) when the distance between the load and the source increases. For a distance of 20 times
the original length, the voltage at bus R18 reaches around 1.15p.u. Nonetheless, for the commercial and
industrial subnetworks, even with enormous feeder lengths, the tremendous surge in voltages near the
PCCs do not occur. This is due to the fact that the peak load consumption of commercial and industrial
loads coincides with the peak PV power generation. Consequently, there will be little or no power flow
into the grid. Hence, penetration levels could be at their maximum. Because of this reason, commercial
and industrial subnetworks are excluded from voltage control studies.

To alleviate the voltage rise problem, the penetration levels must be drastically reduced to decrease the
reverse power flow. The results indicate that when the residential feeder length is increased to twenty
times the initial length, the PV penetration decreases to 65 percent. In other words, a penetration level
of 65 percent ensures that the voltages at the PCCs remain within grid voltage restrictions. This partic-
ular scenario has been chosen to demonstrate the application of voltage control techniques in order to
maximise the penetration of photovoltaics to 100 percent.
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Two strategies have been used to improve pv penetration. The first category is reactive power control
methods, whereas the second category is active power control methods. In the first method, the reac-
tive power is absorbed by the PV system so that voltages at the PCCs are within the grid voltage limit.
The second way is based on active power control, in which the voltages are controlled by a battery/elec-
trolyzer. Four different reactive power control strategies have been implemented. They are summarised
as follows-

• Constant power factor (PF)

• variable power factor (VPF)

• Reactive power absorption based on the voltage (Q(V))

• Constant reactive power absorption (CRP)

All of these solutions have been simulated on the residential network, and the results demonstrate that
they are effective at keeping voltages under limits even with 100 percent PV penetration. Additionally,
the active power injected in each of these techniques is identical. As a result, it can be inferred that the
four reactive power control approaches described above are capable of increasing PV penetration to 100

In the second approach, where batteries/electrolysers are utilised, the control has been constructed in
such a way that when PV power exceeds load consumption, the controller redirects the excess power to
the electrolyzer/battery. Two cases are simulated. In the first case, all the reactive power control mea-
sures will be replaced with electrolyser/battery systems. In the second case, only at the two of the buses
near the loads, the reactive power control methods are replaced by electrolyser/battery system. The
simulated results reveal that the voltages at PCC remain strictly at one volt per unit because no power is
injected into the grid. Hence, these methods also proved to increase PV penetration to 100%.

Due to the presence of more reactive power into the system by various reactive power control meth-
ods, the total current or, in other words, the RMS value of the current in the system increases leading to
increased I 2R losses. These losses are calculated and compared with the base case, in which electroly-
ser/battery systems are used. as they do not cause any additional losses. The results show that the CRP
method introduces more losses comparitively because even during the minimal requirement of reactive
power, the inverter is forced to consume significantly more reactive power. VPF method surprisingly
cause lower losses than Q(v) method even though it is superior. This is because of sub-optimal design
of the control paramters. An in depth way to design these paramters will be discussed in the next section.

Low voltage distribution lines are, in general, more resistive than inductive in nature. As a result, the R/X
ratio is rather high in comparison to the transmission line network. Therefore, the voltages at the buses
are highly influenced by the active power flow in the network than the reactive power flow. As a result,
batteries/electrolyser systems are more effective way of controlling voltages at the PCCs. All the reactive
power techniques are barely able to maintain the voltages under 1.1 p.u beacuse the voltages are not
highly responsive to the reactive power flow. On the other side, the battery/electrolyser systems main-
tain voltages exactly at 1 p.u which is the optimal point. By doing so, they donot even cause additional
losses since no reactive power is being introduced in to the system. Additinally, batteries can be utilized
to deliver energy when demand is at its highest during evenings, and hydrogen produced by electrolysis
could be used as a long-term energy-storing fuel or for hybrid cars and fuel cell cars in future. So, the
batteries and electrolysers not only solve the problem but also offer additional advantages.

To conclude, both the active and reactive power control methods can be used to increase the PV
penetration to 100%. However, active power control techniques like batteries/electrolyzer systems
provide better value in terms of effectiveness in solving the voltage rise issue.They also offers lower
losses, and multiple-use cases.

7.2. FUTURE RECOMMENDATION
Achieving an efficient overall performance level requires careful attention to design factors, especially
the values of C1, C2, P1, and P2 in the VPF method, and V1, V2, Q1, and Q2 in the Q(V) method. The
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tuning of these design parameters in this project is semi optimal. Increased losses owing to unnecessary
reactive power consumption could emerge from such a design flaw. As a result, an appropriate proce-
dure for determining such parameters must be devised and made a standard. This chapter will explore
one of these procedures briefly.

7.2.1. VOLTAGE SENSITIVITY ANALYSIS
In any system, it is just not sufficient to obtain the crucial point of operation. It is also vital to under-
stand how various operating factors influence this critical point. Information on characteristics and
controls that can affect a system’s performance should be collected to comprehend the sensitivity to a
particular variable. Incorporating sensitivity analysis in the design process is the key to developing ef-
ficient systems. The voltage at any bus is sensitive to the active and reactive power flowing through the
bus. Voltage sensitivity analysis determines the extent to which the active and reactive power passing
through a bus influences the voltage at that bus. As a result, it can identify the most efficient regions
for reactive power regulation. This information is valuable for determining the control settings and the
volume of minimal reactive power expected to maintain the voltages within limits with . The voltage
sensitivity at a bus, to the active and reactive power fluctuations can be determined using power flow
solutions. The generated matrices could highlight the strategic locations to consider the voltage support
either through active or reactive power regulation. The load flow equations for a two bus distribution
line are Eq. (7.2.1) and Eq. (7.2.2) [93] . These two equations are iteratively solved using newton-raphson
or gauss sidel methods to obtain the system Jacobian matrix (Eq. ??. The inverse of the jacobian matrix
yields the voltage sensitivity matrix.

Figure 7.1: Two bus network
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The sensitivity matrix is composed of four submatrices. The first row matrices provide information on
the fluctuation of the voltage angle when the active or reactive power changes. A similar interpretation is
possible in regard to the second-row matrices, which depict how much voltage is changed by active and
reactive power variation. Therefore, sensitivity matrix S can be used to calculate the design variables in
reactive power control methods. For example in [93] Eq. (7.2.1) is used to calculate power factor at the
PCCs and also S matrix can be utilised to calculate the dead band region. Moreover, the electrolysers and
batteries can be employed strategically at crucial buses according to the values in the first two matrices.

When the impedance is increased, both P and Q variations exert a stronger influence on the voltage.
Due to the transformer windings, inverters connected closer to the transformer experience greater in-
ductance than resistance. Consequently, the R/X ratio is lower, and in such instances, the dV

dQ dominates

the dV
dP . As the distance between the transformer and the PV inverter increases, the line’s effective re-

sistance becomes dominant. As a result, active power control provides superior voltage control across
long distances in a distribution network compared to reactive power control approaches.Not only are
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reactive power regulation systems used to lower voltages during peak irradiance, but they can also be
configured to increase voltages during peak load demand. This additional step does not necessitate the
establishment of any additional infrastructure. Additionally, as noted previously, in the dominating re-
sistance situation, the energy supplied to the load by the batteries can greatly lower the voltage drop.
A comprehensive deployment of all these these solutions could lower the overall cost and losses in the
system. So further studies in this regard should be widely encouraged.

This project assumes a balanced three-phase system, and all the controllers and devices have been de-
signed accordingly. However, due to single-phase connections and faults in existing distribution net-
works, there may be a greater likelihood of voltage imbalances. In that circumstances, voltages and
currents must first be converted to positive, negative, and zero sequence components, and appropriate
controllers for each sequence must be built for all loads. Such an approach closely reflects real-world
settings; thus, further improvements in such studies is highly recommended.
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A.1. SOLAR CELL TECHNOLOGIES

WAFER BASED SOLAR CELLS
Wafer-based solar cells are fabricated from the slices of crystals of the same material type. Currently, in
the market, wafer-based solar cells hold the position for highest efficiency solar cells available [102]. The
most popular and efficient cell types can be seen below.

Single crystalline silicon: Made from a single crystal of silicon. It is formed into bars and later cut into
wafers. Maximum efficiency reached with this technology is 26.7% [20]. Commercially available crys-
talline silicon solar modules have lesser efficiencies varying from 15% to 22%[103]. Crystalline silicon
modules accounted for 32% [103] of the total PV modules manufactured in the year 2017. This tech-
nology is highly matured, hence the silicon usage (g/Wp) has reduced drastically along with the wafer
thickness. The theoretical maximum efficiency that can be reached with this technology is 29.4% [104].
Comparing this figure with the current maximum efficiency, it can be said that c-Si technology is very
close to its saturation level. In figure A.3, the leftmost picture shows a single crystalline silicon solar
panel.

Polycrystalline silicon: Unlike crystalline silicon, poly-crystalline silicon is made from multiple crystals
of silicon. These wafers are cut from cast silicon ingots, produced by the cooling of molten silicon [105].
This results in polycrystalline silicon wafers. Due to the presence of a large number of defects at the
grain boundaries because of multiple crystals, the efficiencies of Polycrystalline silicon cells are lower
compared to crystalline silicon cells [104]. Maximum (lab) efficiency of this technology is around 23.3%
[20]. Commercially available modules have lower efficiency between 15% and 18% [103]. Due to their
cheaper prices and higher strength, polycrystalline silicon modules account for 60% [103] of the total PV
modules manufactured annually. In figure A.3 in the middle a polycrystalline solar panel can be seen.

III-V group solar cells: These cells are made by merging 3rd and 5th group elements in the periodic
table. A few examples are Gallium arsenide (GaAs) and Indium phosphide (InP). Therefore, GaAs so-
lar cells have higher efficiencies comparatively. Maximum efficiency recorded is around 27.8% [20] for
single-junction GaAs solar cell, however efficiencies of multi-junction GaAs cells can reach higher. GaAs
is the preferred technology for outer space application due to its high efficiencies. The only downside of
this technology is its price, due to this it is not widely available. In figure A.3 on the right a III-V group
solar cell or multi-junction solar cell can be seen.

THIN FILM SOLAR CELLS
Amorphous silicon solar cells (a-Si): Amorphous silicon is a type of silicon which is not crystalline in
nature. It has a continuous random network of silicon atoms with no long-range order. In this material,
not all Si atoms have 4 Si neighbours. This results in higher defect density hence, increasing recombi-
nation of charge carriers [104]. Therefore, a-Si solar cells have lower efficiencies. Nonetheless, with cell
efficiencies ranging between 5–7%, it is the most widely used thin-film technology. [20]. a-Si solar cells
can also be made flexible and transparent, thus perfect for windows or railings. Due to the development
of CdTe and CIGS thin-film technologies, the market share of a-Si has lessened [103].

73



A.1. SOLAR CELL TECHNOLOGIES 74

Figure A.1: Monocrystalline, polycrystalline solar panel and a multi-junction solar cell [7]

Chalcogenides – Copper Indium Gallium Selenide solar cells (CIGS) : Chalcogenide is a chemical term
that refers to all compounds that contain chalcogen anions from group VI in the periodic table. This ma-
terial has a high absorption coefficient, high flexibility and diffusion length, which makes it an ideal ma-
terial for thin-film applications. Maximum efficiency ever recorded is 23.4% [20]. Commercially avail-
able cells, on the other hand, are inefficient and more expensive than CdTe solar cells. Another difficulty
with this technology is that Indium is a scarce metal that is mostly sourced from China. Although CIGS
has a couple of disadvantages over CdTe, it has a lesser environmental impact than CdTe. This speciality
has attracted many researchers and companies, leading to the rapid development of CIGS cells which
further increased its market share in recent years [103].

Chalcogenides - Cadmium Telluride (CdTe) : This solar cell technology is the second most matured
and widely available technology next to amorphous silicon . CdTe has a zinc-blend crystal structure.
Cadmium telluride thin-films have higher efficiencies up to 22.1% [20]. They are also less expensive
compared to standard silicon counterpart. CdTe technology has seen a tremendous boost in develop-
ment over the past 15 years. However, due to the growing concerns over the environmental impacts of
CdTe modules and also due to the increasing popularity of CIGS technology, the market share of CdTe
technology is decreasing rapidly [103]. Nevertheless, CdTe cell efficiencies will continue to improve in
the upcoming decades as a result of the increased rate of research and development.

Gallium arsenide (GaAs) : It is a semiconductor composed of two primary components: gallium and
arsenic. GaAs is a direct bandgap material (ideal for thin-film applications). Hence they have very high
efficiencies. As a result, multi-junctions based on III-V strongly outperforms all other PV technologies
[20]. Few of the disadvantages of GaAs cells are toxicity and higher prices. Therefore the high-cost,
high-performance GaAs technology is attractive for a niche market where very high power per unit area
is crucial, such as in space applications and concentrated PV. No public data on industrially produced
III-V is available. Breakthroughs in cost reduction are expected in coming years due to the increasing
development of lower-cost deposition technologies, lift off and upscaling.

Figure A.2: From left to right: a-Si, CIGS, CdTe GaAs. [7], [8], [9], [10]

Dye-sensitized solar cells (DSSC) : DSSC is a photo electrochemical system, containing photo active dye
material (electron donor), ruthenium polypyridine, mixed with T iO2 nanoparticles (electron acceptor),
an electrolyte, usually iodine, and a transparent front electrode and platinum contact. Electrons are col-
lected at front contact where T iO2 and TCO are present. It has a low-cost price of production but they
are toxic in nature. This technology is relatively new and isn’t matured yet. But DSSC have high poten-
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tial to replace the traditional thin-film solar cells. The maximum efficiency reached by this technology
is about 12.3 [20]%.

Organic solar cells : Organic solar cells contain an absorber layer made of carbon-based conductive
organic polymers or organic molecules. Different organic solar cells can be produced, with varying
material properties, often in a variety of colours. Few of the advantages are - potential low cost, low-
temperature production and possibility to deposit on a mechanically flexible or a thin transparent sub-
strate. Max efficiency ever recorded was about 17.5% [20].

Figure A.3: Left: DSSC Right: Organic solar cell [11], [12]

RECORD EFFICINCIES
This section summarises the efficiencies of all the different technologies that were ever reported. Ef-
ficiency is an important metric for the selection of particular solar cell technology. Hence it is highly
imperative to have a rough idea of the efficiencies realized by various technologies. In the following,
efficiencies of the important technologies are mentioned. Figure A.4 in appendix ?? depicts all the avail-
able PV technologies and their corresponding efficiencies recorded over the past few decades.

Crystalline silicon:

• c-Si: heterojunction with an interdigitated back contact. 26.7% (Kaneka) approaching theoretical
efficiency limit of 29.4%.

• multicrystalline Si: PERC cells. 23.3% (Jinco Solar)

Thin film:

• A-Si: a-Si:H/nc-Si:H/nc-Si:H triple junction, 14.0% (AIST, Japan)

• CIGS: 23.4% (Solar frontier)

• CdTe: 22.1% (First Solar)

• III-V: single junction GaAs, 27.8% (LG)

• III-V: concentrated 6 junction bonded cell, 47.1% (NREL)

Third generation PV technologies:

• DSSC: 12.3% (EPFL)

• Organic: single junction, 17.5% . Tandem, 14.2%

• Perovskite: 24.2%
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Figure A.4: Efficiencies of different PV technologies
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A.2. GRID DATA
Three types of underground cables and overhead lines are used in the network. The geometry of both
the overhead lines and underground cables and their respective specifications are given in the figure
A.5, tables A.1 and A.2 respectively. Unlike transmission lines, the distribution lines are generally not
transposed as they have shorter lengths. Because of this, the self and mutual inductance between the
conductors have to be taken separately. This results in an N X N impedance matrix for a line consisting
of N conductors. The diagonal elements in the matrix represent self-impedance, and the off-diagonal
elements represent mutual impedance quantities. The primitive phase impedance matrices for all the
lines and cables for the chosen distribution network are given in the tables A.3 and A.4

In an unbalanced scenario, for a three-phase-three-wire system, the unbalanced current or zero se-
quence current flows through the Earth via grounding systems when there is no return path through
the neutral wire. Now, when there is current flowing through the Earth, the Earth acts as a conduc-
tor. Consider another system configuration, where there is multi-grounded neutral. So the network
is a three-phase four-wire system with a neutral conductor. However, the grounding is done at differ-
ent places. Hence, in this case, the zero-sequence current flows through the neutral wire as well as the
Earth because of multi-grounded neutral. In either system, a fractional part of the current flows through
the Earth. Due to this, there could be mutual impedance developed between the Earth and the other
three-phase conductors. The problem here is that it is challenging to calculate the mutual impedance
between the conductors because the Earth does not offer uniform resistance, and hence, the current
path is not definite. This further complicates estimating the distance between the three-phase conduc-
tors and the effective earth conductors. To overcome such difficulties, Carson developed a bunch of
equations (called Carson’s equations) that can approximate the mutual impedances between various
conductors (including Earth). Over the years, many simplifications are made, and Carson’s equations
are slightly modified. These equations are used to calculate primitive phase impedance matrices for the
lines. Also, for a three-phase four-wire system, the primitive impedance matrix can be simplified using
Kron reduction, where a 4 x 4 impedance matrix is converted into a 3 x 3 impedance matrix by consid-
ering the effect of the ground/neutral conductor’s current on the phase conductors. Such conversion
could simplify the design and modelling of a distribution network. Also, the kron reduction is benefi-
cial if the simulator does not support the neutral wire inclusion in the model. In this thesis, the phase
impedance matrix after kron reduction is utilized to model the feeder lines. The corresponding data has
been given in the tables. A.5 and A.6 respectively. Line installation data and transformer parameters for
each sub network are summarised in the tables A.7, A.8, A.9 and A.10.

Figure A.5: The geometry of the overhead lines and underground cables [1]
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Table A.1: Geometry of the overhead lines [1]

Table A.2: Geometry of the underground lines [1]

Table A.3: Primitive impedance matrix of overhead lines [1]
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Table A.4: Primitive impedance matrix of underground cables [1]

Table A.5: phase impedance matrix of overhead lines after Kron reduction [1]

Table A.6: phase impedance matrix of underground cables after Kron reduction [1]
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Table A.7: Line installation data for the Industrial subnetwork [1]

Table A.8: Line installation data for the residential subnetwork [1]
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Table A.9: Line installation data for the Commercial subnetwork [1]

Table A.10: Transformer parameters in all the subnetwork[1]
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Bus Active Power (KW)
R1 180
R11 14
R15 47
R16 31
R17 42
R18 50
I2 85
C1 100
C12 16.6
C13 16.6
C14 21
C17 21
C18 6.65
C19 9.3
C20 6.65

Table A.11: Maximum power consumed by the residential, commercial and industrial loads

A.3. PV SYSTEM PASSIVE COMPONENTS
Boost inductor, input capacitor, DC link capacitor and the LC filter has been designed according to the
methods explained in the chapter 3. All the Passive components are calculated at STC conditions. The
maximum irradtion calculated, reaches around 870 W /m2 as shown in the figure 3.8. Therefore, the
Pmax at STC should be slightly above the load peak consumption. All the values of the passive compo-
nents of all the PV systems is given in the table A.12

PV system connected to the Bus
Component R11 R15 R16 R17 R18
Ci nput (µ f ) 84.17 273.22 183.6 260 298
Lboost (mh) 1.3 0.415 0.616 0.435 0.379
CDC (m f ) 0.503 1.6 1.09 1.6 1.83

L f i l ter (mh) 1.8 0.55 0.822 0.58 0.5063
R f i l ter (ohms) 6.5 2 2.9 2.29 1.8

C f i l ter (µ f ) 79.1 256.75 172.57 244.46 280.31

Table A.12: Calculated values of the passive components

A.4. PV ARRAY CAPACITY
Since the entire residential network analysis is based on 100% PV penetration the PV arrays total capacity
is chosen to be equal to the peak consumption of the loads connected to the same load bus. The The
maximum load consumption values are given in the table A.11. The rating of the each PV system is
given in the table A.13. As discussed in the previous section, the peak irradiation in a day is calculated
to be around 870 w/m2. So the given values in table correspond to the STC conditions. That is why the
PV system ratings are slightly above the peak load consumption values. Also there are components like
boost converter, LC fiter and transformer and a inverter in a PV system. They cause power losses. So,
keeping in mind all these factors The PV systems are designed in such a way that at 870 w/m2 the PV
generated power is exactly equal to peak load consumption power.
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PV system Connected to the bus PV array capcity (KW)

R11 16.790
R15 54.500
R16 36.630
R17 51.890
R18 59.500

Table A.13: Ratings of various PV systems

A.5. REACTIVE POWER TECHNIQUES PARAMETERS
CONSTANT POWER FACTOR METHOD

The rating of all the inverter has been increased by 20% to accommodate Reactive power absorption.
The final equation that governs reactive power absorption is given by-

Q = tan(arccos(C ))∗P (A.5.1)

Where, P is the PV power produced, Q is the reactive power that must be absorbed to keep the voltages
under 1.1 p.u. The C in the equation is the power factor and it is the desired variable. The value of the
minimum power factor required to keep the voltages under limit is 0.834. This value is obtained after
running multiple simulation with various power factor values. The power factor 0.834 is same for all the
PV systems

VARIABLE POWER FACTOR METHOD
All the invertes rating is increased by 20% except for the PV system connected to R16. Since the load
connected to the bus R16 consumes significant amount of power, the inverter rating has to be increased
slighlty above 20% to absorb more reactive power. So the power factor changes with PV power produced
and is given by the equations-

cosϕ=


C1, P < P1
C 1−C2
P1−P2

(P −P1)+C1, P1 ≤ P ≤ P2

C2, P > P2

(A.5.2)

This control is designed in such a way that the power factor (C) is maintained constant when the PV
power produced is below or above P1 and P2 respectively. The P1 is chosen to be 35% of maximum
power produced by the PV system. It means when PV starts to produce power more than the 35% of
PMPP , the power factor starts slowly going down. Prior to this point, the power factor is kept constant at
one. P2 is chosen to 100% of PMPP as no additional power is produced beyond this point and the power
factor cannot go below the value obtained at 100% of PMPP . If the produced power is in between P1 and
P2, the power factor has a linear relationship with produced power. The values selected for all the PV
systems are summarised in the following table A.14-

PV system connected to the bus C1 C2 P1 P2
R11 1 0.832 4900 1400
R15 1 0.832 16450 4700
R16 1 0.832 10850 31000
R17 1 0.832 14700 42000
R18 1 0.82 17500 50000

Table A.14: tab:Values of various parameters of multiple PV systems connected to their respective buses

These values are selected after running multiple simulations and noticing that they maintain the volt-
ages below 1.1 p.u. successfully.
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REACTIVE POWER AS A FUNCTION OF VOLTAGE
In this method the reactive power is absorbed based on the voltages recorded at PCC. The relationship
between the reactive power absorbed and voltages at PCC can be given by

Q =


Q1, V <V1
Q2−Q1
V2−V1

(V −V1)+Q1, V1 ≤V ≤V2

Q2, V >V2

(A.5.3)

The reactive power absorbed will be constant when voltages are below V2 and above V1 and linearly vary
with the voltages when voltages are in between V1 and V2. The maximum voltage limit considered in
this thesis is 1.1 p.u. because, generally it is at this voltage, where the protective devices disconnect the
PV systems connected to the grid. Therefore, V2 should be 1.1 p.u. V1 is selected to be 1.05 p.u. value. Q1

and Q2 are the maximum and minimum reactive power absorbed by the inverter. The inverters rating
has been increased by 20% of the maximum power generated by the PV modules. Since, during the peak
irradiation, the maximum reactive power, a PV system can absorb is equal to its inverter’s remaining
capacity, the Q2 is therefore must correspond to that 20% increase value. Q1 is considered to be zero
since no reactive power consumption is required below 1.05 p.u. The values of all the design parameters
for all the PV systems is given in the table A.15.

PV system connected to the bus V1 V2 Q1 Q2
R11 1.05 1.1 0 9286
R15 1.05 1.1 0 31170
R16 1.05 1.1 0 20560
R17 1.05 1.1 0 27850
R18 1.05 1.1 0 37210

Table A.15: Values of various parameters of multiple PV systems connected to their respective buses

CONSTANT REACTIVE POWER
In this method constant reactive power is being absorbed once the voltage crosses certain limit that limit
considered to be 1.05 p.u. The inverters rating is increased by 20%. The reactive power absorbed must
correspond to this value.

PV system connected to the bus Q
R11 9286
R15 32170
R16 21110
R17 27850
R18 36110

Table A.16: Reactive power absorbed by multiple PV systems connected to their respective buses

A.6. Kp AND Ki PARAMETERS DERIVATION
This sections explains how the Kp and Ki parameters are calculated. This design is only valid for first
order plant. In this design phase margin and settling time are the design parameters. A desired value for
both the settling time Ts and phase margin (Pm) must selected. Typically the phase margin is between
70◦ and 80◦ for stability reason. If it is close to 90◦, then it gives first order response which is quite
sluggish in nature. If Pm is closer to zero, the feedback becomes positive leading to system instability.
The derivation is as follows-
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Figure A.6: Closed loop transfer function

The open loop gain of the above closed loop control (A.6) is-

G H =
(
KP + K I

s

)(
1

J s +B

)
Phase margin is defined at gain crossover frequency ωc as

P M = ∠l e (G H)
∣∣∣
at s= jωc

− (−180◦
)

P M = tan−1
(
ωc KP

K I

)
− tan−1

(
ωC

J

B

)
−90◦− (−180◦

)
After rearranging the above equation-(

ωC Kp

K I

)
= tan

(
P M −900 + tan−1

(
ωc

J

B

))
(A.6.1)

wc is gain crossover frequency which can be obtained from the settling time equation ts = 4
ζωn

with
ωc ' ωn , where wn is the location of the second order pole. Generally for the second order system
ωn <ωc . So, to calculate ts , lower value of ts must be considered in the calculations to get the desired ts .

1

ωc

(√
(ωc KP )2 +K 2

I

)(
1√

B 2 + (ωc J )2

)
= 1 (A.6.2)

After, rearranging the above equation-

kI = ωc

√
B 2 + (ωc J )2√

1+
(
ωc KP

KI

)2
(A.6.3)

Since all the values are known in Eq. (A.6.1),
(
ωC Kp

KI

)
can be calculated and substituted in Eq. (A.6.3).

Now, K I is obtained. KP can be calculated as,

kP =
(
ωc KP

kI

)
kI

ωc
(A.6.4)

Like mentioned before this method is only suitable for the first order plant transfer function. Also this
whole method is an approximated method. Therefore, the KP and K I obtained through this method
serves as a starting point and further tuning of these parameters can be done using control designer app
in MATLAB.

INNER AND OUTER CONTROL LOOP
For the inner control loop,
J = L/ω= 0.2/314.16 = 0.000636618
B = R = 0.0035

The Kp and Ki parameters are designed for ts = 20ms. The values obtained are kp = 0.3 and Ki = 42.885.
Since L is per-unitised, the Kp and Ki parameters remains same for all the PV systems. Similarly, these
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Kp and Ki parameters have been calculated for the outer control loop as well. However, due the the
presence of Pb in the Eq. 3.9.13 the Kp and Ki parameters are different for different PV systems. The
derived Kp and Ki parameters are given in the table A.17.

PV system connected to the bus Kp Ki

R11 20.28 135.885
R15 20.1635 135.0701
R16 19.1 129.64
R17 21.04 140.94
R18 19.765 132.4170

Table A.17: Kp and Ki parameters of outer control loop
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