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Abstract

The adoption of hydrogen as an alternative fuel in aircraft has the potential to reduce the climate ef-
fect of aviation significantly. However, hydrogen leakage during production, storage, or use can offset
these benefits by altering atmospheric chemistry and composition, particularly through interactions with
methane, ozone, and stratospheric water vapour. This study employs surrogate models based on re-
current and convolutional neural networks to simulate the climate effects of hydrogen leaks, achieving
rapid projections 30,000 times faster than conventional climatemodels, with an error margin of less than
5%. This efficiency enables the quantification of uncertainties related to hydrogen leakage rates and at-
mospheric chemistry throughMonte Carlo simulations, allowing for an assessment of their contributions
to radiative forcing under various Shared Socioeconomic Pathway (SSP) climate scenarios. By 2100,
the radiative forcing from aviation-induced hydrogen leaks is projected to reach 43.9 ± 21.2mW m−2

(±1σ) under the stringent climate change mitigation projection SSP1-2.6, accounting for 35% of avia-
tion’s total radiative forcing. Under the more conservative scenario SSP3-7.0, higher methane levels
reduce the oxidative capacity of the atmosphere, lowering the projection to 17.7 ± 6.9mW m−2 (±1σ)
which corresponds to approximately 5% of the aviation’s total radiative forcing for this scenario. These
findings demonstrate that hydrogen leaks have the potential to substantially contribute to aviation’s
total radiative forcing, with the magnitude of their impact heavily influenced by background climate
conditions. It will be important to minimise hydrogen leakage to fully harness the climate benefits of
transitioning to hydrogen as a fuel for aircraft.

i



Preface

After six and a half wonderful years as a student in Delft, it’s finally time to close this chapter with the
completion of this thesis. Throughout my studies, I’ve had the incredible opportunity to discover my
true passions and to meet so many fun and inspiring people. My time with the student team AeroDelft
taught me how much I enjoy tackling challenges related to climate change, a passion that has shaped
a significant part of my academic journey. My decision to focus the rest of my studies on sustainable
aviation led me to an unforgettable internship at Bosch in the United States and ultimately culminated in
the opportunity to research the intersection of two subjects that deeply interested me: climate change
and aviation.

My heartfelt thanks go to my daily supervisor, Dr. Stefan Völk, for his continuous support through-
out my thesis and the interesting discussions during our weekly meetings. I am also very grateful to
Professor Volker Grewe for allowing me to work on a subject I am truly passionate about and for the
extensive feedback I have received over the course of this year. Next to this, I would like to thank Prof.
Massimo Menenti and Dr. Maurice Hoogreef for agreeing to be part of my graduation committee.

This thesis wouldn’t have been possible without the unwavering support of my friends! Whether
dragging me to the UB for yet another evening of studying or convincing me to take a break and grab
a drink, those moments helped me push through. Lastly, I want to give a big thank you to my family,
especially my parents, for always supporting and encouraging me in everything I do. Thank you!

Floris Gunter
Delft, November 2024

ii



Contents

Abstract i

Preface ii

Nomenclature x

1 Introduction 1

2 Scientific Background 3
2.1 Hydrogen for Aircraft Emission Mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1 Aircraft Emissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Hydrogen as an Alternative Fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Climate Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Radiative Forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Global Warming Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Atmospheric Chemistry of Hydrogen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.1 Methane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Ozone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4 Climate Scenario Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Shared Socioeconomic Pathways (SSPs) . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Scenario Model Intercomparison Project (ScenarioMIP) . . . . . . . . . . . . . . 17

3 Methodology 18
3.1 Overview of Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Hydrogen Emission Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Surrogate Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.1 Convolutional- and Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . 23
3.3.2 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.3 Model Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.4 Model Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.5 Hyperparameter Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.6 Autoregression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4 Radiative Forcing Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Monte Carlo Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Model Verification & Validation 34
4.1 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5 Scenario Analysis 52
5.1 Uncertainty Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

iii



Contents iv

6 Conclusions & Recommendations 65

A Machine Learning Concepts 73

B ScenarioMIP Data 78

C Supplemental Results 83



List of Figures

1.1 Relative increase in aviation CO2 emissions with respect to 1990 (a) and the relative
contribution of aviation to the total amount of CO2 emissions (b) between 1990 and
2019. Data is adapted from Friedlingstein et al. (2023). . . . . . . . . . . . . . . . . . . 1

2.1 Representation of the best estimates of climate forcing components from global aviation
between 1940 and 2018, taken from Lee et al. (2021). The bars depict the best estimates
for effective radical forcing (ERF), and the whiskers represent the 5th to 95th percentile
confidence intervals. Red bars denote warming effects, while blue bars indicate cooling
effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Main definitions of radiative forcing, adapted from IPCC (2021b). The definitions are (a)
instantaneous forcing; (b) stratosphere-adjusted forcing; (c) zero-surface-temperature-
change forcing; (d) fixed sea surface temperature forcing, allowing atmospheric and land
temperatures to adjust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 SSPs mapped in the challenges to mitigation/adaptation space, adapted from O’Neill
et al. (2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1 Overview of the modelling approach to derive the climatic impact of H2 emissions. Green
blocks denote inputs to the model, grey intermediate results, and red the final model re-
sult. Themodel is divided into four segments: theMonte Carlo Simulation, the boxmodel,
the machine learning (ML) based surrogate model, and the radiative forcing calculation. 19

3.2 Simplified overview of how changes in CH4, O3 and SWV mixing ratios are modelled.
Using a box model, hydrogen emissions are converted to equivalent perturbations in tro-
pospheric OH mixing ratio. This is used as an input for the surrogate model to compute
the subsequent perturbation in CH4, O3 and SWV. The non-methane-induced contribu-
tion of H2 emissions to SWV is modelled using equation (3.1). . . . . . . . . . . . . . . . 20

3.3 Projected fuel consumption under the CurTec and BAU scenarios (a) and various hydro-
gen adoption scenarios (b) in the aviation sector between 2025 and 2100. . . . . . . . . 20

3.4 Overview of an LSTM cell structure (a) and a LSTM model architecture with two layers (b). 24
3.5 Structure of a ConvLSTM cell. The layout of the cell is similar to an LSTM cell, with the

addition of spatial tensors as inputs and convolutional operations between the inputs.
These convolutional operations are denoted by the * symbol. . . . . . . . . . . . . . . . 25

3.6 Example of applying a Butterworth filter to remove seasonal variations in four key hydro-
gen atmospheric chemistry species under the SSP2-4.5 scenario. Shaded lines illustrate
the seasonal fluctuations of the original data, while the filtered data is represented with
bold colours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.7 Overview of the split between training, validation and testing scenarios for SSP-1.19.
Blue indicates the scenario for which the model is tested, which is the same for each
split. grey indicates the scenarios used for model training, while green indicates the
scenario used to validate the generalizability of the model at each epoch. . . . . . . . . 27

3.8 Normalized time derivative of mean tropospheric CH4 concentrations. . . . . . . . . . . 28
3.9 Graphic representation of the division of a single dataset containing n+winput timesteps.

A window contains input variables for each feature with a length winput, and a label (or
prediction) length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.10 Simplified architecture of the LSTM model, showing an input layer using an input width
of three timesteps to forecast one step. In this example, the LSTM layer contains five
units, and the dense layer contains one unit because only one timestep is predicted. A
dropout layer is configured between the LSTM and Dense layers. . . . . . . . . . . . . . 30

v



List of Figures vi

3.11 Simplified architecture of the ConvLSTM model, showing an input layer using an input
width of three spatially resolved timesteps to forecast one step. In this example, the
ConvLSTM2D layer contains five units, and the dense layer contains one unit because
only one timestep is predicted. A dropout layer is configured between the LSTM and
Dense layers. To prevent memory issues, the input layers with spatial resolutions of
(64x128) are downsampled using AveragePooling. . . . . . . . . . . . . . . . . . . . . . 30

4.1 Box model response of CH4 (b), OH (c) and CO (d) to a pulse emission of H2 (a) resulting
in a 10% increase of its concentration plotted against results for the same simulation
performed by Bertagni et al. (2022). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2 Training loss (cyan) and validation loss (red) for the CH4 LSTMmodels tested on scenario
SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function of
epoch number on a logarithmic scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Temporal evolution of mean tropospheric CH4 molar fractions (expressed in ppb) as sim-
ulated by the MRI-ESM2.0 model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and
SSP5-8.5 (d) (black dots), plotted against the LSTM predictions (shaded blue) and the
mean of the LSTM predictions (bold blue). The model simulates from the year 2035
onwards. Note that the y-axis is not scaled evenly between the different scenarios. . . . 36

4.4 Histograms highlighting the variance of the predictions at the end-date of the simulations
for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d). The spread of predic-
tions (cyan) around the mean of predictions (dashed red) represents the variance in the
results. The difference between the mean of the predictions and the simulated result
from MRI-ESM2.0 is the bias of the result. . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.5 Training loss (cyan) and validation loss (red) for the SWV LSTM models tested on sce-
nario SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function
of epoch number on a logarithmic scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.6 Temporal evolution of mean tropospheric SWV molar fractions (expressed in ppb) as
simulated by the MRI-ESM2.0 model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and
SSP5-8.5 (d) (black dots), plotted against the LSTM predictions (shaded blue) and the
mean of the LSTM predictions (bold blue). The model simulates from the year 2035
onwards. Note that the y-axis is not scaled evenly between the different scenarios. . . . 39

4.7 Histograms highlighting the variance of the predictions at the end-date of the simulations
for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d). The spread of predic-
tions (cyan) around the mean of predictions (dashed red) represents the variance in the
results. The difference between the mean of the predictions and the simulated result
from MRI-ESM2.0 is the bias of the result. . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.8 Training loss (cyan) and validation loss (red) for the O3 ConvLSTMmodels tested on sce-
nario SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function
of epoch number on a logarithmic scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.9 Mean tropospheric column ozone in 2100 as projected by the ConvLSTM model for
SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d). Ozone levels are pre-
sented in Dobson units (DU) on a scale from zero to 60, with the darkest shade of red
denoting any value higher than 60 DU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.10 Spatially resolved mean absolute error (MAE) as a percentage between the ConvLSTM
projections and CMIP6 data for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5
(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.11 Box-model response of H2 to a step of 420 ppb/year in H2 emissions (a), resulting in a
decrease in OH concentrations (b) over 100 years. . . . . . . . . . . . . . . . . . . . . . 44

4.12 Response of the LSTM and ConvLSTM models to an OH perturbation, analysed for
CH4 (a), O3 (b), and SWV (c). The results are compared with outputs from the UKESM1
model (Warwick et al., 2022) as well as the GFDL, INCA, OsloCTM, andWACCMmodels
(Sand et al., 2023). Each result represents the mean value from the final 25 years of the
simulation, with error bars reflecting one standard deviation. . . . . . . . . . . . . . . . . 45



List of Figures vii

4.13 Spatially resolved response of O3 to a perturbation of CH4. Only changes with a magni-
tude higher than 0.1 DU are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.14 Comparison of the resulting radiative forcing normalised for unit increase in H2 mixing
ratios for the validation experiments compared to similar results from the models used
in the studies by Warwick et al. (2022) and Sand et al. (2023). . . . . . . . . . . . . . . . 46

4.15 Correlation plot between the bias and variance for the nine simulations performed. An
increase in batch size (a) or window size (b) is plotted as a gradient. Each experiment
contains mean ensemble results from all six scenarios (SSP1-1.9 - SSP5-8.5), resulting
in 54 results per graph, or 18 per hyperparameter value. . . . . . . . . . . . . . . . . . . 47

4.16 Temporal evolution of mean tropospheric CH4 molar fractions (expressed in ppb) as sim-
ulated by the MRI-ESM2.0 model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and
SSP5-8.5 (d) (black dots), plotted against the LSTM predictions (shaded red) and the
mean of the LSTM predictions (bold red). The model simulates from the year 2035 on-
wards. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.1 Fugitive H2 emissions between 2025 and 2100 projected using parameters from the
Monte Carlo simulation. Each shaded line indicates a single simulation, with the dashed
lines indicating the maximum and minimum scenarios. . . . . . . . . . . . . . . . . . . . 52

5.2 Temporal evolution of tropospheric mean H2 mixing ratios due to H2 emissions, with
scenario SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each
shaded line represents a projection from the Monte Carlo simulation, and the dashed
lines represent the minimum and maximum values. . . . . . . . . . . . . . . . . . . . . . 53

5.3 Temporal perturbation of tropospheric mean OH mixing ratios due to H2 mixing ratio
increases, with scenario SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background
climate state. Each shaded line represents a projection from the Monte Carlo simulation,
and the dashed lines represent the minimum and maximum values. . . . . . . . . . . . 54

5.4 Temporal evolution of tropospheric mean H2 mixing ratios due to H2 emissions, with sce-
nario SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background climate states. Each
shaded line represents a projection from the Monte Carlo simulation, and the dashed
lines represent the minimum and maximum values. . . . . . . . . . . . . . . . . . . . . . 54

5.5 Temporal evolution of tropospheric mean CH4 mixing ratios due to OH perturbations, with
scenario SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each
shaded line represents a projection from the Monte Carlo simulation, and the dashed
lines represent the minimum and maximum values. . . . . . . . . . . . . . . . . . . . . . 55

5.6 Temporal evolution of tropospheric mean O3 mixing ratios due to CH4 perturbations, with
scenario SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each
shaded line represents a projection from the Monte Carlo simulation, and the dashed
lines represent the minimum and maximum values. . . . . . . . . . . . . . . . . . . . . . 55

5.7 Plot of the H2-induced change in effective radiative forcing against the increase in mean
tropospheric H2 mixing ratios - also referred to as radiative efficiency of H2. Each dot
represents a result from the Monte Carlo simulation. The results are color-coded per
scenario, green represents SSP1-2.6, blue SSP2-4.5 and red SSP3-7.0. The results for
each scenario are fitted using a 2nd-order polynomial. The grey dashed line represents
the radiative efficiency of H2 derived by Warwick et al. (2022). . . . . . . . . . . . . . . . 55

5.8 Bar plots indicating the mean contribution of CH4, O3 and SWV to the total radiative
forcing for SSP1-2.6, SSP2-4.5, and SSP3-7.0. The black whiskers represent the uncer-
tainty, expressed as ±1 standard deviation (SD). . . . . . . . . . . . . . . . . . . . . . . 56

5.9 Box plot illustrating the impact of input parameter uncertainty, as detailed in table 3.4, for
SSP1-2.6 (green) and SSP3-7.0 (red). The interquartile range (IQR) is divided by the
median, with whiskers extending to 1.5 times the IQR. . . . . . . . . . . . . . . . . . . . 57

5.10 Mean change in ERF caused by fugitive H2 emissions across five cases, each represent-
ing different leakage rates and background climate states. The results are colour-coded
based on the background climate state: green for SSP1-2.6, blue for SSP2-4.5, and red
for SSP3-7.0. Error bars represent ±1 SD. . . . . . . . . . . . . . . . . . . . . . . . . . 60



List of Figures viii

B.1 Temporal evolution temperature at the tropopause for various SSP scenarios simulated
with MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) appended
to the ScenarioMIP projections (from 2015 until 2100), processed as described in sec-
tion 3.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

B.2 Temporal evolution of CH4, OH, and CO mixing ratios (ppb) for various SSP scenarios
simulated with MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) ap-
pended to the ScenarioMIP projections (from 2015 until 2100), processed as described
in section 3.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

B.3 Temporal evolution of Trop. O3, SWV, and Trop. H2Omixing ratios (ppb) for various SSP
scenarios simulated with MRI-ESM2.0. Data incorporates historical runs (from 1970 until
2014) appended to the ScenarioMIP projections (from 2015 until 2100), processed as
described in section 3.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

B.4 Temporal evolution of NO, NO2, and HO2 mixing ratios (ppb) for various SSP scenarios
simulated with MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) ap-
pended to the ScenarioMIP projections (from 2015 until 2100), processed as described
in section 3.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

B.5 Temporal evolution of CH4 and CO emissions (MT) for various SSP scenarios simulated
with MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) appended
to the ScenarioMIP projections (from 2015 until 2100), processed as described in sec-
tion 3.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

C.1 Training loss (cyan) and validation loss (red) for the CH4 and SWV LSTMmodels, and the
O3 ConvLSTMmodel, tested on scenario SSP1-1.9, SSP4-3.4 and SSP4-6.0, plotted as
a function of epoch number on a logarithmic scale. . . . . . . . . . . . . . . . . . . . . . 83

C.2 Temporal evolution of mean tropospheric CH4, O3 and SWV molar fractions (expressed
in ppb) as simulated by the MRI-ESM2.0 model for SSP1-1.9, SSP4-3.4 and SSP4-6.0
(black dots), plotted against the LSTM predictions (shaded blue) and the mean of the
LSTM predictions (bold blue). The model simulates from the year 2035 onwards. Note
that the y-axis is not scaled evenly between the different scenarios. . . . . . . . . . . . 84



List of Tables

3.1 Constants and input parameters used in the box-model proposed by Bertagni et al.
(2022), which is used concurrently in this work. . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Hyperparameter sampling techniques, sampling space and final values used in random
search optimisation for the LSTM model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3 Hyperparameter sampling techniques, sampling space and final values used in random
search optimisation for the ConvLSTM model. . . . . . . . . . . . . . . . . . . . . . . . . 32

3.4 Overview of the parameters used in the Monte Carlo simulation, along with their as-
sociated uncertainties and corresponding uncertainty distributions. Each parameter is
characterised by an uncertainty range and a specific probability distribution, as outlined
in the table below. During each Monte Carlo iteration, values for these parameters are
sampled randomly based on their assigned distribution, ensuring variability consistent
with the uncertainty ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1 Overview of the bias and variance (expressed in absolute terms and relative to the pre-
dicted value) of the predictions for the considered scenarios at the end-of-simulation in
2100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.2 Overview of the bias and variance (expressed in absolute terms and relative to the pre-
dicted value) of the SWV predictions for SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5
at the end-of-simulation in 2100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 Spatial bias and variance of the error between ConvLSTM O3 predictions and CMIP6 O3
simulations for each scenario at the end-of-simulation in 2100. . . . . . . . . . . . . . . 44

5.1 Summary of the mean contributions of CH4, O3 and SWV to the H2-induced radiative
forcing for SSP1-2.6, SSP2-4.5 and SSP3-7.0. . . . . . . . . . . . . . . . . . . . . . . . 56

5.2 Summary of changes in ERF due to fugitive hydrogen emissions for various case studies
describing different leakage rates and background climate states. . . . . . . . . . . . . . 60

ix



Nomenclature

Abbreviations

Abbreviation Definition

ATR Average Temperature Response

BAU Business As Usual

CH4 Methane

CMIP6 Coupled Model Intercomparison Project Phase 6

CNN Convolutional Neural Network

CO Carbon Monoxide

CO2 Carbon Dioxide

ConvLSTM Convolutional Long Short-Term Memory

CurTec Current Technology

DU Dobson Unit

ERF Effective Radiative Forcing

GFDL Geophysical Fluid Dynamics Laboratory

GHG Greenhouse Gas

GWP Global Warming Potential

H2 Hydrogen

H2O Water Vapour

HO2 Hydroperoxyl

INCA Integrated Catchments (climate model)

IPCC Intergovernmental Panel on Climate Change

IRF Instantaneous Radiative Forcing

LF Leakage Factor

LSTM Long Short-Term Memory

MAE Mean Absolute Error

MCS Monte Carlo Simulation

ML Machine Learning

MRI-ESM2.0 Meteorological Research Institute Earth System Model 2.0

N2O Nitrogen Dioxide

Nx Nitrogen Oxides

O3 Ozone

x



List of Tables xi

Abbreviation Definition

OH Hydroxyl

OsloCTM Oslo Chemistry Transport Model

PM Particulate Matter

ppb Parts Per Billion

RF Radiative Forcing

RMSE Root Mean Square Error

RNN Recurrent Neural Network

SD Standard Deviation

SOx Sulfur Oxides

SSP Shared Socioeconomic Pathways

STP Standard Temperature and Pressure

SWV Stratospheric Water Vapor

UHC Unburned Hydrocarbons

UKESM1 UK Earth System Model 1

UV Ultraviolet

VOC Volatile Organic Compounds

WACCM Whole Atmosphere Community Climate Model

Symbols

Symbol Definition Unit

Es Emission of species s [Tg yr−1]

k Reaction rate constant [cm3 s−1]

kd Deposition rate constant [s−1]

ks Stratospheric sink rate constant [s−1]

kx Auxiliary reaction rate constant [s−1]

LWH Lower Heating Value [MJ kg−1]

M Mass [kg]

Rs Radiative efficiency of species s [W m−2 ppb−1
s ]

Ss Source term of species s [Tg]

Ts Global mean surface temperature [K]

α Methane feedback yield [-]

λ (ML) Regularization parameter [-]

λ (Metrics) Climate sensitivity [K W−1 m2]

τs Atmospheric lifetime of species s [yr]



1
Introduction

Climate change remains one of humanity’s most pressing challenges, with significant implications for
ecosystems, economies, and societies worldwide. According to the Intergovernmental Panel on Cli-
mate Change (IPCC), anthropogenic activities, primarily burning fossil fuels, have been the principal
drivers of global warming observed over the past century (IPCC, 2021a). In response to this pressing
challenge, the Paris Agreement was adopted in 2015 to limit global temperature rise to well below 2◦C
above pre-industrial levels and to pursue efforts to restrict the increase to 1.5◦C (Schleussner et al.,
2016). Significant reductions in greenhouse gas (GHG) emissions are necessary across all sectors to
achieve these objectives. As illustrated in Figure 1.1, the aviation sector’s contribution to global CO2
emissions is relatively minor. However, its absolute emissions increased by approximately 60% be-
tween 1990 and 2019, leading to a nearly 30% rise in its relative share. Recent studies indicate that
this upward trend is expected to continue, suggesting that the aviation industry will likely fall short of the
climate goals outlined in the Paris Agreement (Grewe et al., 2021). The sector’s reliance on fossil fuels
and the anticipated increase in air traffic contribute to its likelihood of missing the established emission
reduction targets. This underscores the critical need for sustainable innovations to mitigate the aviation
industry’s environmental impact and align with global climate objectives.

In response to the need for sustainable aviation, hydrogen technology has emerged as a promising
solution to reduce the carbon footprint of air travel (Adler and Martins, 2023). Hydrogen combustion pri-
marily produces water vapour when used as a fuel, avoiding direct CO2 emissions (Adler and Martins,
2023). This technological shift would be a crucial step toward achieving the decarbonization goals of
international climate agreements. Adopting hydrogen-powered aircraft could revolutionize the aviation
industry, significantly lowering greenhouse gas emissions and contributing to broader climate mitiga-
tion efforts (Sáez Ortuño et al., 2023). However, while the potential benefits are substantial, the total
environmental impact of this transition must be carefully examined.

One of the primary concerns with the adoption of hydrogen fuel in aviation is the issue of fugitive
emissions - intentional purging or unintentional leaks of hydrogen during production, storage, and use.
Hydrogen, the smallest and lightest element, is a molecule that can easily escape containment. Such
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Figure 1.1: Relative increase in aviation CO2 emissions with respect to 1990 (a) and the relative contribution of aviation to the
total amount of CO2 emissions (b) between 1990 and 2019. Data is adapted from Friedlingstein et al. (2023).
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leaks can have significant atmospheric implications. Once released, hydrogen can participate in vari-
ous atmospheric reactions, indirectly affecting the concentrations of other greenhouse gases, such as
methane and ozone (Ehhalt and Rohrer, 2009; Derwent et al., 2006). These interactions could lead to
warming, counteracting some benefits of reducing CO2 emissions (Hauglustaine et al., 2022; Ocko and
Hamburg, 2022). Understanding the extent and impact of these fugitive hydrogen emissions is crucial
for accurately assessing the climate benefits of hydrogen-powered aviation.

Recent studies have employed detailed climate models to simulate the climate effect of hydrogen
emissions (Sand et al., 2023;Warwick et al., 2022). However, the specific impact of hydrogen emissions
from aviation sources has yet to be investigated. Furthermore, recent studies limit their analysis to the
evaluation of hydrogen’s climate impact under current climate conditions. However, Warwick et al.
(2022) and Sand et al. (2023) indicate that the climate impact of hydrogen could be strongly influenced
by background concentrations of other atmospheric species. This indicates that the climate impacts of
hydrogen are intrinsically tied to the progression of future climate scenarios.

This work investigates the climatic impacts of fugitive hydrogen emissions from aviation sources
on global atmospheric greenhouse gas concentrations and radiative forcings in the context of various
climate scenarios. A novel model will be integrated into OpenAirClim, a climate response tool designed
for simplified assessments of the chemistry-climate effects of air traffic emissions (Grewe and Stenke,
2008). In contrast to fully coupled climate models, OpenAirClim can rapidly assess a wide range of
future scenarios. Similarly, this study proposed the application of Recurrent Neural Networks (RNNs) as
surrogate models to substantially reduce the computational costs associated with projecting the climatic
impacts of hydrogen emissions while ensuring minimal loss of accuracy. Subsequently, a Monte Carlo
simulation is employed to evaluate the uncertainties related to the atmospheric chemistry of hydrogen
and the various assumptions necessary for forecasting the future climate effects of fugitive emissions.

This research contributes to the scientific discourse by examining the climate impacts of hydrogen
under projected future emission scenarios. More broadly, it evaluates the effectiveness of Recurrent
Neural Networks (RNNs) for long-term atmospheric chemistry modelling. If successful, this approach
could enable rapid assessments of hydrogen’s climate impact, supporting a more thorough evaluation
of hydrogen’s viability as an alternative aviation fuel. The research question is formulated as follows:

What are the climatic impacts and associated uncertainties of fugitive hydrogen emissions
from aviation on global atmospheric greenhouse gas concentrations and radiative forcings
for various emission scenarios until the year 2100?

First, an overview of related literature is provided in chapter 2. Subsequently, the methodology
for developing the model capable of efficiently assessing the climate impact of hydrogen is detailed in
chapter 3. A comprehensive verification, validation, and sensitivity analysis of the proposed model is
then conducted in chapter 4. Afterwards, results obtained using the model are shown and discussed
in chapter 5. Finally, chapter 6 concludes this thesis and provides an outlook on future research.



2
Scientific Background

This chapter offers an overview of the most relevant literature, serving as a foundation for the method-
ology. The chapter is divided into four sections. First, section 2.1 provides an overview of the climate
impact of aviation and how hydrogen is projected to reduce this impact. Subsequently, section 2.2 ex-
plores how this climate impact can be accurately evaluated through climate metrics. The atmospheric
chemistry of hydrogen is investigated in detail in section 2.3. Finally, section 2.4 examines scenario
modelling approaches for evaluating the potential future impacts of hydrogen adoption in aviation.

2.1. Hydrogen for Aircraft Emission Mitigation
The aviation industry plays a significant role in global climate change, contributing to both long-term and
short-term effects through the emission of various greenhouse gases and aerosols (Lee et al., 2010).
While aviation accounts for approximately 2.4% of global CO2 emissions, its total climate impact is
considerably higher when non-CO2 effects are considered (Lee et al., 2021). Figure 2.1 highlights that
aviation’s climate effects extend beyond CO2 alone and that the net effect is complex and associated
with significant uncertainties.

Figure 2.1: Representation of the best estimates of climate forcing components from global aviation between 1940 and 2018,
taken from Lee et al. (2021). The bars depict the best estimates for effective radical forcing (ERF), and the whiskers represent

the 5th to 95th percentile confidence intervals. Red bars denote warming effects, while blue bars indicate cooling effects.

3



2.1. Hydrogen for Aircraft Emission Mitigation 4

In light of the significant climate impacts from aviation emissions, hydrogen is increasingly recog-
nized as a viable alternative to conventional fossil-based fuels in the aviation sector (Adler and Mar-
tins, 2023; Gangoli Rao et al., 2020). As a clean energy carrier, hydrogen can be utilized in various
propulsion technologies—including fuel cells and hydrogen combustion engines—that produce mini-
mal carbon emissions compared to traditional jet fuels. Thus, adopting hydrogen in aviation aligns to
decarbonize the industry and helps mitigate the environmental impacts of air travel.

This section will first elaborate on the effects of emissions from conventional energy sources, provid-
ing a comprehensive understanding of how pollutants such as nitrogen oxides, water vapour, contrails,
sulfur oxides, and particulate matter contribute to aviation’s overall climate impact. It will then explore
hydrogen’s role in advancing clean aviation by examining its advantages, challenges, and implications
for atmospheric chemistry.

2.1.1. Aircraft Emissions
Aviation emissions are a complex mix of gases and particles that have warming and cooling effects
on the climate. The primary emissions from aircraft engines include CO2, water vapour (H2O), nitro-
gen oxides (NOx), sulfur oxides (SOx), unburned hydrocarbons (UHC), carbon monoxide (CO), and
particulate matter (PM) such as soot and sulfate aerosols (Lee et al., 2010).

Carbon Dioxide (CO2)
CO2 emissions are the primary contributor to anthropogenic climate change due to their significant
role in enhancing the greenhouse effect. In aviation, CO2 is produced directly from the combustion of
hydrocarbon fuels such as kerosene, which powers most commercial aircraft (Lee et al., 2021). The
combustion process oxidizes carbon-containing fuels, releasing CO2 into the atmosphere, where it ac-
cumulates over time. The atmospheric lifetime of CO2 is extensive, with a significant fraction remaining
in the atmosphere for centuries to millennia (Archer et al., 2009). This long-term persistencemeans that
CO2 emissions have a cumulative effect on atmospheric concentrations, leading to sustained radiative
forcing and global warming (IPCC, 2021b).

CO2 emissions are intricately linked to the Earth’s carbon cycle, involving exchanges among inter-
connected reservoirs such as the atmosphere, oceans, terrestrial biosphere, and lithosphere. These ex-
changes occur over various timescales—from seconds to millennia—through complex physical, chemi-
cal, and biological processes (IPCC, 2021b). Unlike many atmospheric pollutants that can be modelled
using a single exponential decay function due to their relatively simple and consistent removal pro-
cesses, CO2’s removal involves multiple mechanisms operating on different timescales, including rapid
exchanges with the biosphere and surface oceans (years to decades), mixing into the deep ocean (cen-
turies), and long-term geological sequestration (thousands to hundreds of thousands of years) (Shine
et al., 2005). Consequently, no single timescale can accurately represent the atmospheric lifetime of
CO2, necessitating models that incorporate multiple decay modes or timescales to simulate how CO2’s
concentrations change over time following emissions precisely.

Nitrogen Oxides (NOx)
Nitrogen oxides (NOx), consisting primarily of nitric oxide (NO) and nitrogen dioxide (NO2), are emit-
ted during high-temperature combustion in aircraft engines. The formation of NOx occurs when atmo-
spheric nitrogen and oxygen react under the extreme temperatures present in the combustion chamber
(Schumann, 1997). NOx emissions from aviation play a significant role in atmospheric chemistry, es-
pecially at cruise altitudes in the upper troposphere and lower stratosphere, as discussed by Grewe
et al. (2019). At these altitudes, NOx emissions lead to the photochemical production of tropospheric
ozone (O3), a short-lived climate forcer with a potent warming effect (IPCC, 2021b). The formation of
O3 involves a series of reactions initiated by NOx interacting with volatile organic compounds (VOCs)
and CO in the presence of sunlight (Stevenson et al., 2013). A detailed description of this chemistry is
provided in section 2.3.

Simultaneously, NOx emissions impact the atmospheric concentration of methane (CH4), another
important greenhouse gas. NOx emissions increase the abundance of hydroxyl radicals (OH), which
are the primary oxidizing agents that remove CH4 from the atmosphere (Stevenson et al., 2004). This
process reduces the atmospheric lifetime of CH4, leading to a decrease in its concentration and a
subsequent negative radiative forcing (cooling effect).
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The net climate effect of NOx emissions is the result of these opposing processes, warming from in-
creased O3 and cooling from decreased CH4 (Fuglestvedt et al., 2010). Quantifying the overall impact
is complex due to the non-linearities in atmospheric chemistry and the spatial variability of NOx-induced
effects (Holmes et al., 2011). Moreover, the effects are temporally distinct: O3 changes occur rapidly
and are short-lived, while CH4 adjustments develop over longer timescales due to its atmospheric life-
time of approximately 12 years (Prather et al., 2012). Understanding the net radiative forcing from avia-
tion NOx emissions requires sophisticated modelling that accounts for atmospheric transport, chemical
reactions, and interactions with other climate forces.

Water Vapour Emissions and Contrail Formation
Although aviation contributes a relatively small amount of H2O compared to natural sources such as
oceanic evaporation, the injection of H2O at cruise altitudes—specifically in the upper troposphere and
lower stratosphere—can have disproportionately large climatic effects. These regions are particularly
sensitive to additional H2Obecause it influences radiative balance and cloud formation processes, such
as contrail and cirrus cloud development, which are key drivers of radiative forcing and climate warming
(Gettelman et al., 2011). The persistence and radiative properties of these clouds amplify the overall
climatic impact of H2O emissions from aircraft. A substantial fraction of annual aircraft emissions occur
near or within the lower stratosphere, primarily in the Northern Hemisphere, as discussed by Forster
et al. (2003), where the low background humidity means that additional H2O can perturb the radiative
balance and influence atmospheric temperatures.

At cruise altitudes, the cold temperatures and low humidity conditions lead to the formation of con-
densation trails, or contrails, when H2Oemitted by aircraft mixes with the ambient air (Schumann, 2005).
These contrails, composed of ice crystals, can persist and evolve into contrail-induced cirrus clouds
under ice-supersaturated conditions, differing from natural cirrus in their microphysical properties and
extent (Bock and Burkhardt, 2016). Contrail cirrus clouds generally contribute to a net warming effect
on the Earth’s climate, as they trap outgoing longwave radiation more effectively than they reflect incom-
ing solar radiation, especially at night (IPCC, 2021b; Stuber et al., 2006). The overall radiative impact
depends on factors like cloud optical properties, the time of day, and surface albedo (McCausland,
2024).

Sulfur Oxides, Soot and Carbon Monoxide
Sulfur oxides (SOx), primarily sulfur dioxide (SO2), are emitted during the combustion of sulfur-containing
jet fuels (Lee et al., 2021). In the atmosphere, SO2 oxidizes to form sulfate aerosols, which act as cloud
condensation nuclei (CCN) and influence cloud properties, thereby impacting climate and air quality
(Lee et al., 2021). Additionally, aircraft emissions include particulate matter such as black carbon
(soot) and organic carbon particles from incomplete combustion (Schumann, 1997). These particles
serve as both CCN and ice-nucleating particles (INPs), altering cloud microphysics and the Earth’s ra-
diative balance (Twomey, 1977). Sulfate aerosols generally exert a cooling effect by increasing cloud
albedo, known as the Twomey effect (Twomey, 1977), whereas black carbon contributes to warm-
ing by absorbing solar radiation and reducing surface albedo when deposited on snow and ice (Bond
et al., 2013). The net radiative forcing from aviation-related aerosols is complex due to these oppos-
ing effects and their interactions with clouds and atmospheric conditions (IPCC, 2021b). Furthermore,
carbon monoxide (CO) emissions from aircraft also play a role in atmospheric chemistry by reacting
with hydroxyl radicals (OH), thereby affecting the concentration of greenhouse gases and indirectly
influencing ozone formation and overall climate forcing (Lee et al., 2021).

As the aviation industry seeks to mitigate its environmental impact, hydrogen has emerged as a
promising alternative fuel due to its potential to reduce CO2 emissions significantly. However, the
adoption of hydrogen in aviation introduces new complexities in atmospheric chemistry, particularly
concerning its interactions with atmospheric species such as O3, CH4, and hydroxyl radicals (OH)
(Ehhalt and Rohrer, 2009). Understanding these interactions is crucial for accurately assessing the
climate benefits and potential trade-offs associated with hydrogen-powered aviation. Consequently, it
becomes imperative to analyze aircraft emissions comprehensively, considering both the reduction of
traditional greenhouse gases and the introduction of hydrogen-related emissions that may influence
atmospheric chemistry and climate forcing.



2.1. Hydrogen for Aircraft Emission Mitigation 6

2.1.2. Hydrogen as an Alternative Fuel
In contrast to conventional combustion, burning hydrogen (H2) eliminates carbon emissions such as
CO2, CO, and particulate matter (PM) (Sáez Ortuño et al., 2023). Additionally, hydrogen’s main com-
bustion byproduct is H2O, the climate impact of which is limited when emitted in the troposphere (Lee
et al., 2021). This shift supports global decarbonization goals and enhances air quality by reducing
pollutant emissions. However, the transition to hydrogen-based aviation faces challenges, including
the need for advanced storage solutions, the development of a robust hydrogen supply infrastructure,
and ensuring the sustainability of hydrogen production.

Hydrogen Combustion
Hydrogen combustion presents a distinct emissions profile compared to kerosene, primarily due to the
absence of carbon and sulfur in hydrogen fuel. Consequently, burning hydrogen does not produce CO2,
CO, unburned hydrocarbons (UHC), soot, or sulfur oxides (SOX) (Sáez Ortuño et al., 2023). This lack
of carbon-based and sulfur-based emissions significantly reduces the pollutants typically associated
with kerosene combustion.

However, hydrogen combustion introduces other climate-related emissions, notably H2O and NOX,
which contribute to contrail formation. Gauss et al. (2003) found that hydrogen-fueled aircraft emit ap-
proximately 2.55 times more H2O per kilogram of fuel compared to kerosene aircraft, with the impact on
climate being highly dependent on the altitude of emission. Higher H2O emissions can increase contrail
formation probability, especially at elevated cruise altitudes, nearly doubling atmospheric H2O accumu-
lation. Additionally, hydrogen combustion results in higher NOx emissions due to its elevated flame
temperature, with a reported 30% increase in NOx emission indices compared to kerosene (Sáez Or-
tuño et al., 2023).

The increased H2O emissions and the reduced presence of soot particles in hydrogen exhaust
further influence contrail formation. While higher H2O emissions enhance the likelihood of contrail
formation, Grewe et al. (2017) found that the absence of soot decreases the number of ice nuclei
necessary for contrail development, potentially lowering their radiative forcing. Marquart et al. (2005)
suggests that hydrogen-induced contrails contribute less to global warming due to fewer ice crystals
and reduced optical depth, with estimates of radiative forcing reductions ranging from 30% to 69%
under various scenarios. Evidently, the climate impact of adopting hydrogen is complex, extending
beyond a straightforward reduction in CO2 emissions.

Adoption of Hydrogen Technology
In addition to the uncertainty surrounding hydrogen’s precise climate impact, other challenges hinder
its adoption. Implementing hydrogen as a fuel for aircraft entails significant technical challenges related
to storage, energy density, and material compatibility. Hydrogen storage requires either cryogenic tem-
peratures or high-pressure tanks to maintain its liquid or gaseous state, respectively. This introduces
substantial weight and volume constraints to the aircraft design (Sáez Ortuño et al., 2023). The lower
volumetric energy density of hydrogen compared to conventional jet fuels necessitates larger fuel tanks
or more frequent refuelling, potentially reducing payload capacity and limiting the operational range of
aircraft (Adler and Martins, 2023).

Hydrogen presents another distinct challenge: its tendency to leak. Fugitive hydrogen emissions
primarily occur due to the unique physical properties of hydrogen gas, making it exceptionally chal-
lenging to contain. Hydrogen molecules are the smallest and lightest of all gases, possessing high
diffusivity that allows them to permeate through materials more readily than larger molecules. This
enables hydrogen to escape through microscopic cracks, pores, and even materials impermeable to
other gases. Additionally, hydrogen’s low viscosity and high buoyancy contribute to its propensity to
leak from containment systems, as it can easily flow through small gaps and rise rapidly once released
(Züttel, 2003). These characteristics necessitate specialized materials and engineering solutions to
prevent leaks, which can be technically challenging and costly.

Fan et al. (2022) estimate that hydrogen leakage rates could range between 1% to 10% across
different stages of hydrogen production, storage, transport, and utilization within the hydrogen economy.
These estimates take into account the inherent challenges in containing hydrogen due to its small
molecular size and high diffusivity, as well as the degradation of infrastructure over time. Values from
this study form the basis for the hydrogen leakage estimation used in this thesis.
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Assessing the climate benefits of hydrogen adoption is inherently challenging due to the interac-
tion of complex conventional emission effects and the uncertainties associated with hydrogen’s climate
impacts. While hydrogen combustion mitigates CO2 emissions, thereby reducing one of the primary
drivers of anthropogenic climate change, it simultaneously introduces other climate-relevant emissions
such as NOx and H2O. Additionally, fugitive hydrogen emissions introduce further uncertainties by po-
tentially increasing CH4 and O3 levels through complex atmospheric interactions (Warwick et al., 2022).
The necessity for comprehensive accounting becomes evident, as evaluating the net climate impact
of hydrogen adoption requires balancing the reductions in CO2 against the enhancements of NOx, O3,
and H2O. An exhaustive assessment of the climate benefit of hydrogen-powered aviation must thus
incorporate both direct emissions reductions and indirect effects on various atmospheric species, ne-
cessitating modelling frameworks that can capture these interactions across different timescales and
spatial scales. Furthermore, the variability in hydrogen leakage rates and the technical challenges
in storage and infrastructure add layers of complexity to quantify hydrogen’s overall climate benefits
accurately.

Another significant challenge in evaluating aviation’s impact on climate change is the complex and
diverse nature of its emissions, as discussed above. This complexity hinders the direct comparison
and aggregation of individual climate effects, making comprehensive assessment difficult. Fuglestvedt
et al. (2010) emphasize that without a standardized approach, inconsistencies arise in quantifying and
comparing these impacts, impeding the development of effective mitigation strategies. Climate metrics
solve this problem by offering a systematic framework to quantify and compare the diverse effects of
aviation emissions. By translating atmospheric processes into standardized measures, climate metrics
enable the integration of differing timescales, radiative properties, and emissions interactions into a
coherent assessment.

2.2. Climate Metrics
Climate metrics are tools used to quantify the effects of gas emissions and aerosols on the climate
system or society. They serve as simplified representations of complex climate responses, enabling
policymakers and researchers to assess and compare the impacts of different emissions without re-
quiring intricate climate models, which are computationally intensive and require specialized expertise.
The design of climate metrics involves a balance between simplicity and the accurate conveyance of
the current scientific understanding of climate responses to emissions.

A significant challenge in developing climate metrics is their dependence on the time horizon over
which they are considered (Wuebbles et al., 2010; Fuglestvedt et al., 2010; Grewe and Dahlmann,
2015; Ocko and Hamburg, 2022). This dependence becomes evident when comparing the lifetimes of
two potent greenhouse gases: CO2 and methane (CH4). CO2 is a long-lived climate pollutant (LLCP)
with an atmospheric lifetime ranging from 300 to 1,000 years (Archer et al., 2009). In contrast, CH4 is
a short-lived climate pollutant (SLCP) with a lifetime of approximately 12 years (Prather et al., 2012).
The chosen time horizon can significantly influence the emphasis placed on SLCPs versus LLCPs,
potentially leading to ambiguities in results and affecting the effectiveness of climate policies (Grewe
and Dahlmann, 2015).

Various climate metrics exist, each with its strengths and weaknesses, often tailored to answer
specific climate-related questions. In this section, three widely used and relevant climate metrics are
discussed in detail: Radiative Forcing (RF), Global Warming Potential (GWP), and Average Tempera-
ture Response (ATR).

2.2.1. Radiative Forcing
Radiative forcing is a fundamental concept used to quantify changes in the Earth’s energy balance
resulting from external perturbations. It is defined as ”the change in the net, downward minus upward,
radiative flux (expressed in Wm–2) at the tropopause or top of the atmosphere due to a change in an
external driver of climate change” (IPCC, 2021b). Essentially, RF measures how much a given fac-
tor, such as a greenhouse gas, influences the balance between incoming solar radiation and outgoing
infrared radiation, thereby affecting the planet’s temperature. Positive RF leads to warming, while neg-
ative RF leads to cooling.
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Three primary definitions of radiative forcing are distinguished: Instantaneous Radiative Forcing
(IRF), Radiative Forcing (RF), and Effective Radiative Forcing (ERF). The differences among these
definitions are illustrated in figure 2.2 and summarized below:

• Instantaneous Radiative Forcing (IRF): Refers to the immediate change in radiative flux at the
top of the atmosphere due to a perturbation without allowing for any changes in atmospheric
temperatures or feedback processes. It provides an initial snapshot of the direct impact of a
forcing agent.

• Radiative Forcing (RF): Accounts for the change in net radiative flux after allowing stratospheric
temperatures to adjust to radiative equilibrium while keeping surface and tropospheric tempera-
tures fixed at their unperturbed values.

• Effective Radiative Forcing (ERF): Extends RF by including rapid adjustments in the tropo-
sphere and at the surface (excluding changes in global mean surface temperature). ERF encom-
passes changes in clouds, H2O, and land surface properties.

Tropopause

Fixed temperature

(a)

Tropopause

Fixed temperature
in troposphere

(b)

Fixed ground
temperature

(c)

Fixed ocean
temperature

ΔT0

(d)

Figure 2.2: Main definitions of radiative forcing, adapted from IPCC (2021b). The definitions are (a) instantaneous forcing; (b)
stratosphere-adjusted forcing; (c) zero-surface-temperature-change forcing; (d) fixed sea surface temperature forcing, allowing

atmospheric and land temperatures to adjust.

Radiative forcing serves as an approximation for the change in global-mean surface temperature at
equilibrium, expressed by:

∆Ts = λ · RF, (2.1)
where ∆Ts (K) is the change in global-mean surface temperature, λ (KW–1m2) is the climate sensitivity
parameter, and RF (Wm–2) is the radiative forcing. Due to numerous potential interactions and feed-
backs, effective comparisons of radiative forcings are typically conducted globally, which may overlook
regional or local effects (Wuebbles et al., 2010). Moreover, not all radiative forcings yield the exact
global mean temperature change at equilibrium. The relative effectiveness of a climate agent in caus-
ing a temperature change, compared to CO2, is referred to as its efficacy (Wuebbles et al., 2010).

Radiative forcing is the foundational concept for many other climate metrics, such as the GWP
(Derwent, 1990). Its primary strength is providing a straightforward measure of changes in the Earth’s
energy balance due to perturbations. This enables precise and direct assessments of the impacts of
various forcing agents, facilitating comparisons between diverse sources like CO2 and CH4.

2.2.2. Global Warming Potential
Global Warming Potential is a metric used to compare the relative abilities of different GHG’s to trap
heat in the atmosphere over a specific time horizon. It quantifies the cumulative radiative forcing of
a GHG relative to that of CO2, the reference gas, over a designated period, typically 20, 100, or 500
years (Derwent, 1990). The GWP of a gas is calculated by integrating the radiative forcing of a unit
mass of the gas over the chosen time horizon and comparing it to the integrated radiative forcing of the
same mass of CO2:

GWP =
∫ H

0 RFi(t) dt∫ H

0 RFCO2(t) dt
, (2.2)
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where RFi(t) and RFCO2(t) are the time-dependent radiative forcings of the species of interest and
CO2, respectively, and H is the time horizon.

Introduced in the early 1990s by Rodhe (1990); Derwent (1990) and adopted in the First Assessment
Report by the IPCC (1990), Global Warming Potential (GWP) has become the most widely used climate
metric in policy-making and research, including studies on hydrogen-induced climate effects (Sand
et al., 2023; Warwick et al., 2022; Derwent, 2023; Ocko and Hamburg, 2022; Hauglustaine et al., 2022).
Its widespread adoption has solidified its role in assessing climate impacts, particularly in areas like
aviation emissions where non-CO2 gases are significant contributors.

However, GWP faces substantial criticism due to its dependence on the selected time horizon, which
can bias assessments toward either short-lived or long-lived pollutants and potentially influence policy
decisions (Megill et al., 2024; Grewe and Dahlmann, 2015). Critics argue that the commonly used
100-year horizon (GWP100) may underestimate the impact of short-lived climate pollutants, suggesting
the use of multiple horizons like GWP20 and GWP100 to capture both immediate and long-term effects
better. Additionally, the arbitrary selection of the time horizon lacks a strong scientific foundation and
may not align with specific climate goals, making GWP less suitable for analyzing the climate impact of
gases with short atmospheric lifetimes, such as those associated with hydrogen (Ocko and Hamburg,
2022; Allen et al., 2018).

2.3. Atmospheric Chemistry of Hydrogen
Hydrogen (H2) is currently present in the atmosphere with a globally averaged mixing ratio of 552.8
ppb (Pétron et al., 2024). Over the past decade, atmospheric hydrogen concentrations have increased
significantly, with a rise of 20.2 ppb since 2010 (Pétron et al., 2024). This recent trend contrasts with the
historically stable hydrogen levels observed prior to the last decade, indicating that recent increases
may be influenced by factors such as large biomass burning events and changes in atmospheric com-
position (Pétron et al., 2024; Novelli et al., 1999; Ehhalt and Rohrer, 2009). This trend is likely to be
enhanced by the anticipated large-scale adoption of hydrogen as an alternative energy carrier, particu-
larly as part of efforts to decarbonize industries and transportation sectors, as discussed in section 2.1.

Atmospheric hydrogen originates from a variety of natural and anthropogenic sources. One of the
primary natural sources is the oxidation of methane (CH4) and volatile organic compounds (VOCs),
which contribute around 30% and 25% to the total atmospheric hydrogen budget, respectively (Ehhalt
and Rohrer, 2009; Bertagni et al., 2022; Hauglustaine et al., 2022). Direct emissions, such as industrial
hydrogen production, fossil fuel combustion, and transportation activities, account for the other 45% of
hydrogen in the atmosphere (Bertagni et al., 2022; Hauglustaine et al., 2022). These sources, along
with potential future increases in H2 emissions due to the widespread adoption of hydrogen as an
energy source, are expected to shape the future dynamics of atmospheric hydrogen concentrations.

In contrast, the removal of atmospheric hydrogen is primarily driven by the uptake of ground bac-
teria through deposition. This process accounts for between 65% and 85% of the total H2 sink and is
conversely the largest uncertainty in its atmospheric budget. (Novelli et al., 1999; Ehhalt and Rohrer,
2009). The remaining hydrogen is oxidized by hydroxyl radicals (OH) through the following reaction:

H2 + OH −−→ H + H2O (2.3)

Hydroxyl radicals play a crucial role in atmospheric chemistry as the primary oxidizing agent, often
referred to as the ”detergent of the atmosphere” (Levy, 1971). They are highly reactive and contribute
to the breakdown of a variety of atmospheric pollutants and trace gases, including methane and carbon
monoxide (CO) (Prather et al., 2012).

Through its oxidation by hydroxyl radicals, excess atmospheric hydrogen indirectly contributes to
the greenhouse effect in several ways: (1) by increasing methane abundance, (2) by enhancing the
production of tropospheric ozone (O3) and altering stratospheric ozone levels, and (3) by increasing
stratospheric water vapour (SWV) concentrations. The oxidation of hydrogen consumes hydroxyl radi-
cals (OH), reducing their availability for oxidizing methane. This decrease in OH concentration extends
the atmospheric lifetime of methane, thereby increasing its overall abundance. Increases in CH4 also
cause an increase in atmospheric O3. Additionally, the oxidation of hydrogen leads to higher levels of
hydrogen oxides (HOx), which promote the formation of O3 in the troposphere through photochemical
reactions. In the stratosphere, increased HOx levels can accelerate ozone depletion processes, affect-
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ing stratospheric ozone concentrations. Moreover, the oxidation of hydrogen generates water vapor in
the stratosphere, which can contribute to warming and affect ozone chemistry. The following text will
provide a detailed discussion of these effects, including an overview of the underlying mechanisms and
current modelling approaches for assessing hydrogen’s impact on methane, ozone, and stratospheric
water vapour.

2.3.1. Methane
Methane is the second most important greenhouse gas after CO2. Despite its lower atmospheric con-
centration compared to CO2, methane exhibits a global warming potential approximately 28-34 times
greater over a 100-year timescale (IPCC, 2021b). This enhanced efficacy in trapping heat makes
methane a potent contributor to radiative forcing, disproportionate to its abundance. Methane primarily
originates from natural sources such as wetlands and anthropogenic activities like agriculture, fossil
fuel extraction, and waste management (IPCC, 2021b).

Modelling of Atmospheric Methane
In 1993, Don Fisher presented a problem: chemical interactions between methane, carbon monoxide,
and hydroxyl radicals could extend the atmospheric lifetime of methane perturbations. Fisher’s 1995
study, using a two-dimensional global chemistry-transport model, showed that a CH4 pulse decayed
more slowly than expected, with a recovery time of about 12 years instead of the predicted 8 years.
This delayed recovery was found to be constant, regardless of perturbation size, suggesting that it was
not due to a nonlinear chemical response. Earlier, Isaksen and Hov (1987) had observed a CH4-OH
feedback, where a slight increase in CH4 emissions caused a disproportionate rise in CH4 levels. Still,
the connection between this feedback and Fisher’s findings was not initially apparent.

In response to the problem posed by Fisher, Prather (1994) developed a general box model capable
of demonstrating the effect of chemical feedback on methane perturbations. Zero-dimensional box
models are suitable for simulating the mixing of species with long atmospheric lifetimes compared to
the inter-hemispheric mixing time. This approach works well for methane (with a lifetime of about 9.6
years) and hydrogen (with a lifetime of around 2 years), given the typical inter-hemispheric mixing time
of approximately 1 year (Warwick et al., 2022). Within Prather’s model, the chemical coupling <CH4-
CO-OH> is modelled using three continuity equations as shown in equation (2.4), equation (2.5) and
equation (2.6). The model, governed by the reactions

d[CH4]
dt

= SCH4 − k1[OH][CH4], (2.4)

d[CO]
dt

= SCO + k1[OH][CH4] − k2[OH][CO], (2.5)

d[OH]
dt

= SOH − k1[OH][CH4] − k2[OH][CO] − k3[OH][X], (2.6)

describes the time-dependent concentrations of methane, carbon monoxide, and hydroxyl radicals by
incorporating the key production and loss processes governing these species. Methane is oxidized
by hydroxyl radicals, leading to the formation of carbon monoxide, which in turn reacts with hydroxyl
radicals to form CO2. This creates a dynamic feedback loop in which the presence of methane and
carbon monoxide influences the availability of hydroxyl radicals, which are also responsible for their
removal from the atmosphere.

The model highlights how perturbations in methane concentrations can lead to changes in the con-
centrations of carbon monoxide and hydroxyl radicals, which in turn affect the removal rates of methane.
This feedback process ultimately influences the atmospheric lifetime of methane and its impact on the
Earth’s radiative balance. Additionally, the model captures the nonlinear nature of these interactions,
showing that increases in methane can lead to a depletion of hydroxyl radicals, which reduces the effi-
ciency of methane removal and prolongs its atmospheric lifetime. Similarly, carbon monoxide plays a
role in consuming hydroxyl radicals, further impacting methane oxidation. By representing these chem-
ical feedbacks, Prather showed how methane perturbations propagate through the system and how
changes in one component, such as methane or hydroxyl radicals, can affect the broader atmospheric
oxidative capacity and greenhouse gas lifetimes. Ultimately, findings from this study led to a +40%
revision of the GWP of methane (Prather, 1994).
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Warwick et al. (2022) adapted Prather’s box model to incorporate H2. The extended model includes ad-
ditional terms to represent the sources and sinks of hydrogen and its interactions with hydroxyl radicals.
Prather’s model is adapted in the following way:

d[OH]
dt

= ... − k4[OH][H2], (2.7)

d[H2]
dt

= SH2 − k4[OH][H2] − 1
τdep

[H2], (2.8)

where the new equation (2.8) describes the time evolution of hydrogen concentrations due to emis-
sions, together with its atmospheric loss through OH and an additional deposition sink modelled using
a lifetime. The inclusion of hydrogen introduces an additional sink for hydroxyl radicals, influencing
the oxidative capacity of the atmosphere. As hydrogen reacts with OH, it reduces the availability of
OH for oxidizing methane and carbon monoxide, leading to an increase in the atmospheric lifetime
of methane. This interaction creates a complex feedback loop: elevated H2 levels decrease OH con-
centrations, which slows down the removal of CH4, resulting in higher methane concentrations that
further consume OH. This nonlinear chemical coupling emphasizes the need to consider hydrogen
when evaluating the atmospheric implications of transitioning to a hydrogen-based energy system.

Warwick et al. (2022) utilized this extended box model to calculate the boundary condition values
of H2 and CH4 for three-dimensional chemistry-climate simulations performed with the UKESM1 Earth
system model. This enables the model to capture the spatial variability of these species while ensuring
their global concentrations align with the specific scenarios used in the simulation.

Bertagni et al. (2022) uses a similar approach, but with some slight adaptations to account for CH4’s
feedback on H2, and soil uptake, stratospheric loss and reactions of chlorine radicals. This results in
the following additions to Prather’s model:

d[CH4]
dt

= ... − ks[CH4], (2.9)

d[OH]
dt

= ... − k4[OH][H2], (2.10)

d[H2]
dt

= SH2 + α[OH][CH4] − k4[OH][H2] − kd[H2], (2.11)

where ks denotes the reaction rate of CH4’s additional sinks, kd the reaction rate due H2 deposition,
and α the feedback yield of CH4 on H2. It should be noted that the parameter τdep used in Warwick’s
model, and kd used in Bertagni’s model essentially denote the same loss.

Sand et al. (2023) uses an ensemble of fully coupled climate models to assess the climate impact
H2 emissions. The use of a box model is circumvented by dividing the methane burden by its total
lifetime, which includes losses from reactions with OH, the stratosphere, and soil sinks. The methane
flux difference between experiments a H2 perturbation experiment and a control experiment reflects the
additional emissions needed to sustain methane levels, allowing for the calculation of feedback factors
and the impact of hydrogen on methane concentrations.

The box models used in the first two studies mentioned provide a versatile, simple, and computationally
efficient way of determining the principle effect of hydrogen emissions on the tropospheric chemistry of
its key derivatives. Bertagni et al. (2022) investigated a pulse emission of hydrogen, resulting in a 10%
increase in its concentration. This perturbation causes an instantaneous drop in OH concentrations
and subsequent build-up in CH4 that lasts several years, after which it decays similarly to a direct
pulse in CH4 emissions. The timescale of this decay is defined by the CH4 feedback effect, modelled
using α by Bertagni et al. (2022) but omitted in the model by Warwick et al. (2022). However, both
studies show that the atmospheric response to hydrogen emissions is relatively insignificant compared
to the oxidation of H2 by soil bacteria. Both box models are thus sensitive to assumptions made on the
tropospheric lifetime of H2 due to soil deposition of hydrogen.

Box models are primarily used to provide the steady-state response of atmospheric species to
hydrogen emissions under simple scenarios, either as boundary conditions for more detailed climate
chemistry models or to determine climate metrics. However, their accuracy diminishes when more
complex scenarios are considered. This is because box models assume constant reaction rates, even
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though these rates depend on temperature. Furthermore, they assume constant values for various
sinks, while real-world interactions are much more complex (Winterstein and Jöckel, 2021). Therefore,
detailed climate models, such as MRI-ESM2-0 discussed in section 2.4, model the climate chemistry
and sinks of key species more accurately, albeit at the disadvantage of high computational costs.

Moreover, perturbations in CH4 levels affect other atmospheric greenhouse gases, such as strato-
spheric water vapour and ozone. Due to the inherent assumption that a box model is zero-dimensional,
it cannot model the transport of methane to the stratosphere, where it generates water vapour. Addi-
tionally, because ozone has a short tropospheric lifetime, box models cannot adequately capture its
dynamics, preventing it from being able to capture the full climate response of H2 emissions.

Stratospheric Water Vapour
Increased methane concentrations can lead to higher levels of stratospheric water vapour through
chemical processes that occur as methane oxidizes in the atmosphere. CH4 is gradually broken down
by OH in the troposphere, producing H2O. Due to the abundance of H2O in the troposphere, the im-
pact is insignificant. Some CH4 molecules, however, are transported to the stratosphere, where they
undergo further oxidation primarily via reactions with OH and excited oxygen atoms O(1D) (Winterstein
and Jöckel, 2021). This causes the release of additional water vapour directly into the stratosphere. Ac-
cording to recent estimates, this process has significant implications for the stratospheric water budget,
as methane oxidation accounts for approximately 15-20% of the total water vapour in the stratosphere
(Solomon et al., 2010). The injection of water vapour into the stratosphere from methane oxidation
contributes to radiative forcing, as water vapour is a potent greenhouse gas that can amplify global
warming by trapping outgoing longwave radiation (IPCC, 2021b).

Nonetheless, simulations performed by Warwick et al. (2022) indicate that the total radiative forcing
attributable to H2–induced stratospheric water vapour perturbation is caused by non-methane induced
chemical reactions. This finding agrees with earlier research by Paulot et al. (2021). It highlights that
the climate impact of hydrogen is influenced by various atmospheric processes beyond methane in-
teractions, underscoring the necessity for comprehensive modelling approaches to assess hydrogen’s
overall effect on climate change accurately.

2.3.2. Ozone
Ozone (O3) is a triatomic molecule of oxygen that plays a critical role in Earth’s atmosphere, exhibiting
dual characteristics depending on its altitudinal distribution. In the stratosphere, ozone forms the ozone
layer, which absorbs and scatters the majority of the Sun’s harmful ultraviolet (UV) radiation, protecting
living organisms from potential genetic damage and other adverse effects (Molina and Rowland, 1974).
Conversely, in the troposphere, ozone is a secondary pollutant formed by photochemical reactions
involving nitrogen oxides NOX and volatile organic compounds (VOCs), contributing to urban smog
and significant health risks to humans and ecosystems. The atmospheric chemistry of ozone is com-
plex and influenced by natural processes and anthropogenic emissions, making it a critical subject of
study for understanding environmental impacts and climate change and developing effective air quality
management strategies (IPCC, 2021b).

Ozone undergoes continuous cycles of formation and destruction through complex photochemical
reactions that play a significant role in climate regulation. In the stratosphere, ozone formation begins
with the photodissociation of molecular oxygen (O2) by ultraviolet solar radiation, producing two oxygen
atoms. These highly reactive oxygen atoms subsequently collide with O2molecules in the presence of a
third body to form ozone. The ozonemolecules can absorb UV radiation, leading to their photolysis back
into an oxygen molecule and an oxygen atom, thus perpetuating the ozone-oxygen cycle (Solomon
et al., 2010).

Destruction mechanisms of ozone involve catalytic cycles mediated by trace gases. In the strato-
sphere, natural and anthropogenic gases containing chlorine and bromine, such as chlorofluorocarbons
(CFCs), release halogen atoms upon photolysis, which then catalyze the breakdown of ozone into
molecular oxygen (Molina and Rowland, 1974). NOX and HOX also participate in catalytic cycles that
deplete ozone by facilitating reactions where ozone is converted back to O2 without the consumption
of the catalyst. In the troposphere, ozone formation occurs through photochemical reactions involving
precursors like NOX and VOCs under sunlight, leading to ozone accumulation at ground level, which
is a major component of photochemical smog (Monks et al., 2015).
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Ozone as a Greenhouse Gas
Beyond its well-known roles in shielding the Earth from ultraviolet radiation and contributing to urban
smog, ozone also functions as a potent greenhouse gas (GHG) that significantly affects the Earth’s
radiative balance. Tropospheric ozone, generated through photochemical reactions involving pollutants
like NOX and VOCs, absorbs infrared radiation emitted from the Earth’s surface, thereby trapping heat
in the atmosphere and contributing to global warming (IPCC, 2021b). Although its concentration is
much lower than that of CO2, ozone has a stronger per-molecule radiative forcing effect, making it
an important short-lived climate forcer (IPCC, 2021b). Stratospheric ozone also influences climate by
affecting the temperature structure of the upper atmosphere, which can alter atmospheric circulation
patterns and, consequently, surface climate (IPCC, 2021b).

Tropospheric ozone has a pronounced seasonal variability and varied spatial distribution that con-
trasts sharply with the uniform distribution of methane. This variability is largely driven by the complex
interaction of photochemical production, precursor emissions, and atmospheric transport mechanisms.
During the summer months in mid-latitude regions, increased solar radiation enhances photochemical
reactions involving NOX and VOCs, leading to higher concentrations of ozone (Monks et al., 2015). In
contrast, during the winter months, reduced sunlight and lower temperatures diminish photochemical
activity, resulting in decreased ozone production.

The spatial distribution of tropospheric ozone is highly variable due to localized sources of its pre-
cursors and regional atmospheric conditions. Industrialized and urban areas with substantial NOX and
VOC emissions often experience elevated ozone levels, particularly under stagnant atmospheric condi-
tions that limit dispersion (Cooper et al., 2014). Additionally, long-range transport can redistribute ozone
and its precursors, contributing to elevated background ozone levels in downwind regions (Cooper
et al., 2014). Stratosphere-troposphere exchange processes also influence ozone distribution by in-
jecting ozone-rich air from the stratosphere into the troposphere, particularly at mid to high latitudes
during spring.

An additional significant source of NOX emissions influencing tropospheric ozone distribution is avia-
tion. Aircraft emit NOX directly into the upper troposphere and lower stratosphere during cruise phases,
where background NOX concentrations are relatively low, enhancing the efficiency of ozone production
in these regions (Lee et al., 2021). The physical basis behind this involves a series of photochemi-
cal reactions initiated by emitted NOX. In the upper atmosphere, NO reacts with hydroperoxy (HO2)
and organic peroxy radicals (RO2), produced from the oxidation of carbon monoxide (CO) and volatile
organic compounds (VOCs), to form nitrogen dioxide (NO2) (Maruhashi et al., 2024). NO2 then pho-
tolyzes under ultraviolet sunlight to produce ozone (O3) and regenerates NO, which can participate in
further reactions, creating a catalytic cycle that efficiently generates ozone (Maruhashi et al., 2024).

The efficiency of ozone formation from aviation NOX emissions is influenced by factors such as
altitude, latitude, and atmospheric conditions. Higher altitudes receive more intense solar radiation
and have lower temperatures, conditions that favour the photolysis of NO2 and subsequent ozone
production (IPCC, 2021b). Additionally, regions with low background NOX levels and abundant ozone
precursors experience a greater increase in ozone concentrations due to the nonlinear chemistry of
NOX and ozone formation (Maruhashi et al., 2024). Understanding these physical mechanisms is
crucial for developing strategies to mitigate aviation’s impact on climate. For instance, adjusting flight
altitudes and routes to minimize NOX emissions in sensitive regions can reduce ozone formation and
its associated radiative forcing (Grewe, 2020).

Effect of Hydrogen Emissions on Tropospheric Ozone
Hydrogen emissions have a significant impact on tropospheric ozone levels through their interactions
with methane, hydroxyl radicals (OH), and hydroperoxyl radicals (HO2). Elevated methane levels, a
direct consequence of H2 emissions as described in section 2.3.1, contribute to increased ozone for-
mation in the troposphere because methane oxidation produces ozone precursors that participate in
photochemical reactions leading to ozone generation (Warwick et al., 2022). Additionally, the increase
in HO2 radicals from hydrogen oxidation plays a crucial role in ozone chemistry. HO2 reacts with NOX
to regenerate OH and produce NO2, which photolyzes under sunlight to release oxygen atoms that
combine with molecular oxygen O2 to form ozone. This mechanism implies that higher HO2 concen-
trations can enhance ozone production in NOX-rich environments. Sand et al. (2023) demonstrated
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that increased hydrogen emissions could lead to a net rise in tropospheric ozone levels due to these
interactions.

Warwick et al. (2022) investigated the atmospheric implications of increased H2 emissions, as dis-
cussed in section 2.3.1. The study found that the processes described above result in a linear increase
in tropospheric ozone burden with rising H2 surface mixing ratios, a relationship that holds across vari-
ous emission scenarios and climate conditions. In contrast, the study showed that increased hydrogen
emissions have a minimal impact on stratospheric ozone and the overall recovery of the ozone layer.
While there are minor decreases in stratospheric ozone concentrations, particularly in the upper strato-
sphere and polar regions due to enhanced HOX-mediated ozone depletion, these changes are not
statistically significant when methane responses are considered. Total column ozone changes remain
within the variability range of climate model projections, suggesting that even substantial increases in
atmospheric H2 are unlikely to significantly affect ozone recovery.

Estimates for hydrogen’s Global Warming Potential (GWP) have become more refined over time as
research has detailed hydrogen’s indirect impacts. Early research by Derwent et al. (2020) underesti-
mated the GWP of H2 due to othe mittance of its effects on SWV. However, recent studies by Warwick
et al. (2022) and Sand et al. (2023) offer more nuanced assessments. Warwick et al. (2022) calculate
a total GWP100 for hydrogen at around 11.5, with a range of 6–18 due to various atmospheric factors.
This includes tropospheric and stratospheric contributions, where the stratospheric effect of hydrogen
on water vvapouraccounts for approximately a quarter to a third of the overall GWP100.

Sand et al. (2023) evaluated the GWP100 for hydrogen using an ensemble of fully coupled climate
models, providing a robust analysis of hydrogen’s indirect climate impacts. Their study found a central
GWP100 value of approximately 12, with an uncertainty range from 6 to 20. This range reflects variability
across models due to different atmospheric conditions, chemical feedback, and the radiative impacts
of hydrogen on methane, ozone, and stratospheric water vapour. The multi-model ensemble approach
allowed for a more comprehensive assessment by capturing both tropospheric and stratospheric com-
ponents, establishing a higher confidence in these GWP estimates and underscoring hydrogen’s sig-
nificant indirect effects on climate forcing through its interactions with other atmospheric constituents.

Both studies indicate that H2’s climate impact is expected to be dependent on background concentra-
tions of certain species, such as CH4. However, simulating the wide range of possible climate sce-
narios using the fully coupled climate models used in these studies is computationally expensive and
time-consuming. As such, hydrogen’s effects must be explored through surrogate or simplified mod-
els that approximate the interactions of H2 with atmospheric species under different conditions. These
models enable efficient evaluation of potential impacts across various scenarios while capturing the key
feedback mechanisms associated with hydrogen’s indirect effects on greenhouse gases like methane
and ozone. The following section examines the use of scenario modelling in climate research.

2.4. Climate Scenario Modelling
Addressing the complexities of climate change necessitates robust tools to project future climatic con-
ditions under varying socioeconomic trajectories. Scenario modelling serves this critical function in
climate research by allowing scientists to simulate and analyze potential future states of the climate
system. These models help in understanding the implications of different greenhouse gas emission
pathways, guiding policymakers in formulating effective mitigation and adaptation strategies. By ex-
ploring a range of plausible scenarios, researchers can assess uncertainties and identify critical factors
influencing climate outcomes (Moss et al., 2010).

2.4.1. Shared Socioeconomic Pathways (SSPs)
The Shared Socioeconomic Pathways (SSPs) are a set of five integrated scenarios that describe pos-
sible future developments in demographics, economics, technology, and environmental policies over
the 21st century. They serve as a foundation for climate change research by providing narratives and
quantitative data that model how global society, demographics, and economics might change, thereby
influencing greenhouse gas emissions and the capacity to mitigate and adapt to climate change (O’Neill
et al., 2014).
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Figure 2.3: SSPs mapped in the challenges to mitigation/adaptation space, adapted from O’Neill et al. (2017).

The SSPs were developed to address the limitations of previous scenarios by separating socioe-
conomic projections from climate policy assumptions. This separation allows researchers to analyze
the implications of different socioeconomic futures independently of climate policies, providing a more
flexible framework for integrated assessments (Ebi et al., 2014).

• SSP1 (Sustainability): SSP1 envisions a world shifting rapidly towards sustainable practices.
Education and health investments lead to slow population growth, and there is a strong emphasis
on human well-being and environmental stewardship. Technological progress is directed towards
green innovations, energy efficiency improves, and reliance on fossil fuels decreases significantly.
Challenges to both mitigation and adaptation are low due to proactive environmental policies and
global cooperation (Riahi et al., 2017).

• SSP2 (Middle of the Road): In SSP2, historical trends continue without significant shifts. Popula-
tion growth is moderate, and economic development proceeds unevenly across regions. Energy
systems remain diverse, with gradual improvements in technology and energy efficiency. Envi-
ronmental degradation slows but does not stop, and there are modest efforts to reduce resource
and energy intensity. Challenges are intermediate (O’Neill et al., 2017).

• SSP3 (Regional Rivalry): SSP3 portrays a world characterized by nationalism and regional con-
flicts. Policies are oriented towards security and competitiveness rather than global cooperation.
Economic growth is slow, especially in developing countries, and population growth is high due
to limited investments in education and healthcare. Reliance on domestic energy sources leads
to continued use of fossil fuels. Challenges to mitigation and adaptation are high because of the
lack of international collaboration and slow technological progress (Fujimori et al., 2017).

• SSP4 (Inequality): This scenario represents a world with increasing inequality, both within and
between countries. A wealthy global elite drives rapid technological innovation and economic
growth, while the majority of the population experiences decline. Access to education and health-
care is unequal, leading to disparities in population growth and vulnerability to climate change.
Challenges to adaptation are high due to the vulnerability of disadvantaged groups, while chal-
lenges to mitigation are low to moderate as the elite adopt low-carbon technologies (Calvin et al.,
2017).

• SSP5 (Fossil-fueled Development): SSP5 envisions rapid economic growth powered by abun-
dant fossil fuel resources. There is strong faith in technological solutions and minimal emphasis
on environmental protection. Population growth is low due to high levels of education and ur-
banization. Energy consumption is high, leading to significant greenhouse gas emissions. Chal-
lenges to mitigation are high due to the dependency on fossil fuels, but adaptation challenges are
low because of the wealth and technological advancements available to address climate impacts
(Kriegler et al., 2017).
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Each SSP outlines varying assumptions about population growth, economic development, techno-
logical progress, and environmental policies, which collectively influence greenhouse gas emissions
and the capacity to address climate change.

The aviation sector plays a pivotal role in Shared Socioeconomic Pathway (SSP) modelling due to
its substantial and increasing contribution to global greenhouse gas emissions. A multitude of factors,
including economic growth, income levels, population dynamics, technological advancements, and
policy interventions, shape aviation demand. Under SSP1 (Sustainability – Taking the Green Road), a
shift towards sustainable practices fosters advancements in alternative fuels, such as biofuels and syn-
thetic fuels, alongside significant improvements in aircraft efficiency. Policy measures encourage shifts
to less carbon-intensive transportation modes wherever feasible. Consequently, even with enhanced
connectivity, overall aviation emissions decline due to these technological and behavioural transfor-
mations. In contrast, SSP2 (Middle of the Road) envisions moderate growth in air travel aligned with
prevailing economic trends. Technological enhancements proceed at historical rates, and policy ef-
forts fail to markedly restrain emissions, leading to a gradual increase in aviation emissions, albeit less
pronounced than in high-growth scenarios.

SSP3 (Regional Rivalry – A Rocky Road) presents a fragmented global landscape characterized
by economic stagnation and regional conflicts curtailing international travel demand. However, the ab-
sence of technological advancements and continued reliance on inefficient aircraft technologies result
in only minimal reductions in emissions. SSP4 (Inequality – A Road Divided) is marked by pronounced
disparities, where the affluent segment of the population engages in extensive travel, often utilizing
private aviation. At the same time, the majority have restricted access to air travel. Technological
improvements primarily benefit the elite, yielding more efficient aircraft within this group, yet overall
emissions may not decrease due to the increased frequency of travel among the wealthy (Calvin et al.,
2017). Lastly, SSP5 (Fossil-fueled Development – Taking the Highway) is characterized by robust
economic growth and globalization, driving a significant surge in air travel demand. Although techno-
logical innovations are realized, they are insufficient to offset the rapid increase in travel volume. In the
absence of stringent policies, aviation emissions escalate substantially, thereby contributing to height-
ened radiative forcing (Kriegler et al., 2017).

Methane (CH4) and ozone (O3) are critical components in the atmospheric chemistry framework
of Shared Socioeconomic Pathways (SSPs) due to their significant roles in climate forcing and atmo-
spheric interactions. Methane, a potent greenhouse gas, possesses a global warming potential sub-
stantially higher than CO2 over 100 years. In SSP modelling, methane emissions are projected based
on various anthropogenic and natural activities, including livestock farming, rice cultivation, fossil fuel
extraction, waste management, and biomass burning. Under SSP1, aggressive mitigation strategies
and technological innovations result in substantial reductions in methane emissions. This scenario
benefits from improved agricultural practices, dietary shifts away from methane-intensive foods, and
enhanced waste management systems, collectively contributing to the decline in methane levels (Ro-
gelj et al., 2018). Conversely, SSP3 is characterized by persistent high methane emissions due to
continued reliance on traditional agricultural methods, limited technological adoption, and minimal en-
vironmental regulations. Similarly, SSP5 maintains elevated methane emissions driven by increased
energy demand and agrarian production unless significant technological breakthroughs in emission
control are implemented.

Tropospheric ozone, a secondary pollutant and greenhouse gas, forms from precursors such as
nitrogen oxides (NOx), carbon monoxide (CO), and volatile organic compounds (VOCs). The SSPs
influence ozone levels through variations in these precursor emissions, which are affected by changes
in energy production, transportation, industrial activities, and biomass burning. In the SSP1 scenario,
stringent emission controls and the adoption of clean technologies lead to a reduction in precursor
emissions, resulting in lower ozone concentrations and improved air quality. In contrast, both SSP3
and SSP5 scenarios experience increased emissions of ozone precursors due to high fossil fuel utiliza-
tion and lax environmental policies, which elevate ozone levels and exacerbate climate warming and
associated health impacts (Turnock et al., 2020).
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2.4.2. Scenario Model Intercomparison Project (ScenarioMIP)
The Coupled Model Intercomparison Project Phase 6 (CMIP6) is a collaborative framework that co-
ordinates climate modelling experiments to enhance understanding of climate variability and change
(Eyring et al., 2016). Within CMIP6, the Scenario Model Intercomparison Project (ScenarioMIP) pro-
vides a suite of future climate projections based on the SSPs. ScenarioMIP aims to explore a range of
plausible future climates resulting from different emissions trajectories, facilitating the assessment of
climate responses and enabling cross-comparison among models.

Themost extensive climate projections in ScenarioMIP have been performed using theMRI-ESM2.0
model, and results from this model form the basis of this research. This model, developed by the Meteo-
rological Research Institute in Japan, is a comprehensive Earth system model designed to simulate the
interactions between the atmosphere, ocean, land surface, and biosphere, encompassing both chemi-
cal and physical processes that influence the climate (Yukimoto et al., 2019). This model integrates the
Global Spectral Model with high horizontal resolution, providing detailed representations of cloud mi-
crophysics, radiation processes, and aerosol-cloud interactions. Its oceanic processes are simulated
using the MRI Community Ocean Model, which captures circulation, heat transport, and biogeochem-
ical cycles. The land surface dynamics are accounted for by the Minimal Advanced Treatments of
Surface Interaction and Runoff model, which includes vegetation dynamics, carbon and nitrogen cy-
cles, and energy fluxes. Additionally, the model incorporates sea ice dynamics and thermodynamics
to simulate polar climate processes accurately. An atmospheric chemistry module within MRI-ESM2.0
models key chemical species such as ozone, methane, and aerosols, incorporating detailed reaction
mechanisms and transport processes. The MRI-ESM2.0 has been extensively utilized in ScenarioMIP
simulations, contributing to a broad spectrum of experiments that evaluate future climate projections
under various SSP scenarios.



3
Methodology

This chapter outlines the methodological framework employed to assess the future climate impact of
fugitive hydrogen emissions from aviation. The aim is to develop a robust model that can rapidly eval-
uate the perturbation of methane, tropospheric ozone and stratospheric water vapour due to excess
hydrogen mixing ratios in the context of future climate projections.

First, an overview of the methodology is set out in section 3.1. The approach used to model hydro-
gen emissions and subsequent perturbations of atmospheric hydrogen is described in section 3.2. The
modelled response of methane, ozone and stratospheric water vapour to excess hydrogen emissions
is explained in section 3.3, after which section 3.4 provides the method used to calculate their respec-
tive radiative forcings. Finally, section 3.5 describes the Monte Carlo simulation used to quantify the
uncertainties associated with hydrogen emissions.

3.1. Overview of Method
The primary goal of this research is to evaluate the climate impact of fugitive hydrogen (H2) emissions
in the context of future emissions scenarios. As mentioned in section 2.3, H2 is an indirect greenhouse
gas, with its climate impact mainly governed through its perturbation of methane (CH4), ozone (O3) and
stratospheric water vapour (SWV). The complexity of the interaction between H2 and these greenhouse
gases, together with the interaction of these species with other agents in the atmosphere, makes an
accurate assessment of the climate impact of H2 difficult. Moreover, increased H2 emissions are linked
to a simultaneous reduction in other greenhouse gas emissions, as H2 is frequently advocated as
a cleaner alternative to fossil fuels. This transition can result in lower emissions of carbon dioxide
(CO2), methane (CH4), and other greenhouse gases commonly released during the combustion of
conventional energy sources. Therefore, a thorough assessment of the future climate impact of H2
emissions should encompass a detailed simulation of its atmospheric chemistry and account for the net
effect of reduced emissions from conventional energy sources through exhaustive scenario analysis.

However, the computational expense associated with full-scale climate simulation limits its feasibil-
ity in scenario modelling, where multiple simulations over long timescales are required to capture the
full range of possible outcomes. Therefore, models designed for rapid scenario assessments aim to
approximate atmospheric and climate responses using nonlinear relationships between emissions and
climate indicators. The model into which the method developed in this thesis will be integrated, Ope-
nAirClim, simplifies the evaluation of air traffic emissions’ impact by utilising pre-calculated response
surfaces stored in look-up tables. Instead of relying on complex climate-chemistry simulations, it repro-
duces the atmospheric and climate responses through these simplified relationships. This approach
is referred to as surrogate modelling. In general, the goal of surrogate modelling is to use data-driven
methods to approximate complex physical or computational processes with reduced computational cost
while maintaining sufficient accuracy for predictive or scenario-based analysis.

A similar approach will be employed in this study. Using data from the Coupled Model Intercom-
parison Project (CMIP6), a surrogate model will be developed to simulate the effects of H2 emissions
under various future climate scenarios. One of the primary activities within CMIP6, ScenarioMIP, pro-
vides simulations of a wide range of emission pathways. These simulations are leveraged to capture
the diverse potential interactions of CH4, O3, and other atmospheric gases in future climate scenarios.
Nonetheless, ScenarioMIP primarily focuses on projections based on emissions of major greenhouse
gases such as CO2, N2O, and CH4 as the climate impact of H2 is indirect. While interactions involving

18
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H2 and other atmospheric species are considered in the ScenarioMIP model, increases in H2 emis-
sions are not. Due to this omission, the surrogate model must be supplemented with another method
capable of modelling H2 emissions.

As described in section 2.3, H2 emissions lead to a direct perturbation of hydroxyl (OH), which in
turn affect the atmospheric levels of CH4, O3, and SWV. By quantifying H2 emissions in terms of the
associated loss or production of OH and subsequently using the perturbed mixing ratios of this oxidant
as input to the surrogate model, assessing the impact of H2 using CMIP6 data becomes possible. A
general framework of the methodology is shown in Figure 3.1.
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Figure 3.1: Overview of the modelling approach to derive the climatic impact of H2 emissions. Green blocks denote inputs to
the model, grey intermediate results, and red the final model result. The model is divided into four segments: the Monte Carlo

Simulation, the box model, the machine learning (ML) based surrogate model, and the radiative forcing calculation.

1. H2 emission model: The first step involves modelling the atmospheric perturbation of H2 due to
projected increases in emissions. Future aircraft fuel consumption scenarios are converted into
projected H2 consumption scenarios by assuming a specific temporal evolution of H2 adoption in
the aviation sector. The corresponding H2 emissions are then estimated by applying an assumed
leakage factor, representing the proportion of H2 that escapes into the atmosphere. A box-model
approach is employed to quantify the total atmospheric perturbation of H2 due to emissions. This
method is described in section 3.2.

2. Surrogate model: The second step uses the temporal perturbation of OH in the troposphere due
to excess H2 as input for the surrogate models. Two distinct surrogate models are developed: a
zero-dimensional temporal model to estimate scenario-specific changes in mean tropospheric
CH4 and SWV, and a spatiotemporal model designed to evaluate the impact of H2 emissions
on tropospheric O3. These models are trained using Shared Socioeconomic Pathways (SSP)
data from the CMIP6 ScenarioMIP project, allowing them to predict atmospheric changes result-
ing from perturbed OH mixing ratios. These models’ detailed development and application are
discussed in section 3.3.

3. Radiative forcing calculation: In the third step, the temporal changes in CH4, O3, and SWV
levels are converted into their respective effective radiative forcings. The methodology to trans-
late these greenhouse gas mixing ratios into effective radiative forcing values is described in
section 3.4.
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4. Monte Carlo simulation: To account for the inherent uncertainties associated with the models,
input parameters, and projected scenarios used in this analysis, a Monte Carlo simulation is
conducted. This probabilistic approach samples a wide range of potential inputs to assess the
sensitivity and range of possible outcomes, quantifying the effect of uncertainties. A detailed
explanation of the Monte Carlo simulation is presented in section 3.5.

Two separate surrogate models are trained to estimate the atmospheric changes in CH4, SWV and
O3 resulting from H2 emissions. The effect of H2 emissions on SWV is determined by combining the
methane-induced SWV perturbation from the surrogate model with an empirical relation accounting for
the non-methane-induced SWV. The following equation is used:

d[SWV ]non−CH4 = ASW V · d[H2], (3.1)

where Aswv is a conversion factor used to express the increase in SWV per increase in H2 levels, equal
to 0.3 ppbSW V ppb−1

H2
(Warwick et al., 2022). Figure 3.2 provides a simplified overview of the perturbed

species modelled in this work.

EH2

d[OH] d[CH4] d[O3]

d[SWV]

Box Model Surrogate Model

Figure 3.2: Simplified overview of how changes in CH4, O3 and SWV mixing ratios are modelled. Using a box model,
hydrogen emissions are converted to equivalent perturbations in tropospheric OH mixing ratio. This is used as an input for the
surrogate model to compute the subsequent perturbation in CH4, O3 and SWV. The non-methane-induced contribution of H2

emissions to SWV is modelled using equation (3.1).

3.2. Hydrogen Emission Model
To evaluate the impact of fugitive H2 emissions, it is necessary to project future H2 fuel consumption.
These projections are derived from conventional kerosene consumption scenarios. Grewe et al. (2021)
proposed two relevant scenarios, visualised in figure 3.3.
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(a) Projected fuel consumption [Tg] in the aviation sector across three
different scenarios: CurTec (current technology) and BAU (business as

usual), adapted from Grewe et al. (2021).
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Figure 3.3: Projected fuel consumption under the CurTec and BAU scenarios (a) and various hydrogen adoption scenarios (b)
in the aviation sector between 2025 and 2100.
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1. CurTec (Current Technology), which assumes aviation technology remains at current levels, lead-
ing to steady growth in emissions.

2. BAU (Business As Usual), which also assumes growth in aviation but factors in technological
advancements to improve efficiency.

Kerosene consumption is converted to an equivalent hydrogen consumption by assuming hydrogen-
powered aircraft exhibit an increase in energy use in hydrogen-powered aircraft, attributed to the in-
creased drag from the larger wetted area needed for hydrogen storage (Sáez Ortuño et al., 2023).
This allows for the straightforward calculation,

MH2,eq = 1.1 · Mkerosene
LWHkerosene

LWHH2

, (3.2)

where LWH refers to the lower heating value of either kerosene or hydrogen. Due to hydrogens’
higher energy content per unit mass, its equivalent energy consumption (MH2,eq) is lower than kerosene
(Mkerosene).

The transition to hydrogen-powered aircraft is expected to take time. Airbus predicts its first deliver-
ies of hydrogen-powered aircraft will occur in 20351. From this year onwards, the adoption of hydrogen-
powered aircraft will likely follow the trajectory of a technology adoption lifecycle (often referred to as
an S-curve) (Savage, 1985), which is modelled as

fadoption = 1
1 + exp−m(y−y0.5) , (3.3)

where y0.5 represents the year when 50% of total aircraft energy consumption is from hydrogen, and
m determines the rate of adoption by adjusting the slope of the S-curve. By adjusting these parame-
ters, optimistic or pessimistic scenarios for hydrogen adoption are modelled. Figure 3.3b shows three
adoption scenarios, with hydrogen-powered aircraft introduced in 2035 and reaching 50% adoption by
either 2050, 2060, or 2070. Parameter m is chosen to constrain the curves to 0% adoption in 2035 and
100% by 2100 at the latest.

H2 leakage occurs not only during application, such as in hydrogen-powered aircraft but also through-
out production and delivery. Fan et al. (2022) provides estimates of leakage rates across different
stages of the H2 supply chain. By applying projected scales for each production and delivery method
for 2050, the estimated leakage rates range from 1.6% to 3.0% for production and 1.1% to 2.2% for
delivery, reflecting both low- and high-risk scenarios. These rates are used in conjunction with an
assumed aircraft-specific leakage rate, LFapp.

Equations (3.4) to (3.6) describe the mass of H2 across different stages of the supply chain. The
first equation calculates the mass of H2 required for application (MH2,app) by adjusting the equivalent
H2 mass (MH2,eq) for adoption and accounting for leakage during application (LFapp). The second
equation adjusts this mass to account for leakage during delivery (LFdel), giving the mass required for
delivery (MH2,del). Finally, the third equation calculates the mass required for production (MH2,prod) by
adjusting for leakage during production (LFprod). Each equation accounts for the losses at each stage
of the H2 supply chain.

MH2,app = fadoption
MH2,eq

(1 − LFapp)
(3.4)

MH2,del = MH2,app

(1 − LFdel)
(3.5)

MH2,prod = MH2,del

(1 − LFprod)
(3.6)

EH2,fugitive = LFapp · MH2,app + LFdel · MH2,del + LFprod · MH2,prod (3.7)

The total fugitive H2 emissions (EH2,fugitive) are determined by calculating the hydrogen masses lost
at each stage—production, delivery, and application—by multiplying the required hydrogen masses by
their respective leakage rates and summing the contributions from each stage.

1Airbus, Hydrogen in aviation: how close is it? accessed October 2024, https://www.airbus.com/en/newsroom/stories/
2020-10-hydrogen-in-aviation-how-close-is-it

https://www.airbus.com/en/newsroom/stories/2020-10-hydrogen-in-aviation-how-close-is-it
https://www.airbus.com/en/newsroom/stories/2020-10-hydrogen-in-aviation-how-close-is-it
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Since the parameters used in this estimation carry significant uncertainty—particularly because
hydrogen technology is in the early stages of adoption—the uncertainties are quantified using a Monte
Carlo simulation. Details of this simulation can be found in section 3.5.

Hydroxyl Perturbation due to Hydrogen Emissions
The methodology described previously provides a way to calculate the temporal evolution of H2 emis-
sions. Ideally, a surrogate model could be directly trained on H2 emission data to determine its impact
on GHG levels and radiative forcings. Unfortunately, simulations assessing the impact of hydrogen
emissions in the context of future SSPs do not exist yet. Conversely, while the scenario simulations
available through CMIP6 simulate the complex dependencies between H2, OH, CO, CH4, SWV, O3 and
O3 precursors, they do not explicitly simulate the effect of hydrogen emissions. Therefore, a method
must be devised to convert H2 emissions into changes in tropospheric mean OH.

Hydrogen’s climate impact, however, is governed mainly by its destruction of OH (section 2.3). War-
wick et al. (2022) demonstrated that tropospheric OH response to increases in hydrogen mixing ratios
is complex and dependent on the response of CH4, as well as background levels of CO, NOX and
VOCs. The rate of change of OH with H2, however, is linear and only dependent on the inclusion of
CH4 response to excess H2. This means that the influence of CO, NOX and VOCs on the rate of change
of OH due to increases in H2 mixing ratios is negligible.

Aligning with these findings, the assumption is made that the rate of change of OH per H2 (dOH
dH2

)
is only dependent on the interaction between H2, OH and CH4. This allows for the determination of
H2 atmospheric concentration due to emissions, together with a change in OH concentrations (dOH),
using a simple box model. The input into the surrogate models is the superposition of the background
OH concentration for a certain scenario (OH), along with the change in OH concentration resulting
from excess hydrogen concentrations (dOH). This assumption is thoroughly validated in chapter 4.

In recent years, several researchers have proposed boxmodels to simulate the competition between
CH4, CO and H2 for OH, all based on the initial approach proposed by Prather (1994). Section 2.3
provides an extensive overview of these models. In this study, the model used by Bertagni et al. (2022)
is used, as it accounts for additional CH4 sinks and feedback of CH4 on H2 concentrations, which
the model used by Warwick et al. (2022) does not. Table 3.1 presents the main constants and input
parameters for the box model.

Table 3.1: Constants and input parameters used in the box-model proposed by Bertagni et al. (2022), which is used
concurrently in this work.

Constant Value Unit Constant Value Unit

k1 3.17 · 10−15 cm3s−1 ks 0.02 year−1

k2 3.80 · 10−15 cm3s−1 kd 0.38 year−1

k3 1.90 · 10−13 cm3s−1 α 0.37 -

k4[X] 0.3 s−1 thorizon 100 year

In the box model described by Bertagni et al. (2022), which is described in section 2.3, the tro-
pospheric dynamics of methane (CH4) and its feedback with hydrogen (H2) are governed by a set of
chemical reactions and mass balance equations. The model includes reaction rates for the oxidation
of CH4, H2, carbon monoxide (CO), and other OH-consuming species (X), with rates defined by k1,
k2, k3, and k4[X], respectively. Methane oxidation via OH results in a yield (α) of H2, representing
the feedback effect of methane oxidation products on atmospheric OH. The mass balance equations
account for CH4 sources (SCH4) and sinks, including soil uptake (ks) and atmospheric decay (kd), while
soil uptake of H2 is modeled as a primary removal pathway, accounting for 75% of its loss.

Using the box model and the projected emissions from the CMIP6 database for each SSP scenario
in this study, a baseline evolution of the tropospheric mean OH concentration is computed. A second
simulation is then conducted, incorporating the additional hydrogen emissions estimated by the method
outlined earlier in this section. The difference in OH mixing ratios between these two simulations rep-
resents the perturbation of OH levels directly caused by H2 emissions.
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For the baseline simulation, the temporal evolution of emissions for CH4 and CO are directly taken
from the CMIP6 simulations. Because CMIP6 data does not include emission or chemical production
data for H2 and OH, these values are assumed to remain constant over time. This results in values of
226 ppb year−1 for H2, and 1333 ppb year−1 for OHBertagni et al. (2022). In the perturbed scenario, the
additional fugitive emissions of hydrogen are added to the baseline emissions, while all other emissions
remain unchanged.

The system of ODEs is solved using an explicit fourth-order Runge-Kutta (RK4) method. This nu-
merical technique offers a good balance between computational efficiency and accuracy for time inte-
gration. To accommodate the time-dependent nature of the emissions data, the emission time series
is interpolated linearly. This interpolation allows the solver to evaluate the equations at any arbitrary
time point required by the RK4 method, ensuring that the impact of emissions is accurately reflected
throughout the simulation. Verification of the implementation of the box-model along with validation of
its usage in this study is performed in chapter 4.

3.3. Surrogate Model
As mentioned in section 3.1, surrogate models are used to approximate complex atmospheric and
climate processes with significantly reduced computational cost. OpenAirClim is a surrogate model
that emulates the climate response to aircraft emissions by modelling the nonlinear relationships be-
tween emissions and climate metrics. The model developed in this research is meant to supplement
OpenAirClim by rapidly assessing the climate impact of hydrogen emissions. Response modelling,
however, cannot be used to determine the climate impact of hydrogen because no simulations have
been performed linking localised hydrogen emissions directly to radiative forcing as of the writing of
this report. Therefore, other surrogate modelling techniques capable of capturing complex, previously
unseen relationships in the absence of direct simulations need to be considered.

One suitable approach is machine learning. Unlike response modelling, machine learning models
can learn patterns from large datasets, even when explicit simulations are unavailable. This enables
them to be trained on observed or simulated atmospheric data from other sources. Machine learning
works by training algorithms on large datasets to recognise patterns and relationships within the data.
Through iterative learning processes, these algorithms adjust their internal parameters to optimise pre-
dictions or classifications, enabling them to generalise and make accurate predictions on unseen data.

In particular, recurrent neural networks (RNNs) are well-suited for modelling time-dependent pro-
cesses because theymaintain amemory of previous inputs through their internal hidden states, allowing
them to capture temporal dependencies and sequential patterns in data. RNNs are especially useful
for forecasting atmospheric changes where historical data influences future outcomes, such as the
delayed response of methane to hydrogen concentration perturbations. To model the spatial depen-
dency of ozone, a recurrent neural network can be supplemented with a convolutional neural network
(CNN). CNNs are particularly effective at extracting spatial features by applying convolutional filters
that capture localised patterns, such as spatial gradients in ozone concentrations across different re-
gions. Integrating CNNs for spatial dependencies with recurrent layers for temporal evolution allows
the model to capture both the spatial structure and time-varying dynamics of ozone levels.

This section details how these machine-learning techniques are implemented. First, the rationale
for choosing these particular neural network models will be provided with a brief overview of their
functioning. Subsequently, the architecture of the models, including key hyperparameters and training
strategies, will be discussed. Finally, the implementation of these models will be explained in detail,
including the dataset preparation, model validation, and hyperparameter tuning.

3.3.1. Convolutional- and Recurrent Neural Networks
RNNs are a class of artificial neural networks designed tomodel sequential data by incorporating tempo-
ral dynamics through recurrent connections. Unlike feedforward neural networks, which process inputs
independently, RNNs maintain an internal state (memory) that evolves as sequences of input data are
processed over time. In a basic RNN, the network processes each time step sequentially, with hidden
states carrying information from previous steps. RNNs share weights across all time steps, reducing
the number of parameters compared to traditional neural networks. This weight-sharing mechanism
helps in learning patterns that are consistent throughout the sequence.
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Long Short-Term Memory (LSTM)
The most commonly used RNNmodel is the Long Short-TermMemory (LSTM) network, first introduced
by Hochreiter and Schmidhuber (1997). LSTMs are designed to overcome the limitations of traditional
RNNs, particularly the issue of vanishing or exploding gradients, which makes it difficult for RNNs to
learn long-term dependencies in data. This is achieved by incorporating memory cells and gating mech-
anisms that regulate the flow of information, enabling the retention of important temporal information
over longer sequences and allowing irrelevant data to be discarded. Figure 3.4 shows a typical LSTM
cell architecture. Each LSTM cell contains three primary gates—the input gate, forget gate, and output
gate—and an input modulation gate that creates a candidate cell state. The input gate controls how
much new information from the current input is stored in the cell state, while the forget gate determines
which parts of the previous cell state to retain or discard. The output gate decides how much of the
cell state is exposed to the next hidden state. The cell state serves as a memory, updated via a com-
bination of the input and forget gates, enabling the network to maintain relevant information and forget
irrelevant details over time.
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(a) Structure of an LSTM cell. The forget gate (ft) modulates the
retention of past information, while the input gate (it) regulates the
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Figure 3.4: Overview of an LSTM cell structure (a) and a LSTM model architecture with two layers (b).

Individual LSTM layers can be stacked, where the output of each layer at a given time step serves
as input to the next layer at the same time step. This allows the network to capture increasingly com-
plex temporal dependencies by processing information at multiple hierarchical levels. When multiple
LSTM layers are stacked, the higher layers can abstract patterns from longer time spans or more in-
tricate combinations of features, enhancing the network’s capacity to model complex sequential data.
Increasing the number of LSTM layers can improve the model’s ability to capture complex patterns but
comes with the trade-off of longer training times and a higher risk of overfitting, especially on smaller
datasets. Regularisation techniques like dropout or early stopping, along with careful tuning of layer
size, are necessary to balance the depth of the model with generalisation performance.

Convolutional LSTM
While LSTM networks excel at capturing temporal dependencies in sequential data, they are limited in
their ability to model spatial grids. A Convolutional Neural Network (CNN) operates by applying con-
volutional filters, or kernels, to input data - typically images - to automatically detect local patterns like
edges, textures, or shapes. The convolution operation slides these filters across the input, producing
feature maps of specific patterns. CNNs also use pooling layers, commonly max pooling, to reduce the
spatial dimensions of the feature maps, retaining important information while reducing computational
complexity. As the network deepens, successive layers capture increasingly abstract and complex
features. Finally, fully connected layers combine these learned features for regression tasks.
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Convolutional operations can be integrated into the recurrent structure of LSTMs to create the Con-
vLSTM architecture. This model extends traditional LSTM networks by replacing the internal matrix
multiplications with convolutional operations. Specifically, the input-to-state and state-to-state transi-
tions within the LSTM cell are performed using convolutional layers, allowing the network to capture
spatial features in addition to temporal dependencies. The hidden states and cell states in ConvLSTM
are treated as spatial tensors, enabling the model to process spatial grids. Figure 3.5 shows how
convolution can be implemented within an LSTM layer.
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Figure 3.5: Structure of a ConvLSTM cell. The layout of the cell is similar to an LSTM cell, with the addition of spatial tensors
as inputs and convolutional operations between the inputs. These convolutional operations are denoted by the * symbol.

The convolutional filters within the LSTM gates learn localised spatial features, while the recurrent
connections model how these features evolve. This makes the ConvLSTM architecture specifically
useful to model the spatiotemporal evolution of ozone, which has a significant spatial dependency due
to its short lifetime (section 2.3). In contrast, methane is be modelled using the less complex LSTM
model architecture, as its longer lifetime ensures it is well mixed in the atmosphere, negating the need
for spatial resolution (Warwick et al., 2022).

3.3.2. Data Preparation
The Scenario Model Intercomparison Project (ScenarioMIP) provides a set of future climate scenarios
designed to explore the range of potential outcomes of socioeconomic and policy decisions on the
climate system. These datasets are be used to train a surrogate model on the effect of hydroxyl pertur-
bations caused by hydrogen emissions on future tropospheric concentrations of methane and ozone.
This allows the surrogate model to capture the impact of hydrogen emissions in the context of various
emission scenarios of carbon monoxide, methane, nitrogen oxides, and other atmospheric reactants.

In this study, models are trained on data from seven distinct scenarios: SSP1-1.9, SSP1-2.6, SSP2-
4.5, SSP3-7.0, SSP4-3.4, SSP4-6.0, and SSP5-8.5. Some variations exist for each of these scenarios.
For example, SSP3-7.0-lowNTCF considers a scenario similar to SSP3-7.0 but with lower non-CO2
climate forcers. However, these variations cannot be included in the training data, as large dataset
similarity can influence the model’s ability to generalise effectively to unseen scenarios. Including sim-
ilar variations may lead to overfitting, where the model performs well on the training data but poorly on
new, distinct data. To maintain model robustness and ensure diverse representation of future pathways,
only the primary SSP scenarios are utilised in the training process.

Feature Engineering
Section 2.3 explains that hydrogen emissions increase the atmospheric lifetime of methane by de-
creasing OH concentrations. Levels of OH in the atmosphere depend on gases besides methane and
hydrogen; carbon monoxide (CO), nitrogen oxides (NOx), and volatile organic compounds (VOCs) all
compete with methane for reactions with OH. However, the most significant competitors are CO and
CH4. Therefore, to predict future methane levels, an LSTM model is trained on the temporal evolu-
tion of mean tropospheric CO and OH concentrations, along with CH4 and CO emissions. The zero-
dimensional LSTM model is suitable here because both the perturbing species (H2) and the predicted
species (CH4) exhibit negligible spatial variability due to their atmospheric lifetimes, as discussed in
section 2.3.

Stratospheric water vapour (SWV) is perturbed by hydrogen through twomain pathways: directly via
hydrogen transport into the stratosphere and indirectly through hydrogen-induced changes in methane
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(CH4). The direct impact is computed using empirical relations that account for the transport of hy-
drogen and its oxidation in the stratosphere. The methane-induced perturbation is estimated using
an LSTM model, which predicts CH4 perturbations and their subsequent effect on SWV. Additionally,
stratospheric temperature and the transport of H2O from the troposphere influence SWV levels and are
included as features in the model to ensure these processes are accurately represented.

Tropospheric ozone is not directly emitted; its atmospheric abundance is governed by a balance
between downward transport from the stratosphere, surface deposition, and the net effects of chemical
production and loss processes (Warwick et al., 2022). Photochemical ozone production occurs through
the oxidation of carbon monoxide (CO), methane (CH4), and volatile organic compounds (VOCs) in the
presence of nitrogen oxides (NOX). Consequently, variations in hydroxyl radicals (OH), NOX, and CO
levels influence the spatial distribution of tropospheric ozone in response to changes in atmospheric hy-
drogen (H2) concentrations. Therefore, a ConvLSTMmodel is trained using data on CH4, CO, NOX, OH,
HO2, and stratospheric ozone concentrations to predict the spatiotemporal evolution of tropospheric
ozone.

The most extensive ScenarioMIP simulations were performed by the Japanese Meteorological Re-
search Institute using the MRI-ESM2.0 model. A brief overview of this model is provided in section 2.4.
Output concentrations are provided as molar fractions in air, sampled monthly in a full 3D grid contain-
ing latitude, longitude and pressure level coordinates. To be used in the LSTM model, the data must
be converted to their respective tropospheric means. This is achieved by calculating the total mass of
a species in the troposphere using air mass and the dynamic location of the tropopause, which are out-
puts of MRI-ESM2.0. The mean tropospheric volume mixing ratios of a species can then be computed
by dividing the total weight of the species by the total weight of air in the troposphere, and multiplying
the result with the ratio of the molecular masses. For ozone predictions using the ConvLSTM model,
the spatial distribution of species along the latitude and longitude coordinates is maintained by applying
the same procedure using the relevant values for a specific cell.
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Figure 3.6: Example of applying a Butterworth filter to remove seasonal variations in four key hydrogen atmospheric chemistry
species under the SSP2-4.5 scenario. Shaded lines illustrate the seasonal fluctuations of the original data, while the filtered

data is represented with bold colours.
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This study is focused on predicting long-term climate scenarios. Seasonal cycles that are captured
by the monthly sampling of the data, tend to average out over the long timescales considered in this
study. By filtering out the seasonal variation in the data, the surrogate models can be trained to capture
long-term trends in the data more effectively. At the same time, the computational cost is reduced due
to the reduction in data points. Therefore, the data is resampled to yearly values by applying a But-
terworth filter. A Butterworth filter operates by gradually weakening fluctuations that occur faster than
the specified cutoff frequency—in this case, monthly seasonal variations at 1/12 cycles per month—
allowing only the slower, long-term trends in the atmospheric data to remain (S Butterworth, 1930). It
is chosen for its ability to provide a smooth and flat response in the desired frequency range, effec-
tively removing seasonal noise without distorting the underlying signal. Figure 3.6 shows the resulting
timeseries after the application of a Butterworth filter.

Data Splitting
Data splitting is a fundamental process inmachine learning that involves dividing the dataset into distinct
subsets: training, validation, and testing. The training set is used to train the model, allowing it to learn
the underlying patterns and relationships within the data. The validation set serves as a means to tune
the model’s hyperparameters, ensuring that the model generalises well to unseen data. Finally, the
testing set is reserved for evaluating the model’s final performance, providing an unbiased assessment
of its predictive capabilities on new, unseen data.

To enhance the robustness of the model evaluation, K-fold cross-validation is employed, where the
dataset is partitioned into K equally sized folds. The model is trained on K − 1 folds and validated
on the remaining fold, repeating this process K times so that each fold serves as the validation set
once. This technique mitigates the risk of overfitting. In this report, each scenario corresponds to a
fold, resulting in the data splices shown in figure 3.7.

This approach is used to evaluate themodel’s performance during the verification phase, as detailed
in section 4.1. Once it is determined that the model generalises effectively, with no significant discrep-
ancies observed across different folds during validation, a final model is trained using the complete set
of folds, where a random set of timesteps is denoted for validation. This final model is then assessed
in section 4.2, where the ”testing” dataset consists of a simplified scenario in which only OH levels are
perturbed, while all other features remain fixed at present-day values. This setup enables a focused
analysis to determine whether the model truly generalises well to variations in OH perturbations.
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Figure 3.7: Overview of the split between training, validation and testing scenarios for SSP-1.19. Blue indicates the scenario
for which the model is tested, which is the same for each split. grey indicates the scenarios used for model training, while green

indicates the scenario used to validate the generalizability of the model at each epoch.
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Stationarity and Normalization
Training machine learning models can often be enhanced by ensuring the data is stationary (Siami-
Namini et al., 2018). Stationarity refers to a property of a time series where its statistical characteristics,
such as mean, variance, and autocorrelation, remain constant over time (Siami-Namini et al., 2019).
Achieving strict stationarity in the data used in this study is unfeasible due to factors like inherent trends
and seasonality. However, stationarity can be approached through various preprocessing techniques.

Differencing is a common method used to remove trends and render a time series trend stationary.
By computing the difference between consecutive observations, linear trends are effectively eliminated,
thereby stabilising the mean of the series. Differencing alone does not address changes in variance
or other higher-order moments. Nonetheless, this approach is widely utilised in time series forecasting
and is therefore applied in this study (Siami-Namini et al., 2018; Haq, 2021).

Normalisation of the data is performed to scale the features to a standard range, which facilitates
faster convergence during model training and improves overall model performance (Lima and Souza,
2023). It is important to normalise using only the training data statistics to prevent information leakage
from the validation and testing sets. This approach ensures that the model generalises well to new
data and maintains the integrity of the evaluation process.

In the time dimension, a min-max normalisation technique is applied, scaling the data to a fixed
range between -1 and 1. This method preserves the temporal relationships and patterns within the
data while ensuring that all features contribute equally to the model training process. An example of
the resulting timeseries is shown in figure 3.8.
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Figure 3.8: Normalized time derivative of mean tropospheric CH4 concentrations.

For ConvLSTM, additional normalisation is required for the spatial dimensions of the data. Some
atmospheric gases, such as OH and O3, have a spatial variation of several orders of magnitude. There-
fore, the data is normalised in the spatial dimension by subtracting the mean and dividing by the stan-
dard deviation across the spatial axes. Spatial normalisation ensures that each spatial feature has a
consistent scale.

Window Generation and Batching
In the final step of data preparation, the training and validation datasets are divided into windows. These
windows are smaller, overlapping sequences of data, each with a width consisting of input values and
the prediction step size. To predict the label value at time t, the model considers known features and
label values between t − winput and t. This approach offers two key advantages.

First, by restricting the model’s input to recent data rather than the entire history, the model focuses
on the most relevant information, aligning with the expected lifetimes and behaviour of the atmospheric
species under study. Specifically, species with short to moderate atmospheric lifetimes do not require
long historical data, reducing computational cost and minimising the risk of overfitting to irrelevant data.

Secondly, this method allows the dataset to be divided into numerous smaller training windows,
enhancing the model’s ability to generalise. For example, in a dataset spanning n years, n − winput
windows can be generated, significantly increasing the number of training examples. This also pre-
vents the model from overfitting to learned data, as the windows are randomly shuffled, which prevents
the model from learning a particular sequence of time steps that belong to a scenario. The window
generation process is visualised in figure 3.9.
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Figure 3.9: Graphic representation of the division of a single dataset containing n + winput timesteps. A window contains
input variables for each feature with a length winput, and a label (or prediction) length.

Training windows are batched together before being input into the model. The size of a batch refers
to the number of windows the model will consider before its internal weights are updated. The batch
size, b, is an important hyperparameter that balances the trade-off between memory usage and the
ability to generalise; larger batch sizes tend to offer faster convergence at the cost of higher memory
consumption, while smaller batch sizes may improve generalisation by introducing more stochasticity
into the learning process (Siami-Namini et al., 2018). Batching helps stabilise gradient updates during
backpropagation, leading to smoother and more consistent learning. The effects of window parameters
and batch size on training are discussed in section 4.3.

3.3.3. Model Architecture
In this study, two different model architectures are used: LSTM for temporal predictions of tropospheric
methane and ConvLSTM for spatiotemporal predictions of tropospheric ozone. Both models require a
different architecture described below.

LSTM
The LSTM model architecture is constructed sequentially, comprising an LSTM layer, a Dense layer,
and a final reshaping operation. The input tensor to the LSTM layer has the shape (nbatch, wwindow,
nfeatures), representing the batch size, window width, and number of features, respectively. The num-
ber of units in the LSTM layer is optimised through automatic hyperparameter tuning, as detailed in
section 3.3.5. The hyperbolic tangent activation function is employed due to its output range of [−1, 1],
which accommodates both positive and negative values necessary for the differenced data described
in section 3.3.2. This contrasts activation functions like ReLU or sigmoid, which are limited to [0, 1]. Ad-
ditionally, the kernel and recurrent initialisers are selected using the hyperparameter tuning process.

To improve generalisation and prevent overfitting, an L2 kernel regulariser is applied. This regular-
isation penalises large weights, encouraging the model to remain simple and reducing the likelihood
of fitting noise in the training data. Such regularisation is particularly important for time series data,
which may exhibit short-term fluctuations. For more background information on activation functions,
initialisers, and regularisers, refer to appendix A.

A dense layer is used after the LSTM layer to map the temporal patterns learned by the LSTM to a
final output feature. The Dense layer receives the LSTM’s output, applies a linear transformation using
learned weights, and uses an activation function to generate a final feature or prediction, condensing
the sequential information into a singular output. As the output of this final layer must be capable of
being outside the range of [−1, 1] (the model must predict steeper gradients than the training data if
required), linear activation is used.

ConvLSTM
The ConvLSTM architecture is configured similarly. An input tensor of (nbatch, wwindow, nrows, ncolumns,
nchannels) is fed into a ConvLSTM2D layer. This layer extends the LSTM framework by incorporating
convolutions into the input-to-state and state-to-state transitions, making it suitable for predicting data
with spatial dependencies. In this layer, the size of the kernel that determines the receptive field for
spatial feature extraction can be altered to adjust the level of spatial detail captured by the model, with
larger kernels capturing broader spatial patterns and smaller kernels focusing on finer local details.
Kernel size, along with the other hyperparameters, is optimised using a hyperparameter autotuning
regime.



3.3. Surrogate Model 30

t1

t2

t3

t4

U1

U2

U3

U5

LSTM layer

U2

X

U3

Dropout layer

U4

X

U3

Dense layer

U1

Output

t4

Input layer

Figure 3.10: Simplified architecture of the LSTM model, showing an input layer using an input width of three timesteps to
forecast one step. In this example, the LSTM layer contains five units, and the dense layer contains one unit because only one

timestep is predicted. A dropout layer is configured between the LSTM and Dense layers.

t1

t2

t3

t4

U1

U2

U3

U5

ConvLSTM2D

U2

X

U3

Dropout layer

U4

X

U3

Conv2D layer

U1

Upsampling

t4

DownsamplingInput layer Output layer

32x64 64x128

32x6464x128
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To prevent memory issues, the input layers with spatial resolutions of (64x128) are downsampled using AveragePooling.

Subsequently, a Conv2D layer is used the same way as the Dense layer in the LSTM model. Linear
transformation is used to allow the model to make continuous predictions. The kernel processes the
spatiotemporal features, condensing them into a single output channel.

3.3.4. Model Evaluation
The machine learning algorithm assesses its training performance after each batch is processed and
its validation performance after each epoch. Performance refers to minimising the loss function, often
a simple metric quantifying the error between the model prediction and the true value.

The primary metric used for evaluating the model’s performance is the Root Mean Square Error
(RMSE). RMSE measures the average magnitude of the errors between predicted and actual values,
penalising larger errors more severely. The optimisation of the model is carried out by the Adam opti-
miser. The learning rate is a pivotal hyperparameter in this process, determining the size of the steps
taken during optimisation. Selecting an appropriate learning rate is crucial; too high a value can lead
to divergence, while too low a value may result in slow convergence.

During training, an early stopping algorithm and a learning rate scheduler are implemented to pre-
vent the model from overfitting. Early stopping halts the training process when the validation loss
increases, ensuring the model does not learn noise from the training data. Additionally, a learning
rate scheduler is employed to adjust the learning rate dynamically throughout the training process. By
reducing the learning rate when the improvement in validation loss plateaus, the scheduler helps the
model converge more effectively to a local minimum. These concepts are explained in appendix A.
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3.3.5. Hyperparameter Optimization
The hyperparameters discussed in section 3.3.3 significantly influence the performance of the model
during training and inference. An optimisation scheme can be used to determine the set of parameters
that yields the minimum training and validation loss. In this study, the optimal set of hyperparameters
for both the LSTM and ConvLSTM models is found using a random search algorithm in favour of the
more exhaustive but computationally intensive grid search. The results for LSTM and ConvLSTM can
be found in table 3.2 and table 3.3, respectively.

Using the KerasTuner framework, a range of possible hyperparameter values is initialised O’Malley
et al. (2019). The number of LSTM units or ConvLSTM filters is determined by sampling between 16
and 128 with a step size of 16. The rate of L2 regularisation (λ) - an additional loss used to penalise
large weights - along with the learning rate of the optimiser are sampled similarly, but on a logarithmic
scale between 1e−4 and 1e−2. The kernel and recurrent initialisers are chosen from the choices visible
under the sampling space column.

Table 3.2: Hyperparameter sampling techniques, sampling space and final values used in random search optimisation for the
LSTM model.

Hyperparameter Sampling technique Sampling space Final value

LSTM units LinearSample(16) 16 to 128 32

LSTM kernel initializer Choice

random normal

random uniform

glorot normal

glorot uniform

glorot normal

LSTM recurrent initializer Choice
orthogonal

identity
orthogonal

LSTM L2 regularization λ LogSample(-) 1e-4 to 1e-2 5.0e-3

Optimizer learning rate LogSample(-) 1e-4 to 1e-2 0.8e-3

Dropout λ LinearSample(0.1) 0.1 to 0.4 0.2

In the ConvLSTMmodel, the size of the kernel that slides over the spatial map can also be optimised.
A smaller kernel graspsmore local fine-grained details, while larger kernel sizes can retrieve information
from amore global context. An excessively small kernel might lead to information loss, while a too-large
kernel size will significantly increase the computational costs.

3.3.6. Autoregression
Both the LSTM and ConvLSTM models use a window with a certain input width to predict the value of
a label one step into the future. This is done through an autoregressive algorithm, where the output
of the model at each step is fed back as input for the subsequent prediction. This method allows
the model to predict a time series by iterating step-by-step, leveraging the previous predictions as
inputs. Autoregressive models are often preferred in time series prediction because they offer flexibility
in predicting sequences of varying lengths and are more accurate for short-term forecasts, as they
adjust to small variations before errors accumulate. Additionally, autoregressive models are easier to
train, reduce complexity, and can better handle long-term dependencies by leveraging past predictions
iteratively. This makes them more suitable for tasks requiring a fine-grained understanding of time-
dependent data.

However, the autoregressive nature of this approach introduces the possibility of error propagation.
Small prediction errors in early steps can accumulate over time, leading to increasingly inaccurate
results in the later steps. This is especially problematic for long-term forecasts, where any initial dis-
crepancies in the predicted values may amplify as they are used in subsequent iterations, ultimately de-
grading the performance of the model. Prediction errors at each time step are generally non-systematic
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Table 3.3: Hyperparameter sampling techniques, sampling space and final values used in random search optimisation for the
ConvLSTM model.

Hyperparameter Sampling technique Sampling space Final value

ConvLSTM2D filters LinearSample(16) 16 to 128 32

ConvLSTM2D kernel size Choice
(2, 2)

(3, 3)

(4, 4)

(3, 3)

ConvLSTM2D kernel initializer Choice

random normal

random uniform

glorot normal

glorot uniform

glorot normal

ConvLSTM2D recurrent initializer Choice
orthogonal

identity
orthogonal

ConvLSTM2D L2 regularization λ LogSample(-) 1e-4 to 1e-2 1.0e-3

Conv2D kernel size Choice
(2, 2)

(3, 3)

(4, 4)

(2, 2)

Optimizer learning rate LogSample(-) 1e-4 to 1e-2 0.4e-3

Dropout λ LinearSample(0.1) 0.1 to 0.4 0.1

and, over many iterations, tend to follow a normal distribution centred around the true value of the time
series. This is because the small, random deviations introduced during each step accumulate in a way
that resembles a random walk, leading the final predicted value to vary symmetrically around the true
target. As these errors are normally distributed, their impact can be quantified using the variance, which
provides a measure of the overall spread of the prediction errors. Analysing the variance allows for a
deeper understanding of the extent of the non-systematic error propagation throughout the forecast.

3.4. Radiative Forcing Calculation
The perturbed tropospheric concentrations of CH4 and O3 derived by the surrogate model must be
converted to their respective radiative forcings to synthesise the climate impact of hydrogen emissions.
The model computes the increase in radiative forcing by simulating a baseline projection and a per-
turbed projection. The difference between these two simulations provides the increase in mixing ratio
of a certain species that can be directly attributed to increases in H2 emissions. This allows for the
conversion of mixing ratio increase of a species to its radiative forcing using radiative efficiencies - the
change in radiative forcing per unit increase in the atmospheric abundance of the gas - determined
by conventional climate models. Furthermore, as described in section 3.1, the contribution of SWV is
directly calculated using its radiative efficiency expressed in terms of H2.

The radiative forcings for CH4, O3 and SWV are calculated using the following equation:

∆RFS = RS · ∆CS , (3.8)

where ∆RFS denoted the change in radiative forcing induced by species S, RS the radiative efficiency
and ∆CS the change in mixing ratio of said species. For CH4 and O3, radiative efficiencies are directly
taken from the latest report by the IPCC (2021b). The radiative efficiency of SWV with respect to
increases in H2 mixing ratios is taken from Warwick et al. (2022). Table table 3.4 provides an overview
of the radiative efficiencies and their uncertainties.
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The radiative forcing of CH4 is scaled by 14% to represent its effective radiative forcing (ERF), follow-
ing (IPCC, 2021b). This allows for direct comparison with results from Warwick et al. (2022) and Sand
et al. (2023). For tropospheric O3, no adjustment factor is applied, consistent with (IPCC, 2021b). Re-
search on adjustment factors for methane-induced stratospheric water vapour (SWV) is limited; (IPCC,
2021b) suggests an adjustment factor below 1, though with low confidence. Consequently, RF values
are treated as ERF, aligning with the approach of Sand et al. (2023).

3.5. Monte Carlo Simulation
Monte Carlo simulation is a statistical technique for assessing the impact of uncertainties in model
parameters on the output of complex systems. In this study, a Monte Carlo simulation is used to
quantify the impact of uncertainty on the future adoption of hydrogen in aviation, future leakage rates
for hydrogen production, delivery, and application, constants used in the boxmodel, and the parameters
used in the radiative forcing calculations.

Table 3.4 summarises the parameters incorporated into the Monte Carlo simulation, highlighting
their standard values, uncertainty distributions, range of uncertainty, and the sources they are retrieved
from. If the uncertainty of a parameter is initialised as a uniform range distribution, any value between
the minimum and maximum values presented has an equal likelihood of being randomly chosen by the
Monte Carlo simulation. Under a normal uncertainty distribution, the parameter values are sampled
from a Gaussian distribution centred around the standard value, with the spread defined by the spec-
ified standard deviation. This means that values closer to the mean (standard value) have a higher
probability of being selected. In contrast, values further away are progressively less likely, following
the characteristic bell curve of the normal distribution.

Table 3.4: Overview of the parameters used in the Monte Carlo simulation, along with their associated uncertainties and
corresponding uncertainty distributions. Each parameter is characterised by an uncertainty range and a specific probability
distribution, as outlined in the table below. During each Monte Carlo iteration, values for these parameters are sampled

randomly based on their assigned distribution, ensuring variability consistent with the uncertainty ranges.

Parameter Symbol Unit
Standard

value

Uncertainty

distribution

Uncertainty

range
Source

Fuel consumption

scenario
- [-] BAU Choice BAU, CurTec Grewe et al. (2021)

S-curve midpoint tmid [year] 2060 Uniform (range) 2050 - 2070 -

S-curve steepness m [-] 0.27 Uniform (range) 0.36 - 0.18 -

Leakage factor

application
LFapp [-] 0.0300 Uniform (range) 0.0100 - 0.0500 Fan et al. (2022)

Leakage factor

delivery
LFdel [-] 0.0133 Uniform (range) 0.0050 - 0.0216 Fan et al. (2022)

Leakage factor

production
LFprod [-] 0.0178 Uniform (range) 0.0053 - 0.0302 Fan et al. (2022)

Hydrogen deposition

rate
kd [year−1] 0.38 Uniform (range) 0.34-0.50 Warwick et al. (2022)

Methane sink rate ks [year−1] 0.02 Normal (% std) 10.0 Bertagni et al. (2022)

Methane feedback

yield
α [-] 0.37 Normal (% std) 10.0 Bertagni et al. (2022)

Metane RF

coefficient
RCH4 [Wm−2ppb−1] 0.000389 Normal (% std) 20.0 IPCC (2021b)

Trop. ozone RF

coefficient
RO3 [Wm−2DU−1] 0.0420 Normal (std) 0.005 IPCC (2021b)

Strat. water vapour

RF coefficient
RH2O [Wm−2ppb−1] 1e−4 Normal (% std) 20.0 IPCC (2021b)



4
Model Verification & Validation

Before the model described in chapter 3 can be applied to assess the climate impact of fugitive hydro-
gen emissions, its accuracy and credibility must be evaluated thoroughly. Section 4.1 discusses the
verification of the various models used in conjunction with this thesis. Subsequently, in section 4.2,
the validity of the proposed methodology to model the climate effect of fugitive hydrogen emissions
is investigated. A sensitivity analysis is performed in section 4.3 to test the robustness of the model.
Finally, the findings of this chapter are summarised and critically discussed in section 4.4.

4.1. Verification
Verification refers to the process of ensuring that a computational model is correctly implemented and
free from errors, confirming that the model accurately follows its intended design and specifications.
The framework used in this study consists of several sub-models, each with a specific objective. The
box model used in the hydrogen emission model can be verified by comparing its performance against
the model described by Bertagni et al. (2022). Its implementation is correct if it performs similarly using
the same input parameters.
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Figure 4.1: Box model response of CH4 (b), OH (c) and CO (d) to a pulse emission of H2 (a) resulting in a 10% increase of its
concentration plotted against results for the same simulation performed by Bertagni et al. (2022).
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First, the model input parameters are verified by comparing the steady solution state of the model to
the original model. The resulting concentrations of [CH4] = 1890 ppb, [H2] = 530 ppb, [CO] = 80 ppb
and [OH] = 106 cm−3 correspond to values found by Bertagni et al. (2022) after rounding to the nearest
decimal value. Subsequently, the temporal dynamics of the box model can be verified by analysing the
response of the box model to a pulse emission.

At t = 0, hydrogen concentrations are temporarily increased by 10%, corresponding to an increase
of 53 ppb in H2 compared to the steady state solution. In figure 4.1, the tropospheric response of
CH4, CO, and OH to this perturbation of H2 is shown. As expected, the higher levels of H2 cause a
nearly instant reduction in OH concentrations and a correlated increase in CO. The depletion of OH
increases the lifetime of CH4. This effect is visible as a delayed increase in CH4 concentrations. The
magnitude of the perturbations, along with the temporal dynamics that can be derived from figure 4.1,
are all consistent with the results from Bertagni et al. (2022). This corroborates the finding that the box
model used in this study was implemented correctly.

Methane
The machine learning surrogate models developed in this study require more extensive verification, as
they are not derived from existing models but developed bespoke for this research. An initial method
to evaluate their performance is through training and validation metric analysis. Figure 4.2 presents
the training loss and validation loss for each model trained under specific scenarios, plotted against
epoch number on a logarithmic scale. These loss curves are used to assess the models’ convergence
behaviour, identify potential overfitting, and determine the overall effectiveness of the training process.
In total, all seven scenarios considered in this study are analysed. For comprehension, only the four
most widely used scenarios are presented in the continuation of this thesis. Results for the other SSP
scenario can be found in appendix C.
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Figure 4.2: Training loss (cyan) and validation loss (red) for the CH4 LSTM models tested on scenario SSP1-2.6 (a), SSP2-4.5
(b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function of epoch number on a logarithmic scale.



4.1. Verification 36

The plots show a decreasing training and validation loss trend for all scenarios. The initial steep de-
crease is typical for loss curves and shows the model is learning quickly in the first epochs. As the
model converges, the slopes become less steep. Eventually, the models plateau towards the cut-off
point of 500 epochs, signifying convergence. At this plateau, none of the models exhibit an increase
in validation loss. The lack of divergence between the training and validation loss curves towards the
latter epochs indicates that the model is not overfitting to the training data. Furthermore, all scenarios
converge to similar final values for training and validation loss, suggesting the models can generalise
the atmospheric chemistry of CH4, CO and OH.

When considering the validation loss curves for the individual cross-validation folds (plotted in
shaded red), it is evident that two folds fail to converge to the same extent as the other folds. This
behaviour is most apparent in SSP2-4.5, SSP3-7.0 and SSP5-8.5. Here, the early stopping algorithm
quits the simulation before the cut-off point of 500 epochs can be reached. Nonetheless, these curves
show a larger gap between training and validation loss before early stopping is triggered. The corre-
sponding curves can be attributed to the folds for SSP4-6.4 and SSP5-8.5 in all scenarios.

In addition to these general insights, an interesting scenario-specific observation can be noted. In
scenario SSP3-7.0, the validation loss ultimately falls below the training loss. Unlike the opposite phe-
nomenon, where validation loss increases while training loss decreases, this is not an indicator of model
overfitting. This is more likely attributed to the L2 regularisation applied to the model. L2 regularisation
penalises large weights by adding a term proportional to the squared magnitude of the weights to the
loss function, effectively constraining the model’s capacity to overfit. Therefore, the model generalises
better to unseen data, which can result in the validation loss being lower than the training loss during
certain stages of training.
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Figure 4.3: Temporal evolution of mean tropospheric CH4 molar fractions (expressed in ppb) as simulated by the MRI-ESM2.0
model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d) (black dots), plotted against the LSTM predictions

(shaded blue) and the mean of the LSTM predictions (bold blue). The model simulates from the year 2035 onwards. Note that
the y-axis is not scaled evenly between the different scenarios.
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The trained models are used to make autoregressive predictions, as outlined in section 3.3. In total,
models are trained on seven SSP scenarios. For every model, the test scenario is omitted. This results
in six cross-validation folds for each scenario. Multiple models can be trained for each validation fold
to prove that the error induced by the autoregression is purely stochastic and not systematic. In this
analysis, 80 models are trained for each fold, resulting in 480 models per scenario.

Figure 4.3 shows the resulting forecast of eachmodel, together with themean of all forecasts, plotted
against the simulated forecast from MRI-ESM2.0 on which the models are trained. After the start of
the forecast in 2035, the spread in prediction steadily grows towards the end-tail of the considered
period. This effect is due to error propagation and is detailed in section 3.3. This behaviour results in
a distribution of predictions around the mean at the end of the simulation in 2100. The distribution at
this time can be visualised using histograms, as shown in figure 4.4.
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Figure 4.4: Histograms highlighting the variance of the predictions at the end-date of the simulations for SSP1-2.6 (a),
SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d). The spread of predictions (cyan) around the mean of predictions (dashed red)
represents the variance in the results. The difference between the mean of the predictions and the simulated result from

MRI-ESM2.0 is the bias of the result.

The predictions form a normal distribution around the mean, allowing for analysis of their basic sta-
tistical properties. First, the variance of the normal distribution indicates the spread of the predictions,
providing insight into the model’s precision. A smaller variance suggests more consistent predictions,
while a larger variance indicates greater uncertainty. Conversely, bias represents a measure of sys-
tematic error in the model. It is defined as the difference between the mean of the model predictions
(LSTM) and the reference values (CMIP6). A small bias suggests that the errors primarily stem from
stochastic variability inherent in the autoregressive process. In contrast, a large bias indicates sig-
nificant systematic errors, which suggests that the surrogate model is unfit for forecasting purposes.
Table 4.1 provides an overview of the bias and standard deviation of the predictions for each scenario.

The standard deviation (SD) of the predictions is relatively consistent across scenarios, with only
SSP3-7.0 showing a notable outlier in absolute terms, indicating higher uncertainty in that specific case.
The other scenarios exhibit lower SDs, suggesting the model’s predictions are consistent.
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When considering the bias, the values acrossmost scenarios are reasonably low, a positive indicator
of the model’s performance. For instance, SSP1-2.6 and SSP3-7.0 show small negative biases (-4.4%
and -2.2%, respectively), suggesting only a slight underestimation of the predicted values compared
to the CMIP6 reference. SSP2-4.5 and SSP5-8.5 also show a relatively small positive bias of 2.4%
and 3.3%, indicating that the model’s predictions are closely aligned with the reference values in that
scenario.

Table 4.1: Overview of the bias and variance (expressed in absolute terms and relative to the predicted value) of the
predictions for the considered scenarios at the end-of-simulation in 2100.

Scenario Bias (ppb) Bias (%) SD (ppb) SD (%)

SSP1-2.6 -46.4 -4.4 76.9 7.3

SSP2-4.5 40.4 2.4 82.9 4.9

SSP3-7.0 -72.8 -2.2 128.5 3.8

SSP5-8.5 110.6 3.3 63.0 2.6

Stratospheric Water Vapour
The machine learning surrogate models developed for SWV predictions undergo a similar verification
process as outlined for CH4. Thesemodels are trained to emulate the atmospheric chemistry of SWV for
various SSP scenarios. Figure 4.5 illustrates the training and validation loss for eachmodel, highlighting
their convergence and generalisation capabilities. This analysis focuses on four widely utilised SSP
scenarios, with supplemental results provided in appendix C.
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Figure 4.5: Training loss (cyan) and validation loss (red) for the SWV LSTM models tested on scenario SSP1-2.6 (a),
SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function of epoch number on a logarithmic scale.
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The loss curves for SWV models exhibit a decreasing trend in training and validation loss across all
scenarios. The initial steep decline indicates rapid learning during the early epochs, typical of neural
network training. As training progresses, the loss curves plateau, suggesting that the models are
approaching convergence by the 500th epoch. Notably, no significant difference exists between training
and validation loss in the later epochs, indicating that the models are not overfitting and can generalise
well to unseen data.

Minor variations are observedwhen examining the validation loss curves for individual cross-validation
folds (plotted in shaded red). However, these variations are consistent across scenarios and do not
indicate any significant issues with convergence or overfitting. This consistency reinforces the robust-
ness of the training process and the models’ ability to capture the underlying atmospheric chemistry of
SWV.

The trained models are then used to make autoregressive predictions, as outlined in section 3.3.
For each SSP scenario, models are trained using data from the other scenarios, resulting in six cross-
validation folds per scenario. Multiple models are trained for each fold to account for the stochastic
nature of autoregression. In this analysis, 80 models are trained per fold, totalling 480 models for each
scenario.

Figure 4.7 presents histograms depicting the distribution of SWV predictions at the end of the sim-
ulation in 2100. The projections form approximately normal distributions around their means, allowing
for statistical analysis of variance and bias. The spread of the predictions (cyan bars) around the mean
(dashed red line) illustrates the variance. In contrast, the difference between the mean of the projec-
tions and the MRI-ESM2.0 simulation reference (black line) represents the bias.
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Figure 4.6: Temporal evolution of mean tropospheric SWV molar fractions (expressed in ppb) as simulated by the
MRI-ESM2.0 model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d) (black dots), plotted against the LSTM

predictions (shaded blue) and the mean of the LSTM predictions (bold blue). The model simulates from the year 2035 onwards.
Note that the y-axis is not scaled evenly between the different scenarios.
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The variance and bias metrics are quantified in table 4.2. The variance, represented by the standard
deviation (SD) of the predictions, provides insight into the model’s precision. A lower SD indicates that
the predictions are closely clustered around the mean, reflecting higher precision. Bias, calculated
as the difference between the mean of the predictions and the CMIP6 reference value, indicates the
model’s accuracy. A small bias suggests minimal systematic error.
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Figure 4.7: Histograms highlighting the variance of the predictions at the end-date of the simulations for SSP1-2.6 (a),
SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d). The spread of predictions (cyan) around the mean of predictions (dashed red)
represents the variance in the results. The difference between the mean of the predictions and the simulated result from

MRI-ESM2.0 is the bias of the result.

Table 4.2: Overview of the bias and variance (expressed in absolute terms and relative to the predicted value) of the SWV
predictions for SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5 at the end-of-simulation in 2100.

Scenario Bias (ppb) Bias (%) SD (ppb) SD (%)

SSP1-2.6 -12.8 -0.3 39.6 0.9

SSP2-4.5 34.5 0.8 68.1 1.5

SSP3-7.0 -130.1 -3.0 47.2 1.1

SSP5-8.5 -110.9 -2.5 67.4 1.5

ConvLSTM - Ozone
A similar verification approach can be applied to the ConvLSTM model, which assesses the spatiotem-
poral evolution of ozone concentrations due to hydrogen emissions. Figure 4.8 shows the training and
validation loss for the ConvLSTM simulations. Due to the higher computational cost of resolving a spa-
tial grid, the simulation cut-off point was set at 200 epochs. The losses for the LSTM and ConvLSTM
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models are not directly comparable due to differences in data preparation techniques, as discussed in
section 3.3.2.
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Figure 4.8: Training loss (cyan) and validation loss (red) for the O3 ConvLSTM models tested on scenario SSP1-2.6 (a),
SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d), plotted as a function of epoch number on a logarithmic scale.

Similar to the loss history presented in figure 4.2, these plots show that the model converges as
the simulation progresses through the epochs. For every scenario, the validation loss closely trails
the training loss. There are no sudden increases in validation loss visible that indicate overfitting. Fur-
thermore, apart from minor and short-lived increases in training loss, the simulations are free of erratic
behaviour that would suggest problems with convergence.

However, compared to the LSTM model, there are no cases of early stopping. This means that the
maximum number of epochs may be set too low. If the model were allowed to converge for a longer
period, the loss might decrease, yielding more accurate results. Nonetheless, the minor decreases
achieved towards the latter epochs suggest that further loss reduction might not be worth the addi-
tional computational cost associated with longer simulation.

Given the dimensionality of the ConvLSTM predictions, a natural way to present the results is by project-
ing them onto a globe. Figure 4.9 shows the predicted ozone concentrations for the four SSP scenarios
under study in the year 2100. One Dobson Unit (DU) corresponds to a layer of ozone that would be
0.01 millimetres thick at the surface. Only tropospheric ozone concentrations are considered, leading
to lower values than visualisations that include stratospheric ozone.

Each scenario exhibits a similar latitude-dependent distribution of tropospheric ozone. The projec-
tion shows relatively low surface-level ozone concentrations in tropical regions (0◦–30◦ latitude). This
low concentration is primarily due to convective activity, which transports ozone-poor air from the bound-
ary layer to higher altitudes. This results in a dilution effect that minimises tropospheric ozone levels in
these areas. Conversely, the mid-latitudes (30◦–60◦ latitude) exhibit significantly higher tropospheric
ozone concentrations. The map indicates elevated ozone levels in regions with substantial anthro-
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Figure 4.9: Mean tropospheric column ozone in 2100 as projected by the ConvLSTM model for SSP1-2.6 (a), SSP2-4.5 (b),
SSP3-7.0 (c) and SSP5-8.5 (d). Ozone levels are presented in Dobson units (DU) on a scale from zero to 60, with the darkest

shade of red denoting any value higher than 60 DU.

pogenic emissions of ozone precursors from industrialised and urbanised sectors. Under moderate
UV radiation conditions, these precursors enhance photochemical ozone production. Additionally, at-
mospheric transport mechanisms, such as the subtropical jet stream, facilitate the movement of ozone-
enriched air from higher latitudes and the stratosphere into mid-latitude regions, further contributing to
elevated ozone concentrations observed in these areas.

At high latitudes (>60◦ latitude), the plots show generally lower tropospheric ozone concentrations,
attributed to reduced solar radiation that limits photochemical ozone production. Seasonal variations
of ozone levels are effectively filtered out by the Butterworth filter described in section 3.3.2, and thus
not visible. The overall latitude-dependent distribution of tropospheric ozone shows a clear gradient:
lower ozone levels in the tropics due to convective dilution, elevated concentrations in the mid-latitudes
driven by anthropogenic emissions and atmospheric transport, and lower ozone levels in high latitudes
influenced by decreased photochemical activity.

Lastly, by 2100, SSP scenarios modelling lower radiative forcing show lower overall mean tropo-
spheric ozone concentrations compared to scenarios modelling higher radiative forcing. This increase
is primarily visible near urban areas around the mid-latitudes, especially near Southeast Asia, the Mid-
dle East, and the Mediterranean. This is likely related to the increase in O3 precursor for the projected
climate scenarios in these regions.

To assess the accuracy of the spatial resolution of the model, the results from figure 4.9 can be
compared to the corresponding CMIP6 projections. Figure 4.10 shows the mean absolute error be-
tween the ConvLSTM and CMIP6 projections for the considered SSP scenarios. Here, darker shades
indicate a lower error, while lighter colours indicate a larger error. This figure demonstrates the model’s
capacity to predict ozone’s spatial distribution accurately.
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Figure 4.10: Spatially resolved mean absolute error (MAE) as a percentage between the ConvLSTM projections and CMIP6
data for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d).

Each projection reveals substantial errors near the polar regions, with SSP1-2.6 and SSP2-4.5 also
exhibiting pronounced inaccuracies in the tropics, particularly over Southeast Asia and the Central
Pacific. When examining these patterns in conjunction with figure 4.9, it becomes evident that the
errors predominantly occur in regions of low absolute ozone concentrations. Depending on the model,
errors in these areas can reach up to 40%, highlighting a significant limitation in capturing ozone levels
in these specific zones.

Conversely, themid-latitudes, characterised by higher ozone concentrations, display relatively smaller
errors. This pattern suggests that the model performs better in regions where precursor emissions
strongly influence ozone production. The pronounced errors near the polar regions may also relate to
the seasonal variability of ozone in these areas. Since the surrogate model does not explicitly account
for seasonal fluctuations, discrepancies arise when compared to actual observations or high-resolution
models that incorporate this variability.

The spatial distribution of bias and variance provides additional insights into the model’s accuracy,
as summarised in table 4.3. For instance, SSP1-2.6 and SSP2-4.5 exhibit negative biases, with SSP2-
4.5 showing a particularly significant underestimation of ozone levels. Conversely, SSP3-7.0 and SSP5-
8.5 show positive biases, indicating a tendency to overestimate global ozone concentrations. The vari-
ance, represented by one standard deviation, remains relatively consistent across scenarios, though it
is lower for SSP3-7.0 and SSP5-8.5 compared to SSP1-1.9 and SSP2-4.5. This pattern, where bias re-
mains consistently lower than variance, indicates that although the model’s average predictions closely
match the actual values, it lacks precision, resulting in variability around the expected outcomes.
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Table 4.3: Spatial bias and variance of the error between ConvLSTM O3 predictions and CMIP6 O3 simulations for each
scenario at the end-of-simulation in 2100.

Scenario Bias (DU) Bias (%) SD (DU) SD (%)

SSP1-2.6 -1.05 -2.1 3.11 11.0

SSP2-4.5 -2.91 -9.0 3.35 10.4

SSP3-7.0 1.92 5.1 2.49 6.6

SSP5-8.5 0.19 0.6 2.95 8.9

4.2. Validation
During validation, a model is assessed for its effectiveness in solving the problem it was designed for.
This includes evaluating its accuracy on training data and its ability to predict the impact of hydrogen
emissions on atmospheric composition. This section compares the models’ response to hydrogen
emissions to similar experiments in literature, most notably those performed by Warwick et al. (2022).
It is important to note that for subsequent results are obtained using a model trained on all folds, in
contrast to the verification results which are derived using a cross-validation approach. The difference
between these two models is explained in section 3.3.2.

The model is initialised under the same initial conditions as the baseline experiment from Warwick
et al. (2022). Subsequently, two experiments are performed. The first experiment captures the model’s
response without hydrogen emissions. Subsequently, a second experiment is perturbed by a step in hy-
drogen emissions, increasing mean tropospheric hydrogen levels by 1000 ppb. The difference between
these two experiments is analysed to obtain the model’s specific response to hydrogen emissions. To
make the results comparable to those provided by the study of Warwick et al. (2022), background con-
centrations of all species are fixed at their 2014 values. The response of OH simulated by the box
model is shown in figure 4.11.
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Figure 4.11: Box-model response of H2 to a step of 420 ppb/year in H2 emissions (a), resulting in a decrease in OH
concentrations (b) over 100 years.

Using the same input parameters, and thus excluding the effect of additional CH4 sinks and CH4
feedback modelled by Bertagni et al. (2022), the box model used in this thesis is the same as the one
employed by Warwick et al. (2022). Therefore, the response of OH to H2 emissions approaches the
steady state solution given by the same study. This result allows the direct comparison between the
results from Warwick et al. (2022) and the results from the surrogate models and lays the foundation
for the subsequent analysis of the model’s effect on CH4, O3 and radiative forcing.

Figure 4.12 shows the steady state response of the surrogate models to a perturbation of OH. The
error bars are generated using the averaged results of the last 25 years of simulation. The results are
compared to results from the same experiment performed by Warwick et al. (2022) using the UKESM1
model and by Sand et al. (2023) using the GFDL, INCA, OsloCTM, and WACCM models.
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Figure 4.12: Response of the LSTM and ConvLSTM models to an OH perturbation, analysed for CH4 (a), O3 (b), and SWV (c).
The results are compared with outputs from the UKESM1 model (Warwick et al., 2022) as well as the GFDL, INCA, OsloCTM,
and WACCM models (Sand et al., 2023). Each result represents the mean value from the final 25 years of the simulation, with

error bars reflecting one standard deviation.

The response of CH4 shows a significant spread when compared to the spread of the results from
the various models. This spread is caused by the autoregressive nature of the models, where small
errors at the early stages of the projection can propagate over time. The mean of the projections is
seen to be in broad agreement with the results from the UKESM1 model used in the study by Warwick
et al. (2022) in particular. When compared to the results from Sand et al. (2023), the model seems to
overestimate the response of CH4 to a perturbation in OH.

Similar results are noted for the simulation of tropospheric O3. The mean of the ensemble of models
again aligns with the results from the UKESM1 model simulation, showing an increase of 1.23 DU in
tropospheric O3 in response to an increase of 1000 ppb in tropospheric H2. The spread in the results
relative to the spread in the climate model results is significantly smaller. This can be attributed to the
complexity of modelling O3 causing a larger discrepancy between different climate models.

Finally, section 4.2 shows the results of the SWV simulations. Clearly, the INCA and WACCM mod-
els differ significantly in their method of simulation SWV, resulting in significantly smaller values of SWV
perturbation compared to the UKESM1, GFDL, and OsloCTM models. The results from the surrogate
model show a minor spread compared to the spread in the climate models. This is a consequence
of the current methodology employed to derive the effect of H2 emissions on SWV levels. The sur-
rogate model only computes methane-induced perturbations of SWV, with non-methane-induced per-
turbations calculated using simplified expressions as explained in section 3.3.3. As the non-methane-
induced part accounts for about 300 ppb of SWV, the spread in the final results is relatively small.

The spatial resolution of the increase in tropospheric O3 is plotted in figure 4.13. Only changes higher
than 0.1 DU are shown. In agreement with Warwick et al. (2022), the model predicts increases in O3 to
be centred around the tropics and mid-latitudes, with the largest increases visible near Southeast Asia,
the Middle East, the area spanning from Middle America to Africa and parts of the Pacific.
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Figure 4.13: Spatially resolved response of O3 to a perturbation of CH4. Only changes with a magnitude higher than 0.1 DU
are shown.

Radiative Forcing
The changes in tropospheric CH4 and O3 are converted to radiative forcings using the scaling factors
shown in table 3.4. Figure 4.14 plots the contribution of CH4, O3 and SWV to the total radiative forcing,
normalised per ppb increase in H2.
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Figure 4.14: Comparison of the resulting radiative forcing normalised for unit increase in H2 mixing ratios for the validation
experiments compared to similar results from the models used in the studies by Warwick et al. (2022) and Sand et al. (2023).

The figure presents the RF results for the surrogate models developed in this study alongside results
from the literature, specifically the UKESM1, GFDL, OsloCTM,WACCM, and INCAmodels. The vertical
axis shows the RF per ppb increase in H2 (W/m2 per ppb), while the horizontal groupings compare the
RF values from this study’s models to those from previous studies.

From the results, CH4 and O3 emerge as the dominant contributors to RF, while SWV shows a
smaller but consistent contribution. The surrogate models developed here show good agreement with
the literature values for CH4 and O3, indicating their ability to replicate known climate impacts of H2-
driven perturbations. However, slight differences are observed for SWV, which may reflect variations
in how different models represent stratospheric water vapour processes.

The consistency between the surrogate models and literature values supports the models’ robust-
ness and their applicability in projecting the climate impacts of H2 emissions. Furthermore, the results
provide confidence in using thesemodels for further analyses, such as quantifying uncertainties through
Monte Carlo simulations or exploring the effects of alternative emission scenarios.
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4.3. Sensitivity Analysis
Understanding the impact of key hyperparameters is essential for achieving optimal performance in the
development and optimisation of neural network models for predictive analytics. This section presents
a sensitivity analysis focused on two critical hyperparameters that have not been optimised using the
tuner described in section 3.3.2: batch size and window size. Furthermore, the impact of selecting the
training set is analysed by presenting results from training the model exclusively on historical data.

This sensitivity analysis provides insights into the LSTM model’s robustness and adaptability by
systematically varying these parameters and assessing their effects on model performance. Sensitivity
analysis is computationally expensive, as a full ensemble of models needs to be trained for each set
of hyperparameters analysed. The ConvLSTM model is significantly more computationally expensive
to train due to the larger two-dimensional datasets required for training. Full sensitivity analysis of this
model, therefore, falls outside of the scope of this research. The following presents results only for the
LSTM model.

Sensitivity to Window Hyperparameters
Batch size and window input width are two hyperparameters that play crucial roles in the training effi-
ciency and performance of machine learning models. Smaller batch sizes can lead to noisy gradient
estimates but may help the model escape local minima, while larger batch sizes provide more stable
gradient estimates but require more memory and may converge to suboptimal solutions. Additionally,
the choice of window size determines the amount of historical information the model considers, affect-
ing its ability to capture temporal dependencies and patterns within the data. An appropriately selected
window size can enhance the model’s predictive accuracy by providing sufficient context, whereas an
inadequate window size may lead to underfitting or overfitting. Balancing these hyperparameters is
essential for optimising model performance, ensuring that the model learns effectively from the data
while maintaining computational efficiency.

The effect of these parameters is analysed by computing the bias and variance in the model ensem-
bles at end-of-simulation, similarly to section 4.1. Figure 4.15 shows the batch size and window input
size heatmap evaluated on bias and variance.
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Figure 4.15: Correlation plot between the bias and variance for the nine simulations performed. An increase in batch size (a)
or window size (b) is plotted as a gradient. Each experiment contains mean ensemble results from all six scenarios (SSP1-1.9 -

SSP5-8.5), resulting in 54 results per graph, or 18 per hyperparameter value.

In the batch size plot, darker colours shift slightly towards the left compared to lighter shades. This
indicates a slight trend where an increase in batch size decreases the variance of the model ensemble.
Furthermore, a slight upward trend is visible in the bias, indicating that the model tends to overestimate
more on average compared to smaller batch sizes. Neither of these trends is visible in the window size
plot, where the data points are scattered rather randomly.

The absolute effect of increasing batch or window size is insignificant compared to the overall vari-
ance or bias, demonstrating that the model is robust to changes in these hyperparameters. These
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trends can be attributed to the effects of batch size on the training dynamics of the model ensemble.
Larger batch sizes result in more accurate and stable gradient estimates, reducing forecast variance
by providing a more comprehensive representation of the data distribution. While this enhanced stabil-
ity improves consistency across runs, it can also constrain the model’s ability to generalise, leading to
higher bias as the model becomes less sensitive to data variability and converges to more rigid decision
boundaries.

Sensitivity to Training Data
Machine learning models are data-driven; their accuracy, therefore, depends greatly on the quality
of the training data. In this study, the machine learning models are trained on scenario simulations
provided by the MRI-ESM2.0 model. This model has its underlying assumptions, uncertainties, and
inaccuracies. Consequently, themachine-learningmodel might be overfitting while predicting outcomes
that are not representative of real observations.

Therefore, it is useful to investigate the model’s sensitivity to training data. By truncating the train-
ing data to 2014, the model will effectively be trained on simulations from the MRI model that are
constrained using observations. The resulting temporal evolutions of the model ensembles for the four
common SSP scenarios are provided in figure 4.16.
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Figure 4.16: Temporal evolution of mean tropospheric CH4 molar fractions (expressed in ppb) as simulated by the
MRI-ESM2.0 model for SSP1-2.6 (a), SSP2-4.5 (b), SSP3-7.0 (c) and SSP5-8.5 (d) (black dots), plotted against the LSTM

predictions (shaded red) and the mean of the LSTM predictions (bold red). The model simulates from the year 2035 onwards.

These graphs show a larger variance in the data near the tail-end of the simulations when compared
to the simulations leveraging the full training dataset (figure 4.3). The variance is significantly greater for
scenarios modelling future decreases in CH4 emissions, such as SSP1-2.6 and SSP2-4.5. SSP3-7.0
remains relatively unchanged compared to the original simulations. There is a simple explanation for
this phenomenon. The current historical dataset contains only data where CH4 levels are increasing.
This prevents the machine learning model from learning the relationship between the features that
result in declining CH4 emissions, causing significant divergence during inference.
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4.4. Discussion
This section discusses the key findings from the model verification and validation process. It begins
with an evaluation of the model’s accuracy, followed by an examination of its limitations and potential
applications. The section concludes with suggestions for optimizing the model architecture to enhance
performance.

Model Accuracy
The loss curves for the LSTM-CH4, LSTM-SWV and the ConvLSTM-O3 model displayed in figure 4.2,
figure 4.5 and figure 4.8 are free of erratic behaviour, show a steady convergence towards a plateau
and don’t exhibit any validation loss divergence throughout the simulation. This suggests that both
models are training effectively without overfitting on any specific feature. Convergence between the
different validation folds is also similar, further indicating that the model is generalising well between
different climate projections. Simply put, this means that the model is capable of accurately predicting
the response of CH4 and O3 at different background concentrations of their precursors. The LSTM
model is seen to trigger early stopping at a lower epoch and conversely higher loss than the other
folds. Because this behaviour is evident for all four testing scenarios, it can be concluded that the
two scenarios (SSP4-6.4 and SSP5-8.5) less generalisable compared to the other scenarios. This
phenomenon is not seen in the ConvLSTM loss curves, suggesting that the epoch cut-off is set too low.
Further investigation of effect of the maximum epoch number and early stopping parameters is needed
to optimise both models’ learning behaviour.

The argument that the model is accurate and generalises well between the different scenarios is
corroborated by the temporal evolution plots shown in figure 4.3. For all scenarios, the predictions
form a Gaussian distribution, indicating that the individual error at end-of-simulation is attributable to
random errors propogated during autoregression. The error of a prediction can be greatly reduced by
taking the mean of an ensemble of models. The bias of the model ensamble is then indicative of the
systematic error in the predictions, and can therefore provide insights into the accuracy of the machine
learning model. The error for the both LSTM models is generally low, between 2% and 5%, which is
deemed sufficiently accurate for the intended purpose of the model.

The spatial error in the ConvLSTM simulations shows that themodel struggles to accurately forecast
location-specific ozone perturbations over longer time periods. With errors >40%, the model should not
be used to gain accurate insights into local effects of hydrogen emissions on tropospheric ozone. The
assumptions used in this study that H2 and CH4 are well-mixed such that the box model can be used
are not compliant with regional analysis, however, and never within the intended scope of the model.
Table 4.3 shows that the model ensemble is capable of determining the mean tropospheric ozone levels
within 10% of its simulated 2100 values. This outcome aligns with the model’s design, which focuses
on broad-scale trends over long time horizons rather than precise spatial predictions.

In section 4.3, the sensitivity of the model to key hyperparameters and training data selection is investi-
gated. Minor improvements can be achieved by optimising for batch size, but this is a trade-off between
memory usage during training and incremental decreases in model variance. Optimisation for batch
size largely depends on the machine the model is run on and should be considered on a case-by-case
basis.

The model is robust to changes in input width size. This indicates the model can effectively cap-
ture the necessary temporal dependencies irrespective of the specific window size. Consequently, this
supports the choice of an LSTM model. These models are usually employed to model the long-term
dependence of data but can also have distinct advantages in modelling atmospheric chemistry. Due to
the large spread in atmospheric lifetimes and temporal dynamics of emissions and species, a ’normal’
RNN might be more susceptible to overfitting to seasonal noise or incorrect dependencies between
species. However, LSTM models are more computationally expensive. Future studies should, there-
fore, investigate the trade-off between computational cost and the suggested additional accuracy of an
LSTM model.

The sensitivity analysis shows a significant dependency on the selection of training data. The sub-
stantial increase in variance for the lower SSP scenarios when only trained on historical data argues
that this is a direct result of its limited scope. Because the historical data does not contain any de-
creases in methane, the model is incapable of learning the underlying patterns necessary to predict
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declining methane concentrations in these scenarios accurately. Furthermore, the reduction in size of
the training dataset also increases the variance and bias of the higher SSP scenarios. This logically
follows the principle that machine learning models are inherently data-driven, with their performance
closely tied to the quality and quantity of the training data. Due to the computational cost associated
with training the ConvLSTMmodel, the sensitivity analysis is only performed on the LSTMmodel. For a
more comprehensive analysis, future studies should also replicate the sensitivity analysis for the Con-
vLSTM model. Nonetheless, given the similar recurrent structure of the models, it is expected that the
findings will be largely consistent.

The low bias observed across all scenarios in both models, together with their robustness to hyper-
parameter variations as shown in the sensitivity analysis, suggests that the models generalise the
atmospheric chemistry of CH4 and O3 accurately. The purpose of the model, however, is not necessar-
ily accurate predictions compared to the underlying CMIP6 simulations. Rather, the aim of the model
is to assess the effect of H2 emissions on CH4 and O3, together with their radiative forcing. As such,
validation is required to prove that the model can accurately model the consequences of H2 perturba-
tions on atmospheric composition. This is achieved by validating the model against similar experiments
performed by Warwick et al. (2022) and Sand et al. (2023).

The surrogate model demonstrates strong agreement with results from the literature. Specifically,
the validation results for CH4 and O3 closely align with the findings of Warwick et al. (2022). However,
the largest discrepancy is observed in the SWV validation, where the model appears to underestimate
SWV production. This is likely due to the simplified method used in this thesis to calculate non-methane-
induced SWV perturbations. Nonetheless, conventional climate models such as INCA and WACCM
exhibit even larger discrepancies, suggesting that the surrogate model provides a relatively robust and
efficient alternative for assessing SWV-related impacts. Figure 4.14 shows how the surrogate models
developed in this study compare with RF values from literature models, including UKESM1, GFDL,
OsloCTM, WACCM, and INCA. The figure highlights the surrogate models’ strong agreement with
literature values for CH4 and O3, which dominate RF contributions, while showing slight discrepancies
for SWV. Overall, these results provide great confidence that the models are capable to generalise the
atmospheric chemistry of H2, and are capable of providing accurate results for a wide range of future
climate scenarios.

To account for the error resulting from the machine learning models, a standard error (SE) of 20%
is appended to the Monte Carlo simulation for further analysis for both the CH4 and O3 models. This
means the Monte Carlo simulation randomly samples an error factor from a Gaussian distribution with
a mean of zero and a standard deviation of 0.2. The net increase in CH4 or O3 between a baseline and
a perturbed simulation will then be multiplied by this factor.

Model Limitations and Use Cases
The surrogate model developed in this study employs a Long Short-Term Memory (LSTM) recurrent
neural network to approximate the behavior of complex atmospheric processes. While this approach
offers significant computational advantages, it is important to acknowledge its inherent limitations to
ensure appropriate application and interpretation of the results.

One major limitation is the model’s accuracy in capturing the full complexity of atmospheric chem-
istry. Despite its ability to model temporal dependencies, the LSTM neural network cannot encompass
all the intricate interactions and nonlinear feedback mechanisms present in comprehensive climate
models. This simplification can lead to discrepancies between the surrogate model’s predictions and
those of full-scale models, particularly under extreme or novel atmospheric conditions.

Furthermore, the model’s performance is heavily dependent on the quality and representativeness
of the training data. Since the LSTM neural network learns patterns from historical data, any biases,
errors, or gaps in the underlying datasets can directly affect its predictive capabilities. The surrogate
model is only as accurate as the data it was trained on andmay not generalise well to conditions outside
the range of the training set.

Despite these limitations, the primary strength of the LSTM-based surrogate model lies in its com-
putational efficiency and ability to handle sequential data. Its rapid processing capabilities enable the
execution of a large number of simulations in a fraction of the time required by full-scale climate models.
This efficiency opens up valuable opportunities for scenario exploration and uncertainty quantification.
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Use Cases
• Scenario Analysis: The LSTM surrogate model allows for efficient exploration of a wide array
of emission scenarios and policy interventions. By rapidly simulating atmospheric responses
to various inputs, it enables researchers to assess potential future states of the climate system
under different assumptions. This capability is particularly useful for identifying key drivers of
atmospheric composition changes and informing strategic decision-making in climate policy.

• Uncertainty Analysis: The computational speed of the LSTM model makes it well-suited for
performing extensive uncertainty quantification. It facilitates the execution of large ensembles of
simulations to evaluate how uncertainties in input parameters propagate through the model. This
approach aids in quantifying confidence levels of predictions and in identifying the most influential
variables affecting atmospheric chemistry and climate forcing.

Model Optimisation
To enhance the performance of the LSTM model in predicting the temporal evolution of methane con-
centrations, one potential improvement is the implementation of teacher forcing during training. Teacher
forcing involves using the actual target outputs as inputs for the next time step during training, rather
than the model’s own predictions. This technique can mitigate the problem of error accumulation in
autoregressive models, where small prediction errors can propagate and amplify over time, leading to
significant deviations in long-term forecasts. By providing the true previous outputs during training, the
LSTM can learn to correct its errors and improve its ability to handle sequences, ultimately enhancing
the accuracy of long-term predictions.

The ConvLSTMmodel could be enhanced by increasing the depth of the convolutional layers, which
could significantly improve its feature extraction capabilities. Adding more convolutional layers allows
the model to learn hierarchical representations of the spatial data, capturing both low-level features
like local gradients and high-level features such as broader spatial patterns and trends. Deeper ar-
chitectures can enable the model to better understand complex interactions and dependencies in the
atmospheric data, potentially leading to more accurate predictions of ozone concentrations across dif-
ferent regions and time periods.

Lastly, conducting a more extensive hyperparameter tuning process could further enhance the per-
formance of both models. While the current approach employs random search within specified ranges
for key hyperparameters, expanding the search space and utilising more sophisticated optimisation
techniques like Bayesian optimisation or genetic algorithms could identify more optimal configurations.
Additionally, incorporating cross-validation methods and experimenting with different architectures, ac-
tivation functions, and regularisation techniques could help prevent overfitting and improve generali-
sation of unseen data. A thorough hyperparameter optimisation process is essential for maximising
model performance and ensuring robust predictions in the context of future climate scenarios.



5
Scenario Analysis

This chapter investigates the effect of fugitive hydrogen emissions on atmospheric composition and ra-
diative forcing using the model verified and validated in the previous chapter. First, section 5.1 presents
the results from the Monte Carlo simulation. Afterwards, in section 5.2, three narratives are presented
that will be explored in more detail. The results from the Monte Carlo simulation and case studies are
discussed in section 5.3.

5.1. Uncertainty Analysis
The primary advantage of the model developed in this research is its ability to generate predictions
rapidly, offering significant efficiency gains over conventional climate models. Traditional models, while
highly accurate, require powerful supercomputers and extensive computational resources, often taking
weeks or months to complete a simulation due to their complexity, grid resolution, and numerous vari-
ables. This limits their practicality for exhaustive scenario analyses or uncertainty quantification, which
demands numerous iterations across a broad range of inputs.

In contrast, the model presented here approximates the behaviour of traditional models with far less
computational intensity. On standard consumer hardware, it generates a 65-year climate projection in
about 20 seconds, compared to a week required by supercomputers for the same task Acosta et al.
(2024). This makes the surrogate model approximately 30,000 times faster, even without factoring in
the hardware disparity. This efficiency enables the quantification of uncertainties in the atmospheric
chemistry of H2. The results of such uncertainty analysis, including the Monte Carlo simulation, are
presented in section 5.1.

First, fugitive emissions from aviation are estimated. The resulting curves are a function of the adoption
curve, aviation fuel consumption, and leakage assumptions used as inputs to the Monte Carlo simula-
tions. Figure 5.1 presents the resulting temporal evolution of hydrogen emissions between 2025 and
2100.
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Figure 5.1: Fugitive H2 emissions between 2025 and 2100 projected using parameters from the Monte Carlo simulation. Each
shaded line indicates a single simulation, with the dashed lines indicating the maximum and minimum scenarios.
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The influence of the adoption curve assumption is evident, with fugitive emissions increasing in
three separate bands. Near the end of the simulation, the adoption curves have reached saturation.
At this point, the spread in results is only a function of the leakage assumptions and the aircraft fuel
consumption scenario. The values used in this Monte Carlo simulation, described in table 3.4, result
in a significant spread of approximately 50 Tg of hydrogen in the year 2100.

The box model uses these additional hydrogen emissions as input to derive the temporal evolution of
tropospheric mean H2 and OH. At this point, background emissions for the various SSP scenarios start
to influence the model, necessitating that scenario-specific results are separated. Scenario SSP5-8.5
is omitted from this analysis due to its similarity to SSP3-7.0. Results for the temporal evolution of these
species are visible in figure 5.2 and figure 5.3, respectively.
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Figure 5.2: Temporal evolution of tropospheric mean H2 mixing ratios due to H2 emissions, with scenario SSP1-2.6 (a),
SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each shaded line represents a projection from the Monte Carlo

simulation, and the dashed lines represent the minimum and maximum values.

Hydrogen is not explicitly output by the CMIP6 scenarios; therefore, its emissions are initialised
according to results from Bertagni et al. (2022) and constant in the years before 2035. After this year,
fugitive emissions commence, showing a general increase in H2 levels across the three scenarios. At
this point, other variables parametrized by the Monte Carlo simulation are also changed. This includes
the H2 deposition lifetime kd, the additional CH4 sink lifetime ks, and the CH4 feedback yield α. This
variable change (in particular a change in kd) results in a sudden spread in projected H2 developing
between 2035 and 2040. This is not representative of reality. Nonetheless, the output of the box model
is only the difference in OH between a perturbed and baseline projection. Therefore, this discrepancy
cancels out, allowing for it to be ignored.

There are notable differences between the projections of the three scenarios. SSP1-2.6, for the
same fugitive H2 emissions, shows a substantially smaller increase in H2 compared to SSP3-7.0. Fur-
thermore, the spread of the predictions seems to increase in the same order, with SSP3-7.0 exhibiting
the widest range of outcomes, while SSP1-2.6 remains relatively constrained. The differences in emis-
sions considered in each scenario must account for these phenomena, as they are the only factors
distinguishing the simulations at this stage. A full explanation of these phenomena and their implica-
tions is provided in section 5.3.

H2 competes with CH4 and CO for OH. Under nominal conditions, a greater increase in H2 (SSP3-7.0)
is expected to result in greater decreases in OH. However, figure 5.3 shows different behaviour. This
figure plots the difference between a control simulation and a perturbation simulation. Therefore, the
figures show the change in OH that can be directly attributed to increases in H2 emissions.

SSP1-2.6 shows a large reduction in OH, contrasting the relatively minor increase in H2 visible in
figure 5.2. Conversely, the large increase in hydrogen emissions projected for the SSP3-7.0 scenario
does not lead to OH reduction of similar magnitude. This can be explained by considering the back-
ground concentrations of CH4, CO and OH. The temporal evolutions of these species as projected by
CMIP6 simulations are provided in figure 5.4, for each scenario.

This figure shows that increases in CH4 and CO emissions reduce - or limit the increase of - OH. As
a result, the oxidative capacity of the troposphere is greatly reduced under SSP3-7.0 when compared to
SSP1-2.6 and SSP2-4.5. When excess hydrogen is introduced to the troposphere, less OH is available,
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Figure 5.3: Temporal perturbation of tropospheric mean OH mixing ratios due to H2 mixing ratio increases, with scenario
SSP1-2.6 (a), SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each shaded line represents a projection from the

Monte Carlo simulation, and the dashed lines represent the minimum and maximum values.
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Figure 5.4: Temporal evolution of tropospheric mean H2 mixing ratios due to H2 emissions, with scenario SSP1-2.6 (a),
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simulation, and the dashed lines represent the minimum and maximum values.

leading to higher H2 concentrations. This can also be approached from the perspective of the effect of
H2 on the lifetime of CH4. At elevated background CH4 levels, additional H2 will interact less with OH,
thereby reducing its effect on CH4 lifetime. This topic is discussed elaborately in section 5.3.
Figure 5.5 illustrates how the reduction of OH impacts CH4. Here, the temporal evolution of mean
tropospheric CH4 mixing ratios is plotted for the various scenarios. It is important to note that while the
axes in these plots are not shared, the scale of the axes is the same.

These plots demonstrate how the decreasing reduction in OH propagates into CH4 projections.
Where SSP1-2.6 shows a mean CH4 increase of 50 ppb, this value is halved for SSP2-4.5 and almost
negligible for SSP3-7.0. Notably, while SSP2-4.5 and SSP1-2.6 show similar reductions in OH, this
does not seem to translate into equal increases in CH4. This could be related to the temporal evolution
of OH seen in figure 5.4, where OH levels only increase towards around 2060, in contrast to SSP1-2.6,
which shows a steeper initial increase after which it levels out.

For tropospheric O3, similar plots can be generated. These plots are presented in figure 5.6. Tropo-
spheric O3 is mostly formed through its interactions with CH4. Thus, the perturbation visible in figure 5.5
is predicted to propagate similarly into the O3 temporal evolution.

Figure 5.7 shows the resulting effective radiative forcings resulting from the Monte Carlo Simulation
for the three considered SSP scenarios. The slope of the fits through these points provides information
about the radiative efficiency of hydrogen during a certain background climate state—ameasure of how
effectively hydrogen influences radiative forcing under the given atmospheric and climatic conditions.
This slope reflects the sensitivity of the radiative forcing to changes in hydrogen emissions, accounting
for interactions with methane, ozone, and water vapour. By analyzing these fits, insights can be gained
into the variability of hydrogen’s climate impact across different scenarios and time periods. The results
emphasize the role of background climate in modulating the radiative effects of hydrogen leakage,
highlighting its potential implications as an alternative fuel in future climate scenarios.
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Figure 5.5: Temporal evolution of tropospheric mean CH4 mixing ratios due to OH perturbations, with scenario SSP1-2.6 (a),
SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each shaded line represents a projection from the Monte Carlo

simulation, and the dashed lines represent the minimum and maximum values.
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Figure 5.6: Temporal evolution of tropospheric mean O3 mixing ratios due to CH4 perturbations, with scenario SSP1-2.6 (a),
SSP2-4.5 (b) or SSP3-7.0 (c) as background climate state. Each shaded line represents a projection from the Monte Carlo

simulation, and the dashed lines represent the minimum and maximum values.
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Figure 5.7: Plot of the H2-induced change in effective radiative forcing against the increase in mean tropospheric H2 mixing
ratios - also referred to as radiative efficiency of H2. Each dot represents a result from the Monte Carlo simulation. The results
are color-coded per scenario, green represents SSP1-2.6, blue SSP2-4.5 and red SSP3-7.0. The results for each scenario are
fitted using a 2nd-order polynomial. The grey dashed line represents the radiative efficiency of H2 derived by Warwick et al.

(2022).
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The y-axis represents the change in superposition of CH4, tropospheric O3 and SWV radiative forcing
evaluated in 2100. The x-axis shows the change in mean tropospheric H2 directly attributable to fugitive
H2 emissions. It is computed by taking the difference between the perturbed and baseline scenarios
and, therefore, does not account for increases in the lifetime of H2 due to additional CH4 emissions.
This allows for a direct comparison of the radiative efficiency of H2 with values found in the literature.

The results for each scenario reveal distinct trend separations, highlighting that the radiative effi-
ciency of H2 is highly sensitive to the atmospheric concentrations of other species. These trend slopes
can be analyzed and compared against values reported in the literature. Reference values derived by
Paulot et al. (2021) and Warwick et al. (2022) are plotted on the same graph, representing linear slopes
passing through the origin. Notably, SSP1-2.6 exhibits a much steeper slope, whereas SSP2-4.5 and
SSP3-7.0 demonstrate a more moderate RF increase with rising H2 levels.

In figure 5.8, the contribution of each GHG indirectly affected by H2 emissions to the total change in
radiative forcing is plotted. Each coloured bar represents the mean of the individual contributions of a
species, and the grey bar represents the combined radiative forcing. The spread of the simulations is
visualised using whiskers representing one standard deviation.
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Figure 5.8: Bar plots indicating the mean contribution of CH4, O3 and SWV to the total radiative forcing for SSP1-2.6,
SSP2-4.5, and SSP3-7.0. The black whiskers represent the uncertainty, expressed as ±1 standard deviation (SD).

Table 5.1: Summary of the mean contributions of CH4, O3 and SWV to the H2-induced radiative forcing for SSP1-2.6,
SSP2-4.5 and SSP3-7.0.

Scenario SSP1-2.6 SSP2-4.5 SSP3-7.0

ERFCH4 (mW m−2) (%) 22.3 (50.9) 12.9 (45.0) 6.7 (26.5)

ERFO3 (mW m−2) (%) 37.5 (30.3) 8.7 (30.4) 4.5 (25.1)

ERFH2O (mW m−2) (%) 8.3 (18.8) 7.1 (24.6) 6.6 (37.3)

ERFtot (mW m−2) (%) 43.9 (100.0) 28.7 (100.0) 17.7 (100.0)

The relative contribution of each species to the total radiative forcing is not constant. The contribu-
tion of CH4 and O3 declines towards more pessimistic climate projections. Contrarily, the contribution
of SWV is seen to increase relatively but also in absolute terms. This is a direct consequence of the
method used to calculate SWV described in section 3.1. This calculation significantly impacts the re-
sults, necessitating an investigation of its implications. These implications are discussed in section 5.3.
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The individual contribution of parameter uncertainty to the indirect radiative forcing of H2 is determined
by configuring the Monte Carlo simulation on a case-by-case basis. A set of predictions is made,
allowing theMonte Carlo simulation only to sample one parameter. The resulting uncertainty in radiative
forcing provides insights into the significance of a certain parameter on the radiative effect of H2.

The results from this analysis for the SSP1-2.6 and SSP3-7.0 scenarios are plotted in figure 5.9. The
x-axis represents the relative change in radiative forcing resulting from the spread in input parameters.
The y-axis contains the results in terms of a box plot for each parameter. The width of the box plots,
thus, represents the uncertainty in RF as a function of the underlying parameter. The parameters are
sorted by their influence.
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Figure 5.9: Box plot illustrating the impact of input parameter uncertainty, as detailed in table 3.4, for SSP1-2.6 (green) and
SSP3-7.0 (red). The interquartile range (IQR) is divided by the median, with whiskers extending to 1.5 times the IQR.
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The assumed leakage factors contribute majorly to the uncertainty in radiative forcing. Depending
on the individual assumed leakage rate, the indirect radiative forcing of H2 is seen to vary by ±50%.
This effect is amplified in the Monte Carlo simulation, as the total emissions calculated with these
emission factors result from their multiplicative interaction. In other words, when a high application
leakage factor is combined with high values for leakage during production and delivery, the resulting
uncertainty will be significantly magnified, leading to a wider range of potential emissions outcomes.

The box model parameters for methane feedback and additional stratospheric sinks, α and ks, have
a minor effect on the overall uncertainty. However, the deposition lifetime of H2 causes an uncertainty
of about ± 20% in the final radiative forcing. Errors attributable to the surrogate models, σCH4 , and
σO3 are also relatively minor compared to the uncertainty resulting from the box-model and hydrogen
emissions scenario assumptions. When considering the uncertainties in radiative forcings, a significant
increase in uncertainty for SWV between the two scenarios becomes apparent. This is a product of
the increased relative contribution of SWV to the total radiative forcing shown in table 5.1.

5.2. Case Studies
While the Monte Carlo simulation offers a broad understanding of the potential impacts and uncertain-
ties associated with fugitive hydrogen emissions, it provides limited insight into the nuanced dynamics
of specific scenarios. To bridge this gap, it is beneficial to investigate case studies representing dis-
tinct narratives within the broader context of hydrogen adoption in aviation. Examining individual cases
allows for a more granular analysis of how specific combinations of factors—such as adoption rates,
leakage assumptions, and background atmospheric conditions—influence the outcomes.

This section presents five distinct case studies that explore different narratives for hydrogen emis-
sions’ impact on atmospheric composition and climate forcing. Each narrative embodies a unique set
of assumptions and parameters, reflecting possible real-world scenarios. A specific set of input param-
eters relating to the hydrogen emission model will be set in each case. This includes the assumptions
on the leakage factors, hydrogen adoption curve and the SSP scenario used to model background con-
centrations of relevant atmospheric gases. All scenarios assume that aviation will completely adopt H2
powered aircraft by 2100. The narratives are outlined as follows:

Case 1: Sustainable Development with Minimal Hydrogen Leakage
In this scenario, the world follows the SSP1-2.6 pathway, which represents a future where sustainable
development is the primary focus. Global cooperation is strong, leading to significant investments in re-
newable energy, technological innovation, and environmental protection. The international community
successfully implements policies to limit global warming to well below 2°C above pre-industrial levels,
in line with the Paris Agreement.

Hydrogen adoption in aviation is rapid and widespread. By 2050, 50% of the global aviation fleet is
powered by hydrogen, reaching full adoption by 2065. The hydrogen used is primarily produced from
renewable energy sources (green hydrogen), ensuring minimal carbon emissions during production.
The minimal values for hydrogen leakage reflect highly efficient technologies and stringent regulations
that minimize fugitive hydrogen emissions throughout the supply chain—from production and storage to
transportation and refuelling. Advanced materials and monitoring systems are employed to detect and
prevent leaks, ensuring that the environmental benefits of hydrogen as a clean fuel are fully realized.

Case 2: Sustainable Development with Significant Hydrogen Leakage
This scenario also operates under the SSP1-2.6 pathway of sustainable development, emphasizing
global efforts to mitigate climate change and promote environmental sustainability. Hydrogen adoption
in aviation is as rapid as in Case 1, reaching 50% by 2050 and 100% by 2065. The aviation industry is
transitioning aggressively towards hydrogen to reduce carbon emissions.

However, in this case, the maximal values for hydrogen leakage are assumed. Despite the commit-
ment to sustainability, the rapid scaling up of hydrogen infrastructure leads to challenges in controlling
fugitive emissions. Technological limitations, insufficient regulations, or supply chain bottlenecks re-
sult in higher hydrogen leakage during production, storage, and distribution. The significant hydrogen
leakage has notable implications for atmospheric chemistry. This scenario highlights the importance
of not only adopting clean energy technologies but also ensuring that their implementation does not
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introduce new environmental challenges. It underscores the need for robust technological solutions
and regulatory frameworks to manage hydrogen leakage effectively.

Case 3: Hybrid Development with Moderate Hydrogen Leakage
Under the SSP2-4.5 pathway, the world takes a ”middle of the road” approach to development. Eco-
nomic growth and technological progress continue at a moderate pace, with some efforts towards
sustainability but without the aggressive policies seen in SSP1. Population growth is moderate, and
global disparities persist, leading to uneven progress in different regions.

Hydrogen adoption in aviation is gradual. The sector will reach 50% hydrogen-powered aircraft by
2060 and full adoption by 2085. This moderate pace reflects a balance between the desire to reduce
emissions and the economic and technological challenges of overhauling existing infrastructure. The
mean values for hydrogen leakage indicate that while some measures are in place to control emissions,
they are not as stringent or effective as in the minimal leakage scenarios. Technological advancements
and regulations lag behind the rapid adoption needed to minimize leakage fully. This scenario repre-
sents a pragmatic progression where both conventional fossil fuels and alternative energy sources
coexist for an extended period.

Case 4: Fossil-Fueled Development with Minimal Hydrogen Leakage
In this scenario, emissions follow the SSP3-7.0 pathway, characterized by regional rivalry and a focus
on energy security over environmental concerns. Economic growth is uneven, and international co-
operation is limited. High population growth and persistent inequalities lead to increased demand for
energy, predominantly met by fossil fuels.

Despite these challenges, hydrogen adoption in aviation occurs but at a slow pace, reaching 50%
by 2070 and full adoption by 2100. The slow adoption reflects technological barriers, lack of investment,
and policy priorities favouring fossil fuels. The limited hydrogen leakage minimizes the indirect climate
impacts associated with hydrogen use, such as methane lifetime extension and ozone formation. How-
ever, the overall benefits are constrained by the slow adoption rate and the continued dominance of
fossil fuels, resulting in high CO2 emissions from the aviation sector and other industries.

Case 5: Fossil-Fueled Development with Significant Hydrogen Leakage
Also set within the SSP3-7.0 pathway, this scenario represents a world where high challenges to mit-
igation persist, and regional conflicts hinder global cooperation on climate action. Economic priorities
focus on immediate concerns over long-term sustainability, and technological innovation is unevenly
distributed.

Hydrogen adoption in aviation is slow, mirroring Case 4, with 50% adoption by 2070 and full adop-
tion by 2100. However, this scenario assumes maximal values for hydrogen leakage. The combination
of slow adoption and significant leakage reflects inadequate technological development, poor infras-
tructure, and weak regulatory frameworks. Significant hydrogen leakage exacerbates indirect climate
impacts. Elevated atmospheric hydrogen levels reduce OH concentrations, extending the lifetime of
methane and enhancing its greenhouse effect. Additionally, alterations in ozone chemistry may con-
tribute to further radiative forcing changes.

This scenario highlights a worst-case outcome where the slow transition to cleaner energy sources
is compounded by poor implementation practices, leading to both direct and indirect negative environ-
mental impacts. It underscores the critical importance of not only adopting alternative fuels but also
investing in the necessary technology and regulations to manage them effectively.
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Figure 5.10 shows the resulting radiative forcing prediction for each case. In each simulation, the
parameters not set according to the method described here are randomly sampled in the same way
described in table 3.4.
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Figure 5.10: Mean change in ERF caused by fugitive H2 emissions across five cases, each representing different leakage
rates and background climate states. The results are colour-coded based on the background climate state: green for SSP1-2.6,

blue for SSP2-4.5, and red for SSP3-7.0. Error bars represent ±1 SD.

Table 5.2: Summary of changes in ERF due to fugitive hydrogen emissions for various case studies describing different
leakage rates and background climate states.

Scenario ERF (mW m−1) SD (mW m−1)

Case 1 7.7 ± 2.2

Case 2 62.7 ± 7.8

Case 3 19.6 ± 3.6

Case 4 4.6 ± 0.9

Case 5 20.6 ± 4.1

The scenarios simulating low hydrogen leakage, case 1 and case 4, produce the lowest radiative
forcings. At high hydrogen leakage rates, there is a significant discrepancy between cases where
optimistic or pessimistic projections on climate change mitigation are considered. Case 2, which uses
SSP1-2.6 for background concentrations, inhibits the largest radiative forcing. The disparity between
case 2 and the other cases indicates an exponential sensitivity to hydrogen emissions under scenarios
with strong climatemitigation efforts. In case 2, where SSP1-2.6 background concentrations are applied
alongside high hydrogen leakage rates, the low baseline levels of greenhouse gases such as CH4 and
CO in SSP1-2.6 amplify the indirect radiative effects of hydrogen emissions.

5.3. Discussion
This section discusses the interpretation of the results from the scenario analysis, as well as the effects
of the assumptions made in modelling and possible implications for future research. It will first examine
the key outcomes and their significance, assess the validity and impact of the underlying assumptions,
and outline potential directions for subsequent studies to build upon these findings.
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Interpretation of Results
Results from the Monte Carlo analysis show how various projections for future fugitive H2 emissions
from aviation sources will impact atmospheric composition and radiative forcing. Previous studies in-
vestigating this subject - or rather fugitive H2 emissions in general - have not considered the potential
implications of changing climate states on the (Sand et al., 2023; Warwick et al., 2022; Derwent, 2023;
Hauglustaine et al., 2022; Paulot et al., 2021). The surrogate model developed in this thesis allows for
previously infeasible rapid assessment of the indirect climate impact of H2, together with an exhaustive
analysis of the uncertainties of the atmospheric chemistry of H2.

Analysis of the temporal evolution of H2 and OH illustrate how various climate states drastically
influence the climate impact of H2. Under high CH4, the box model predicts a fiercer competition for
OH in the troposphere. As a result, OH levels remain low under these conditions. The lower availability
of OH results in a lower reaction rate with H2. Consequently, scenario projections with higher methane
emissions (SSP3-7.0) project higher levels of H2 in the troposphere, while the opposite is true for
scenario projections with lower CH4 emissions. Hydrogen’s indirect climate effect is mainly governed
by its perturbation of OH levels and subsequent chain reaction, increasing the lifetime of CH4 and
production of O3. Hence, the climate effect of hydrogen emissions is modelled to be greatly reduced
under pessimistic climate scenarios and exacerbated under optimistic scenarios.

These findings are consistent with existing literature. Although the study by Warwick et al. (2022)
did not model the effects of H2 across various climate states as comprehensively as this thesis, it did
examine the implications of reducing O3 precursors. The study found that decreasing the CH4 lower
boundary condition by approximately 10% increases the rate at which the lifetime of CH4 extends with
each incremental increase in the surface mixing ratio of H2. In other words, the climate impact of H2 is
amplified under lower CH4 emissions. The alignment of this study’s results with the simulations from
the conventional climatemodel strengthens the argument that the surrogatemodel is properly validated.

The relative contributions of CH4, O3 and SWV to the indirect total radiative forcing of H2 are given
by table 5.1. The relative contribution of CH4 and O3 decreases when for SSP2-4.5 and SSP3-7.0.
Conversely, the absolute - and thus relative - contribution of SWV increases. This absolute increase
is related to the method used to model SWV. Unlike CH4 and O3, the radiative forcing of SWV is only
partially modelled by the surrogate model. The argumentation for this decision is provided in section 3.1.
This leads to the direct correlation of SWV with increases of tropospheric H2 levels, which are found to
increase for the more pessimistic climate scenarios.

The radiative efficiency used to determine the radiative forcing of H2-induced SWV is taken directly
from Warwick et al. (2022). Simulations in this study found that approximately 25% of SWV radiative
forcing is through H2’s interaction with CH4, with the remaining 75% resulting from SWV formed by the
oxidation of H2 in the troposphere transported vertically to the stratosphere, or direct oxidation of H2
transported to the stratosphere. This results in a discrepancy in the context of this research, where
the interaction between H2 and CH4 is drastically altered. Reduced oxidation of H2 due to lower OH
levels and subsequent smaller perturbations of CH4 should lead to lower SWV levels than modelled in
this research. As such, the model is believed to overestimate the radiative forcing of SWV and, thus,
the overall radiative forcing for the pessimistic SSP3-7.0 scenarios. Following the same logic, it can be
argued that the model underestimates the contribution of SWV for the more optimistic SSP scenarios.
Future research should improve the accuracy of SWV modelling its alteration in the stratosphere due
to H2 emissions.

The total radiative forcing induced by H2 is plotted against the change in the mean tropospheric H2
mixing ratio to obtain the normalized radiative forcing. The simulation trends for various SSP scenarios,
illustrated in figure 5.7, demonstrate how hydrogen’s climate effect depends on the prevailing climate
state. These trends can be compared to the results from experiments by Warwick et al. (2022) and
Paulot et al. (2021). SSP1-2.6 shows a higher sensitivity in radiative forcing, while SSP2-4.5 and SSP3-
7.0 exhibit lower sensitivities. This variation logically results from the changing sensitivity of CH4 under
these scenarios, though the outcome may initially seem counterintuitive. Simply put, this indicates that
hydrogen emissions have a more detrimental effect on the climate in future emission pathways that
are more sustainable. Conversely, in more polluting pathways, the impact of hydrogen emissions is
significantly reduced.
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The Monte Carlo simulation is employed to quantify the effect of uncertainty in the input parameters
used in this model. The resulting uncertainty is extensive, with SSP1-2.6 indicating a spread in between
approximately 10 and 100 mW m−2 in H2-induced climate forcing. The parameter sensitivity analysis
displayed in figure 5.9 indicates this is mostly a result of the leakage assumption used in the hydrogen
emission model. The spread in the leakage assumption solely for aircraft alone results in an uncertainty
of approximately ±50%. In the Monte Carlo simulations, these uncertainties are compounded, which
can lead to even greater uncertainty as a result of the leakage assumption. The leakage assumptions,
together with the assumption dictating the adoption of hydrogen, remain predictions on technology in
its early stages of development. Therefore, only time will reveal whether these assumptions prove
accurate as hydrogen technology evolves and its real-world applications become more established.

The second most significant uncertainty arises from the variability in the H2 deposition lifetime (kd).
As the primary sink of atmospheric H2, uncertainties in kd significantly influence the estimated climate
impact of hydrogen emissions. In this study, kd is uniformly sampled from a range of deposition life-
times derived from the literature, following the methodology of Warwick et al. (2022). However, recent
findings by Paulot et al. (2021) suggest that H2 deposition rates may increase due to climate change,
potentially acting as a damping mechanism on H2-induced climate effects under more polluting scenar-
ios. Consequently, further research is necessary to enhance the representation of the H2 soil sink in
box models, reducing its contribution to overall uncertainty.

The impact of other model uncertainties is relatively insignificant. Uncertainties arising from the sur-
rogate models derived in chapter 4 play minor role in the overall uncertainty. Therefore, improvements
that could be obtained by optimising the machine learning models will not likely yield useful results if
uncertainties in other areas are not improved. The methane feedback yield and additional methane sink
have a minor impact, indicating that the use of the box model devised by Bertagni et al. (2022) shows
no major improvements over the use of the simpler model proposed by Warwick et al. (2022). The
uncertainties in radiative forcing have a more significant effect, especially RFH2O. These uncertainties
are well-researched and directly taken from the AR6 report by IPCC (2021b), and therefore, unlikely to
be reduced significantly in the near future.

Brazzola et al. (2022) performed simulations to quantify the ERF of aviation for future climate projec-
tions. When considering zero-CO2 fuels, this study finds a total aviation ERF of approximately 80 mW
m−2 in 2100 for SSP1-2.6, and an ERF of approximately 300 mWm−2 for SSP3-7.0. Depending on the
scenario, this would result in a relative contribution of fugitive H2 emissions of around 35% for SSP1-2.6
or 5% for SSP3-7.0. This highlights the importance of limiting fugitive H2 emissions in future aviation
applications, especially as their contribution can significantly amplify the non-CO2 effects of aviation on
climate.
The case studies presented in this chapter can be used to obtain a more granular understanding of the
potential climate impact of fugitive H2 emissions. Leakage rates for the application of H2 in aviation,
delivery, and production estimated by Fan et al. (2022), several narratives are established. The most
extreme narrative, using the highest estimates for H2 leakage, the quickest adoption of H2 in aviation,
and assuming the most optimistic emission scenario, indicates an additional radiative forcing from H2
fugitive emission of 62.7 mW m−2 (43%), with a standard deviation of ±7.8 mW m−2.

Given the sensitivity of the atmosphere to H2 emissions, even low leakage rates can lead to dispro-
portionate climate impacts by affecting the atmospheric composition of CH4, O3, and SWV. Therefore,
mitigation strategies tominimize H2 leakage—such as improved fuel storage and handling technologies—
are critical to ensuring that the adoption of hydrogen-based fuels does not undermine their potential
climate benefits.

Effect of Assumptions and Uncertainties
This model is built upon a series of assumptions and simplifications inherent to the modelling process,
each of which introduces a degree of uncertainty that can influence the reliability and interpretation
of the results. These assumptions pertain to various aspects, such as the representation of physical
processes, the parameterization of complex interactions, and the boundary conditions or initial states
of the system being modeled. Recognizing and critically assessing these underlying assumptions is
essential for a comprehensive understanding of the model’s outcomes and their limitations. In the
following, these assumptions and their presumed or approximated effects are analysed.
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1. Aviation Fuel Consumption Projections: This research assumes future aircraft fuel consump-
tion according to projections by Grewe et al. (2021). These projections, however, are not har-
monised with the SSP scenarios used in this study. The various socio-economic assumptions
underlying the SSP scenarios could lead to differing fuel consumption trajectories, introducing
additional uncertainty into the analysis. To enhance the robustness of the projections, future re-
search should align fuel consumption estimates with the socio-economic pathways defined by the
SSP frameworks.

2. Computation of Equivalent HydrogenConsumption: Hydrogen emissions are derived by com-
puting an equivalent H2 consumption. In this calculation, H2-powered aircraft are assumed to
have a 10% increase in energy consumption due to estimated increases in wetted area (Sáez Or-
tuño et al., 2023). Hydrogen-powered aviation is in early stages of development, however, and
its efficiency could vary significantly depending on factors such as aircraft design, hydrogen stor-
age technology, propulsion system advancements, and the integration of hydrogen infrastructure
within the aviation sector. Additionally, improvements in fuel cell or combustion technologies
and the optimization of aerodynamic properties could further influence the overall efficiency of
hydrogen-powered aircraft.

3. Hydrogen Adoption: Hydrogen adoption is modelled using an S-curve. While the effect of the
rate of adoption is analysed, hydrogen adoption is always asssumed to reach 100%. This is likely
unrealistic, as future aircraft may be powered by a wide range of sources, such as sustainable
aviation fuels, electric sources, or conventional hydrocarbon fuels.

4. Auxiliary Hydrogen Emissions: To isolate the specific effect of H2 emissions from aviation, this
study does not consider fugitive emissions of H2 from other industries or sources. Nonetheless,
aviation is far from the only sector contributing to hydrogen emissions. Other industries, such
as chemical manufacturing, energy production, and transportation, also release H2, which could
compound the overall climate impact. Additionally, these multiple sources of H2 emissions may
interact in complex ways, potentially influencing atmospheric chemistry and radiative forcing be-
yond the scope of this study. Future research should incorporate these additional sources to
provide a more comprehensive assessment of hydrogen’s role in climate dynamics and to better
inform mitigation strategies across all relevant sectors.

5. Box-model: Ideally, a surrogate model can directly be trained on hydrogen emission data. Such
data is not available for multiple SSP scenarios considered in this study, however, necessitating
the use of a simple box model to derive the effect of H2 on OH. Simulations by conventional
climate models indicate the relation between the rate of change of OH per unit H2 is linear and
primarily dependent on background concentrations of CH4, OH, CO and H2 (Sand et al., 2023;
Warwick et al., 2022). This allows for the use of a box model to derive mean tropospheric changes
to OH attributable to H2 emissions.
The use of a box model, however, necessitates another assumption. Due to the extensive lifetime
of H2 and CH4, these species are assumed to be well-mixed in the atmosphere. As such, using
the tropospheric mean perturbation of OH as an input to the LSTM model which determines
the effect on CH4 is deemed valid. OH is also used as input for the ConvLSTM model. This
model uses the spatial resolution of its inputs to determine the spatiotemporal evolution of ozone.
The assumption that the spatial variation of an increase in OH due to H2 emissions is negligible
might give rise to errors in the ConvLSTMmodel. Nonetheless, validation performed in chapter 4,
together with the minor impact of the model error derived in this chapter, indicate that the potential
uncertainty arising from this assumption is relatively insignificant compared to the error arising
from the leakage assumption or deposition lifetime of H2.

6. Simplification of Atmospheric Chemistry: Similarly, the surrogatemodels used in this research
are trained on a selection of atmospheric data, which simplifies its chemistry. The verification and
validation performed in chapter 4 demonstrates that these assumptions have a minimal effect on
the model’s accuracy. Nonetheless, a more extensive analysis of the specific impact of including
certain species in the training dataset could improve the accuracy of the model.

7. Stratopsheric Ozone: Aligning with findings from both Sand et al. (2023) and Warwick et al.
(2022), the effect of H2 emissions on stratospheric O3 is taken to be negligible and therefore not
considered in the model.
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Implications on Future Research
This thesis demonstrates the potential of employing neural networks, specifically Long Short-TermMem-
ory (LSTM) models, for the rapid evaluation of future climate scenarios. The LSTM model is capable of
accurately assessing future climate conditions while significantly reducing the time and computational
resources required by conventional climate models. Moreover, the model exhibits robust performance
when trained on a general dataset, offering a distinct advantage over response models that necessi-
tate custom simulations for each specific application. Recurrent neural networks like LSTM could be
well suited for modelling non-linearities associated with atmospheric chemistry, enabling the capture of
complex interactions between emissions, chemical transformations, and feedbacks within the climate
system.

The scenario analysis conducted in this study reveals that the impact of H2 emissions is highly
dependent on future climate scenarios. This dependency necessitates further investigation using more
detailed and accurate climate models. Results from such simulations should be employed to validate
the model’s accuracy. Additionally, data obtained from these comprehensive simulations can be utilized
to train and iteratively refine the framework, thereby enhancing its overall precision and reliability.

More specifically, customized simulations are essential to comprehensively capture the climate ef-
fects of H2, particularly those unique to the aviation sector. Aviation emissions are distinctive in that
they occur at high altitudes, necessitating detailed simulations to accurately model the impact of H2
emissions in the stratosphere, where their influence on radiative forcing may differ substantially. Em-
ploying bespoke simulations to train the dataset can eliminate various assumptions currently required
by the model. For instance, tailored simulations can directly correlate the location of hydrogen emis-
sions with their specific effects on radiative forcing, thereby preventing the need for multiple surrogate
models or reliance on box models.

In the short term, however, the model should be improved by investigating two distinct areas. First,
the most pressing challenge is accurately modelling hydrogen deposition, which is critical for a realistic
simulation of its environmental impact. Addressing this requires refining the deposition mechanisms
for variable surface and atmospheric conditions. Secondly, for this model specifically, implementing
a stratospheric water vapour (SWV) modelling technique would enhance the accuracy of feedback
processes, particularly those linked to ozone chemistry and radiative forcing.

Furthermore, the methodologies utilizing LSTM and ConvLSTM neural networks demonstrated in
this thesis can be extended to other atmospheric species beyond hydrogen. These models are pro-
ficient in capturing the intricate, nonlinear interactions and feedback mechanisms inherent in atmo-
spheric chemistry and physics. By applying these neural network architectures to other atmospheric
constituents, it is possible to efficiently simulate their temporal evolution and spatial distribution under
various emission scenarios. This approach not only accelerates the evaluation of their climatic impacts
but also reduces the reliance on computationally intensive traditional climate models. Expanding the
application of LSTM and ConvLSTM methodologies to a broader range of atmospheric species could
advance climate research, providing rapid and flexible tools for assessing environmental policies and
mitigation strategies.
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Conclusions & Recommendations

This research evaluated the climate effect of fugitive hydrogen emissions from aviation sources. The
findings underscore the complex interplay between hydrogen leakage, atmospheric chemistry, and
future climate scenarios. Based on uncertainty analysis performed through a Monte Carlo simulation,
it can be concluded that the climate effect of H2 emissions strongly depends on future climate pathways
and the associated atmospheric conditions.

The surrogate model developed in this work reduced the computational time required for forecasting
atmospheric chemistry by a factor of 30000, allowing for the analysis of underlying uncertainties using
Monte Carlo simulations. The developed model frameworks, leveraging Long Short-Term Memory
(LSTM) and Convolutional LSTM (ConvLSTM) neural network architectures, were found to be capable
of generalizing the atmospheric chemistry of methane and tropospheric ozone within an error margin
of 10%. This level of accuracy demonstrates the potential of machine learning techniques in climate
modelling, particularly in scenarios where traditional models are computationally prohibitive. Further-
more, the resulting uncertainty analysis indicates that the uncertainty inherent to the surrogate models
is relatively minor compared to the uncertainties associated with the soil deposition of hydrogen and
future predictions on leakage rates and adoption of hydrogen. This suggests that surrogate models
are viable tools for preliminary assessments and can be instrumental in scenario analysis and policy
development.

In particular, this study finds that besides the assumptions on aircraft leakage rates, the uncertainty
in the atmospheric lifetime of hydrogen due to soil deposition has a significant effect on hydrogen’s
indirect impact on methane concentrations and, consequently, on radiative forcing. Variations in soil
deposition rates can alter hydrogen’s residence time in the atmosphere, influencing the extent to which it
interacts with other greenhouse gases, such as methane and ozone. This highlights the need for further
research to refine soil deposition parameters, as they are critical to accurately modelling hydrogen’s
overall climate impact.

Under SSP1-2.6, a climate scenario simulating effective climate change mitigation, the surrogate
model developed in this work projects a H2-induced radiative forcing of 43.9 ± 21.2mW m−2 (±1σ).
This substantial value indicates that in scenarios where efforts are made to reduce greenhouse gas
emissions, the relative impact of hydrogen leakage becomes more pronounced. Conversely, this value
is lower when more pessimistic climate scenarios are considered, where the oxidative capacity of the
troposphere is reduced due to higher concentrations of methane and other pollutants. For a climate
scenario modelling conservative climate change mitigation and moderate leakage rates, a value of
17.7 ± 6.9mW m−2 (±1σ) is determined. When placed in the context of future projections of the total
effective radiative forcing (ERF) from aviation, it becomes apparent that H2 emissions represent a
non-negligible contribution that could offset a substantial part of the anticipated climate benefits of
transitioning to hydrogen fuel. Based on future aviation ERF estimates from Brazzola et al. (2022),
fugitive hydrogen emissions are projected to contribute 5% to 35% of the ERF associated with zero-CO2
aviation by the end of the century. This substantial share indicates that, without stringent measures to
control hydrogen leakage, the anticipated reduction in the aviation sector’s climate impact from adopting
hydrogen fuels might not materialize as expected. In the most pessimistic scenario explored in this
study—considering the highest leakage rates under SSP1-2.6—this contribution could increase further
to 43%.

When lower leakage rates are assumed, the contribution of fugitive hydrogen emissions to avia-
tion’s ERF is relatively minor. For SSP1-2.6 a value of 7.7 ± 2.2mW m−2 (±1σ) is found, which would
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constitute to 8.8% of the total ERF. As expected, this value is further reduced under SSP3-7.0, resulting
in a value of 4.6 ± 0.9mW m−2 (±1σ), which would be 1.5% of the total ERF. These results suggest
that mitigating hydrogen leakage in H2 production, transport, and storage is critical to ensuring that the
adoption of hydrogen as an aviation fuel achieves its intended climate benefits.

The large discrepancy between the increment in radiative forcing between different background cli-
mate states warrants the investigation of hydrogen’s climate effect using more accurate climate models.
Current models may not fully capture the complex feedback mechanisms and regional variations that
influence hydrogen’s atmospheric behaviour. Results from advanced, high-resolution climate models
should be used to validate and calibrate the performance of the surrogate models employed in this
work. Furthermore, leveraging insights from these sophisticated models can help refine the surrogate
models, enhancing their reliability across diverse scenarios. Such validation is crucial, as it will allow
for improved predictions of radiative forcing changes due to hydrogen emissions in various Shared
Socioeconomic Pathways (SSP), offering a better understanding of the potential climate impact of hy-
drogen as an alternative fuel. Future research should thus focus on continuous model evaluation and
refinement to ensure that surrogate models remain robust tools for relevant climate assessments.

Moreover, the accuracy of the surrogate models employed in this work can be greatly improved by
training them on bespoke simulations concerning aviation-specific hydrogen emissions. This would cir-
cumvent the usage of a simplistic box model and result in the direct determination of hydrogen-induced
radiative forcing changes, which is especially crucial for aviation. Emissions from aircraft occur at high
altitudes, and hydrogen released in the stratosphere could have a significantly different climate effect
than the current assumption that hydrogen is well-mixed in the troposphere. High-altitude emissions
may lead to longer atmospheric lifetimes and altered chemical interactions, potentially exacerbating
their climate impact. Incorporating altitude-specific emission profiles and atmospheric dynamics into
the surrogate models would enhance their precision and applicability.

Investigating the effects of reductions or increases in co-emitted species related to hydrogen use is
essential for a comprehensive understanding of hydrogen’s climate impact. Co-emitted species, such
as nitrogen oxides (NOx), water vapour, and other reactive compounds, can influence atmospheric
chemistry to amplify or counteract the benefits of hydrogen as a low-carbon fuel. For instance, while
hydrogen combustion itself does not produce CO2, it can lead to the formation of NOx under high-
temperature conditions, which may affect both ozone and methane concentrations—two critical green-
house gases that significantly impact radiative forcing. Additionally, increased water vapour emissions
at high altitudes, a byproduct of hydrogen combustion, could contribute to cirrus cloud formation and
alter atmospheric water vapour levels, further impacting radiative forcing and potentially leading to net
warming effects.

Reductions or increases in these co-emitted species could have cascading effects on atmospheric
processes. For example, elevated levels of NOx may increase ozone concentrations in the troposphere,
enhancing warming, whereas a reduction in NOx could have the opposite effect. Similarly, changes in
water vapour emissions at high altitudes could affect the radiation balance by influencing cloud forma-
tion and persistence. To assess these dynamics, it is crucial to model how different scenarios of co-
emitted species interact with atmospheric components, particularly under varying emission rates and
environmental conditions. Such modelling efforts should consider the nonlinear and region-specific
chemical reactions in the atmosphere.

Finally, the neural network-based surrogate modelling approach proposed in this work could provide
the foundation for future response modelling frameworks for other species, enabling rapid, computa-
tionally efficient predictions across a wide range of atmospheric and climate scenarios. By extending
this methodology, researchers could explore complex feedback mechanisms, assess mitigation strate-
gies, and improve the understanding of anthropogenic impacts on the climate system, paving the way
for more informed policy decisions and proactive climate action.
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A
Machine Learning Concepts

This appendix offers a concise overview of the key machine learning concepts pertinent to this thesis,
serving as a foundation for understanding the methodologies employed. It highlights essential princi-
ples that underpin the analysis and modeling techniques discussed in later chapters.

Training and Inference
Training is the process of optimizing a machine learning model’s parameters using a dataset. During
training, the model learns to map inputs to outputs by minimizing a loss function L(θ) represents the
model parameters.

The optimization is typically performed using algorithms such as stochastic gradient descent (SGD),
which iteratively updates the model parameters:

θt+1 = θt − η∇θL(θt), (A.1)

where:

• L(θt) is the parameter vector at iteration t,
• η is the learning rate,
• ∇θL(θt)is the gradient of the loss function with respect to the parameters at iteration t.

Training involves the following steps:

1. Forward Pass: Compute the output of the model given the current parameters and input data.
2. Loss Computation: Calculate the loss by comparing the model’s output to the true labels.
3. Backward Pass (Backpropagation): Compute the gradients of the loss with respect to themodel

parameters.
4. Parameter Update: Update the model parameters using the gradients and the learning rate.

The learning rate η is a crucial hyperparameter that controls the magnitude of the parameter updates
during training. It affects both the speed of convergence and the stability of the training process.

Updating parameters using gradient descent involves:

θt+1 = θt − η∇θL(θt). (A.2)

A too large learning rate may cause the training to overshoot minima and diverge, while a too small
learning rate may lead to slow convergence.

Inference refers to the phase where the trained model is used to make predictions on new, unseen
data. The model applies the learned parameters θ∗ to input data X to produce output ŷ:

ŷ = f(x; θ∗), (A.3)

where f is the function represented by the model, and θ∗ are the optimized parameters obtained after
training. During inference, the model parameters remain fixed.

73



74

Activation Functions
Activation functions introduce non-linearity into neural networks, enabling them to model complex pat-
terns and relationships in data.

Sigmoid Function The sigmoid activation function is defined as:

σ(x) = 1
1 + e−x

. (A.4)

Properties:

• Output range: (0,1).
• Commonly used in the output layer for binary classification tasks.
• Can cause vanishing gradient problems for large input magnitudes due to saturation.

Hyperbolic Tangent (Tanh) Function The tanh activation function is defined as:

tanh(x) = ex − e−x

ex + e−x
. (A.5)

Properties:

• Output range: (−1,1).
• Zero-centered output, which can be advantageous for optimization.
• Also susceptible to vanishing gradients for large input magnitudes.

Rectified Linear Unit (ReLU) The ReLU activation function is defined as:

ReLU(x) = max(0, x). (A.6)

Properties:

• Output range: [0,∞).
• Computationally efficient and mitigates the vanishing gradient problem.
• Can suffer from the ”dying ReLU” problem where neurons become inactive for all inputs.

Neural Network Architectures
Recurrent Neural Networks (RNNs) RNNs are designed to handle sequential data by maintaining
a hidden state ht that captures information from previous time steps. The hidden state is updated as
follows:

ht = ϕ(Whhht − 1 + Wxhxt + bh), (A.7)

where:

• Xt is the input at time step t

• ht−1 is the hidden state from the previous time step,
• Whh and Wxh are weight matrices,
• bhis the bias vector,
• ϕ an activation function, typically tanh or ReLU.
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Long Short-Term Memory (LSTM) Networks LSTMs are a type of RNN that addresses the van-
ishing gradient problem by incorporating memory cells and gating mechanisms to control the flow of
information.

The LSTM cell comprises the following components:

Input gate: it = σ(Wxixt + Whiht − 1 + WciCt − 1 + bi), (A.8)
Forget gate: f t = σ(Wxfxt + Whfht − 1 + WcfCt−1 + bf), (A.9)

Cell candidate: C̃t = tanh(WxCxt + WhCht − 1 + bC), (A.10)
Cell state: Ct = f t ⊙ Ct − 1 + it ⊙ C̃t, (A.11)

Output gate: ot = σ(Wxoxt + Whoht − 1 + WcoCt + bo), (A.12)
Hidden state: ht = ot ⊙ tanh(Ct), (A.13)

where:

• σ is the sigmoid activation function,
• tanh is the hyperbolic tangent function,
• ⊙ denotes element-wise multiplication,
• W matrices are weight matrices for different gates,
• b are bias vectors.

Convolutional LSTM (ConvLSTM) extends LSTM to handle spatiotemporal data by replacing matrix
multiplications with convolution operations. This allows the network to capture both temporal and spatial
dependencies.

The ConvLSTM equations are similar to those of LSTM but with convolution operations:

it = σ(Wxi ∗ Xt + Whi ∗ Ht − 1 + Wci ⊙ Ct − 1 + bi), (A.14)
f t = σ(Wxf ∗ Xt + Whf ∗ Ht − 1 + Wcf ⊙ Ct−1 + bf), (A.15)

C̃t = tanh(WxC ∗ Xt + WhC ∗ Ht − 1 + bC), (A.16)
Ct = f t ⊙ Ct − 1 + it ⊙ C̃t, (A.17)
ot = σ(Wxo ∗ Xt + Who ∗ Ht − 1 + Wco ⊙ Ct + bo), (A.18)

Ht = ot ⊙ tanh(Ct), (A.19)

where:

• ∗ denotes the convolution operation,
• Xt is the input tensor at time t

• HT −1 is the hidden state tensor from the previous time step,
• Other symbols are analogous to those in the standard LSTM.

Hyperparameter Tuning
Hyperparameter tuning involves finding the optimal set of hyperparameters that yields the best model
performance.

Grid Search Grid search exhaustively explores all combinations of specified hyperparameter values.

Random Search Random search samples hyperparameter combinations randomly. It has been
shown to be more efficient than grid search in high-dimensional spaces.
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Bayesian Optimization Bayesian optimization uses a probabilistic model (e.g., Gaussian processes)
to model the performance metric as a function of hyperparameters and selects hyperparameters that
are likely to improve performance.

Batching
Batching refers to the process of dividing the training dataset into smaller subsets called batches.

Batch Gradient Descent Uses the entire dataset to compute the gradients:

∇θL(θ) = 1
N

N∑
i=1

∇θL(i)(θ), (A.20)

where N is the total number of training samples.

Mini-Batch Gradient Descent Uses batches of size B to compute gradients:

∇θL(θ) = 1
B

B∑
i=1

∇θL(i)(θ). (A.21)

Mini-batches provide a balance between the robustness of batch gradient descent and the compu-
tational efficiency of stochastic gradient descent.

Regularization
Regularization techniques help prevent overfitting by adding constraints to the model.

L2 Regularization Also known as weight decay, L2 regularization adds a penalty term proportional
to the square of the magnitude of the weights to the loss function:

Ltotal(θ) = L(θ) + λ|θ|22, (A.22)

where λis the regularization strength.

Dropout Dropout randomly sets a fraction p of the neurons to zero during each training iteration.
Mathematically, the activation h(l)becomes:

h(l) = h(l) ⊙ r, (A.23)

where r is a binary mask vector with elements sampled from:

ri ∼ Bernoulli(1 − p). (A.24)

Early Stopping Early stopping involvesmonitoring themodel’s performance on a validation set during
training and halting the training process when the validation performance begins to deteriorate.

K-Fold Cross-Validation K-fold cross-validation is used to assess the generalization capability of a
model.

The dataset is partitioned into K equal-sized folds. The cross-validation process involves:

1. For each k = 1 to K:

(a) Use fold k as the validation set.
(b) Use the remaining K − 1 folds as the training set.
(c) Train the model on the training set and evaluate it on the validation set.
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2. Aggregate the performance metrics (e.g., accuracy, RMSE) over all K folds.

This technique provides a robust estimate of model performance by reducing the variance associ-
ated with a single train-test split.

Weight Initialisation
Proper weight initialization is essential for effective training of deep neural networks.

Random Normal Initialization Weights are initialized from a normal (Gaussian) distribution:

Wij ∼ N (µ, σ2). (A.25)

Random Uniform Initialization Weights are initialized from a uniform distribution:

Wij ∼ U(a, b), (A.26)

where a and b define the range.

Glorot Normal (Xavier Normal) The Glorot normal initializer sets the standard deviation based on
the number of input and output units:

Wij ∼ N
(

0,
2

nin + nout

)
, (A.27)

where nin and nout are the number of input and output units of the layer.

Glorot Uniform (Xavier Uniform) Weights are initialized uniformly within a range:

Wij ∼ U
(

−
√

6
nin + nout

,

√
6

nin + nout

)
. (A.28)



B
ScenarioMIP Data

This appendix provides an overview of key data derived from MRI-ESM2.0 simulations conducted as
part of the CMIP6 ScenarioMIP project. The data includes simulations that have been appended with
historical runs from the same model, starting from 1970, to provide a seamless temporal sequence.
The combined dataset offers a comprehensive view of climate projections in the context of historical
trends. Before inclusion in this appendix, the data was processed according to the methods described
in section 3.3.2.
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Figure B.1: Temporal evolution temperature at the tropopause for various SSP scenarios simulated with MRI-ESM2.0. Data
incorporates historical runs (from 1970 until 2014) appended to the ScenarioMIP projections (from 2015 until 2100), processed

as described in section 3.3.2
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Figure B.2: Temporal evolution of CH4, OH, and CO mixing ratios (ppb) for various SSP scenarios simulated with
MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) appended to the ScenarioMIP projections (from 2015

until 2100), processed as described in section 3.3.2
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Figure B.3: Temporal evolution of Trop. O3, SWV, and Trop. H2O mixing ratios (ppb) for various SSP scenarios simulated with
MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) appended to the ScenarioMIP projections (from 2015

until 2100), processed as described in section 3.3.2
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Figure B.4: Temporal evolution of NO, NO2, and HO2 mixing ratios (ppb) for various SSP scenarios simulated with
MRI-ESM2.0. Data incorporates historical runs (from 1970 until 2014) appended to the ScenarioMIP projections (from 2015

until 2100), processed as described in section 3.3.2
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Figure B.5: Temporal evolution of CH4 and CO emissions (MT) for various SSP scenarios simulated with MRI-ESM2.0. Data
incorporates historical runs (from 1970 until 2014) appended to the ScenarioMIP projections (from 2015 until 2100), processed

as described in section 3.3.2
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Figure C.1: Training loss (cyan) and validation loss (red) for the CH4 and SWV LSTM models, and the O3 ConvLSTM model,
tested on scenario SSP1-1.9, SSP4-3.4 and SSP4-6.0, plotted as a function of epoch number on a logarithmic scale.
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Figure C.2: Temporal evolution of mean tropospheric CH4, O3 and SWV molar fractions (expressed in ppb) as simulated by
the MRI-ESM2.0 model for SSP1-1.9, SSP4-3.4 and SSP4-6.0 (black dots), plotted against the LSTM predictions (shaded
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