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Transport gap renormalization at a metal-molecule interface
using DFT-NEGF and spin unrestricted calculations

J. A. Celis Gil and J. M. Thijssen
Kavli Institute of Nanoscience, Delft University of Technology, 2628 CJ Delft, The Netherlands

(Received 21 April 2017; accepted 8 August 2017; published online 23 August 2017)

A method is presented for predicting one-particle energies for a molecule in a junction with one
metal electrode, using density functional theory methods. In contrast to previous studies, in which
restricted spin configurations were analyzed, we take spin polarization into account. Furthermore,
in addition to junctions in which the molecule is weakly coupled, our method is also capable of
describing junctions in which the molecule is chemisorbed to the metal contact. We implemented a
fully self-consistent scissor operator to correct the highest occupied molecular orbital-lowest unoccu-
pied molecular orbital gap in transport calculations for single molecule junctions. We present results
for various systems and compare our results with those obtained by other groups. Published by AIP
Publishing. [http://dx.doi.org/10.1063/1.4999469]

I. INTRODUCTION

A major issue in calculations of molecular electronics
devices is the alignment of molecular orbital levels relative
to the Fermi energy of the metal electrodes.

In the gas phase, molecules have well defined energy
levels, two of which relate to the orbitals that play a major
role in charge transport: the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO).

According to Koopmans’ theorem, within the Hartree
Fock approximation, the energy needed to remove one elec-
tron from an isolated molecule, known as Ionization Potential
(IP), is equal to the energy difference between the HOMO
and the vacuum level.1,2 Similarly, the Electron Affinity
(EA), which is the energy needed to put an extra elec-
tron into the molecule, is the energy difference between the
LUMO and the vacuum level. Koopmans theorem predicts
the HOMO and LUMO levels in Hartree-Fock reasonably
well. When the molecule is close to a metal surface, the
molecular energy levels shift, due to various reasons, such
as image charge formation and a modification of the interface
dipole.3–6

In density functional theory (DFT), Janack’s theorem pre-
dicts the HOMO in an analogous way, but there, orbital relax-
ation effects make this theorem unusable in small systems or
large systems with weak polarization.7–10

It has been demonstrated experimentally that the vicinity
of a metal electrode leads to a reduction of the gap between
the ionization potential and electron affinity of a molecule
with respect to that of the gas phase.11–14 The reduction of
the IP and EA of the molecule is mainly due to the Coulomb
interaction between the added charge on the molecule and the
screening electrons in the leads. This feature, called the image-
charge effect,4,5,15–17 becomes more relevant as the molecule
gets closer to the metallic surface.

In standard DFT, approximations for the exchange
and correlation potentials, which are widely used in

transport calculations, do not account for the nonlocal cor-
relation effects responsible of the adjustment of the frontier
levels.18–21

One way to include these non-local effects is to use
the GW approximation constructed on top of DFT.22–24 This
approach has successfully predicted level alignment.15,25–30

However the GW scheme is very expensive computationally,
which limits the size of the system that can be analyzed within
this scheme, especially in a junction, which includes many
lead atoms.

In the weak coupling regime, other methods like con-
strained density functional theory (CDFT) and density func-
tional theory together with non-equilibrium Green’s function
(DFT-NEGF) technique have been implemented to analyze the
level alignment at the interfaces.17,31–33

In the work presented by Souza et al.,31 CDFT is
used to determine the charge-transfer energy of a molecule
physisorbed on a metallic surface. This method gives quanti-
tatively accurate results at small molecule-metal separations;
however, in order to obtain quantitatively converged results,
large metal cluster sizes are needed for large distances, and
metal atoms with a few valence electrons must be used in
order to keep the calculations manageable.

Using classical electrodynamics, it is possible to predict
the level shifts close to a metallic surface.4,5,15–17 In a pre-
vious paper, we calculated the energy level adjustment of a
molecule in the junction caused by image-charge effects using
classical electrostatics.17 Atomic charges for the molecule in
the junction (from a NEGF-DFT calculation) rather than in
the gas phase were used for the image-charge calculation. In
this way, features that are absent in the gas phase are included.
First, with the formation of interface levels, the relevant charge
states of the molecule have a different character in the gas
phase than in a junction; and second, the reference state in the
junction (at zero bias and gate) can carry a net charge, which
implies a significant contribution to the reduction of the metal
work function upon chemisorption of a molecule. However,
with this approximation, only the level shifts are calculated but
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the values of the IP, EA, and EA-IP gap cannot be calculated
explicitly.

Another method, introduced by Stadler et al.,32,33 makes
use of the NEGF formalism and calculates the addition
energy for single molecule junctions in the Coulomb block-
ade regime. This method puts less severe restrictions on
the kind of atoms that can be used for the leads than the
Souza’s approach. However, in this work, the input energy
required for the transfer of one electron from the molecule to
the electrodes or vice versa in terms of the external poten-
tial was calculated without taking into account anchoring
groups, hence partial charge transfer cannot be accounted
for. The results are therefore not directly applicable to
experimental transport junctions with chemisorbed molecules.
Stadler’s method uses the electrostatic energy calculated in
the transport code—no classical electrostatic calculation is
needed.

In the present paper, we adapt the method introduced by
Stadler et al. to explicitly calculate the IP and the EA of a
molecule close to a metallic electrode. We perform spin unre-
stricted calculations varying the gate voltage and we obtain
the charge state of the molecule for every gate. To deter-
mine the energy needed to add/remove one electron, we take
into account the partial charge transfer between molecule and
lead. Initially, we consider a benzene ring, which is a stan-
dard molecule for this kind of calculations, and then we show
that our method is valid even if we take into account anchor-
ing groups and short molecule-metal separations. Additionally
we implemented the CDFT method to speed up the process. In
our implementation into the transport module of ADF-BAND,
the determination of the potential shift in the CDFT method
is automated for efficiency, in this way the location of the
ionization and addition level are accurately determined. The
DFT eigenvalues corresponding to the occupied and unoccu-
pied levels can be shifted to those values by means of a scissors
operator (SOC) such that the transmission through the junction
is corrected, improving the conductance value when compared
with experimental data.

In Sec. III, we shall apply our method to a benzene ring,
which is a standard molecule for this type of calculation in
front of a metallic lead. We use two different materials for
the lead and we compare our results with those obtained by
others. In Sec. IV, we include anchoring groups and we apply
our method to the 1,4 benzenediamine (BDA) molecule. We
compare our results with those predicted by an electrostatic
calculation of image charge effect. In Sec. V, we extend
our method to a single molecule junction formed by a 1,4
benzenediamine molecule connected to two gold electrodes.
Then we apply a fully self-consistent field (SCF) scissors
operator to correct the transmission through the molecular
junction.

II. MODEL

One of the most used experimental techniques for molec-
ular devices is the mechanically controlled break junction
(MCBJ). In this technique, a wire is suspended on top of a
substrate that can bend. The bending results in stretching of
the top wire which may break and form a nano-gap. We adapt

the model implemented by Verzijl and Thijssen34 to analyze
the level alignment of a molecule in front of the nanowire and
we perform spin unrestricted calculations35 in the DFT-NEGF
scheme.

We locate a planar molecule at a distance d in front of
the surface of a nanowire. The distance d is the smallest dis-
tance measured from the centers of the atoms in the molecule
to the lead surface (see Figs. 1 and 5). We apply a gate poten-
tial, which is constant across the molecule, with the molecule
defined as all the non-metallic atoms. The gate is applied to the
orbitals of the electrons of the molecule (see the supplementary
material of Ref. 17) and we obtain the electronic configuration
of the system after the self-consistent procedure within the
DFT-NEGF framework.

When the peak of the broadened levels aligns with the
electrode’s Fermi level, half of that level is occupied so that
the gate needed to remove half electron from the molecule cor-
responds to IPmol and the gate needed to add half corresponds
to EAmol.32

We analyze the spin resolved occupation of the molecule,
which indicates how the filling of the individual levels changes
upon varying the gate. Because of its nature as spatial decom-
positions, we prefer to use the spin-projected Hirshfeld charge
decompositions rather than the basis-set decompositions like
Mulliken.

Depending on the coupling strength between the molecule
and the lead (Γ) with respect to the quantum splitting and the
Coulomb repulsion for electrons at the relevant level (U), we
distinguish three regimes (see Fig. 2). (i) Uncoupled (Γ = 0),

FIG. 1. Cases studied with a benzene molecule parallel to a gold 111 plane
(top) and a lithium 100 plane (bottom) lead surface. We show how we define
the distance d and the gate applied over the molecule.
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FIG. 2. Schematic drawing of the molecular orbitals with respect to the
Fermi energy (EF ). (Left) Isolated molecule. (Middle) The molecule inter-
acts with the metal lead only via long-range interactions. (Right) Chemical
bonds between the molecule and the lead.

(ii) the molecule and the lead are weakly coupled (Γ < ∆E),
and (iii) the molecule is strongly coupled to the lead (Γ > ∆E).
With ∆E the level splitting.

In the uncoupled regime, there is no partial charge transfer
or broadening of the molecular energy levels which remain
sharply defined. This regime appears when the molecule is
very far from the electrode.

In the weak coupling regime, we have some broadening
of the molecular energy levels. In the uncoupled and weakly
coupled regimes, at zero gate, the molecule has approximately
an integer number of electrons and spin equal to 1

2 or 0,
hence the spin resolved charge form plateaus and present spin
polarization when viewed as a function of the gate.

At large molecule-electrode separations, we would expect
plateaus in the occupation of the different levels versus gate
voltage. However, in DFT, such plateaus do not occur, even for
an isolated molecule. This is due to the absence of the deriva-
tive discontinuity in the local functional used.36 However,
it has been pointed out by several researchers that the spin-
polarized states found in DFT calculations can give valuable
information about the many-body resonances of the spectral
density.37–40

Finally, in the strong coupling regime, the lead and the
molecule are connected, leading to charge transfer across the
interface, even at zero bias and gate,41 which contributes to the
reduction of the EA-IP gap. The charge excess in the molecule
is calculated with respect to the neutral state of the isolated
molecule.17

In the first two regimes, as the partial charge trans-
fer at zero gate is very small, the molecule is expected to
be neutral. This simplifies the process to determine the IP
and EA. We determine the gate that we need in order to
add or remove half integer charge to or from the molecule
in the reference configuration (zero bias and gate) using
our implementation of a CDFT method into the DFT-NEGF
framework.

In CDFT, the minimum of the energy functional is
searched under the constraint that the charge, which is cal-
culated as

Nadded =

∫
molecule

n (r) d3r, (1)

has a predefined value.
The constraint is realized through a Lagrange parame-

ter V, which translates into a gate potential applied to the
molecule.42–44 This extra potential is equivalent to a constant
gate voltage and has been implemented in our transport code.
We also implement an automated algorithm for finding the gate
which gives a desired charge. This implementation reduces the
cpu time substantially.

It is important to emphasize that there is no classical
image charge effect calculation performed—the image charge
effect is fully accounted for by the Hartree potential calcula-
tion done by DFT. The fact that the self-energy keeps the part
of the contact not facing the molecule neutral is crucial for
this.

III. BENZENE

We first consider a benzene molecule, with its plane par-
allel to the electrode surface. We use two different metal leads,
Au and Li. Au is frequently used in experiments and Li allows
us to compare our results with those obtained by Souza et al.31

for the same system. Additionally, we compare the effects on
the level alignment for both lead materials.

For the gold lead, we use a scattering region that con-
tains 27 atoms arranged in a FCC lattice, whereas for the Li
lead, the scattering region contains 32 atoms arranged in a
BCC lattice. All the metal atoms are fixed at the crystal lat-
tice positions. For Au, the lattice constant is 4.0782 Å and
for Li 3.51 Å. In both cases, we do not consider periodic
boundary conditions parallel to the surface of the electrode
and there is no chemisorption between the surfaces and the
molecule.

For our calculations, we use a DZP-basis of numerical
atomic orbitals on the molecule, a SZ-basis of numerical
atomic orbitals on the gold atoms, a DZ-basis of numeri-
cal atomic orbitals on the lithium atoms and the Perdew,
Burke, and Ernzerhof (PBE) parametrization of the Gen-
eralized Gradient Approximation (GGA) functional in our
implementation of NEGF-based transport in the Amster-
dam Density Functional (ADF)/band quantum chemistry
package.34,45,46

Figure 3 shows the spin-resolved number of electrons on
the molecule which is placed in front of a gold/lithium lead as a
function of the applied gate for d = 2 Å, d = 6 Å, and d = 14 Å.
We observe plateaus around zero gate corresponding to the
(almost) neutral state, except for the chemisorbed molecules
(2 Å), as expected.

For short separation, for zero gate, we observe a charge,
close, but not exactly equal to zero. This charge is due to inter-
facial charge transfer; there is no spin polarization. Changing
the gate towards negative values, the spin polarization is still
absent, whereas positive gate voltages quickly lead to split-
ting of the charge across the two spins. These configurations
regularly switch to spin-polarized ones and back. Further-
more, the average curve shows an inflection close to zero gate
voltage.

To determine the IP and EA, we identify the spin polarized
plateau close to the neutral configuration. This plateau deter-
mines the background charge state of the molecule. Then, we
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FIG. 3. Hirshfeld spin-resolved number of electrons in the benzene as a func-
tion of the applied gate for a distance equal to 2 Å, 6 Å, and 14 Å between
the lead and the molecule, using a Au lead (left) and a Li lead (right). Pos-
itive values in the charge mean that electrons have been removed from the
molecule.

look for the gate needed to remove/add half charge (IP/EA)
with respect to the background.

In the case of larger separations, the background charge
state coincides with zero charge excess as partial charge
transfer at zero gate is absent.

In the uncoupled regime, the polarization is less con-
stant than in the weak coupling regime, and the sys-
tem switches between non-polarized charge and polarized
charge.

Comparing the charge occupations for the different sepa-
rations (Fig. 3), the presence of polarization is more common
in the weak coupling condition Γ < ∆E. Polarization should
not occur or be less present when Γ > ∆E. This appears to
be the case when the molecule is close to the lead. Indepen-
dent of the regime, the spin polarization is more common
to switch on when the total charge excess in the molecule
is a multiple integer of 0.5 e, it means just after an energy
peak of the molecule is aligned with the electrode’s Fermi

FIG. 4. Ionization potential and electron affinity calculated in eV as a function
of the distance between the benzene and the lead in (Å) using (a) a gold lead
and (b) lithium lead.

energy. Whereas the charge excess for one of the spins stays
constant, the other one changes, which indicates, as we estab-
lished in Sec. II, that only one type of spin is added to or
removed from the system. However, for this case of a ben-
zene ring facing a lead in a parallel position, the behavior is
rather switchy and it does always show clear plateaus, probably
because of the absence of a derivative discontinuity in the XC
potential.

In Fig. 4 we show the IP and EA as a function of the dis-
tance between the lead and the molecule for the two different
metals used.

We fit our data using the electrostatic energy of a point
charge q located in vacuum at a distance d in front of a
semi-infinite conductor given by

V =
qq′

4d
. (2)

We see that our method reproduces the image charge
effect well. Furthermore, the differences between the two lead
materials considered are small.

With a lithium lead, the image-charge plane that we
obtained from our fits is 1.32± 0.06 Å and 1.41± 0.05 Å for

TABLE I. Comparison of benzene IP and EA. The first column shows the EA/IP obtained using our method with
the molecule in front of two different metallic leads in the limit of large distances. The next two columns show
the results obtained by Stadler et al.33 and Souza et al.,31 respectively. Then the “Gas phase” column shows the
results obtained by Hartree-Fock, ∆SCF, and GW26 methods. In the last column, we show the experimental results
reported in Refs. 47 and 48.

Present work Stadler Souza Gas phase Experimental

Au Li Al Li HF ∆SCF GW

IP (eV) 7.70 ± 0.03 7.77 ± 0.06 . . . 7.38 9.64 9.74 7.9 9.447

EA (eV) 4.14 ± 0.05 4.15 ± 0.07 . . . 4.89 3.18 1.50 2.7 1.148

Gap (eV) 11.84 ± 0.08 11.92 ± 0.13 11.54 12.27 12.82 11.24 10.6 10.5
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the IP and the EA, respectively. These values are in good agree-
ment with the results obtained by Garcia-Lastra et al.26 of
1.62 Å and Souza et al.31 of 1.72 Å for EA and 1.80 Å for
IP. The values obtained with a gold lead are 0.68± 0.07 Å
for the IP and 0.58± 0.09 Å for the EA. In general, the val-
ues obtained for the image-plane with gold are smaller; we
attribute this effect to the higher electronic density of gold close
to the surface.

In our calculations and fits, we find that the values for
the image-charge plane obtained are in general different for
occupied and unoccupied energy levels. This is because the
shape of the molecular orbitals also affects the size of the
polarization giving as a result different behaviors in every
case. We will return to this point with the BDA molecule in
Sec. IV.

In Table I, we compare our results for the IP and EA
with those obtained using other methods for gas phase ∆SCF,
Hartree-Fock, and GW26 and methods that consider metal-
lic surfaces like DFT-NEGF and CDFT. We can see that our
results are in good agreement with those obtained by other
authors.

IV. 1,4 BENZENEDIAMINE (BDA)

We now proceed to a system in which covalent bonds may
occur, due to anchoring groups at the ends of the molecule. In
this case, the molecule has a different orientation with respect
to the lead.

We put a 1,4 BDA molecule in front of the lead with
the carbon atoms plane perpendicular to the lead surface.
One of the amine groups of the molecule is located at a dis-
tance d from the electrode (Fig. 5). For this molecule, we
use a DZP-basis of numerical atomic orbitals and the GGA
functional.

FIG. 5. Scheme showing the 1,4 BDA molecule in front of the gold 111 plane
(top) and lithium 100 plane (bottom) lead surface. We show how we define
the distance d and the gate applied on the molecule for every lead.

Spin polarization is more prominent in this case as
compared to the previous case (Fig. 6). This is probably
due to the fact that only few basis orbitals (of the amine
group) couple to gold instead of all the pz orbitals of the
carbon atoms in the previous case. This prominence of
the plateaus makes it easier to identify the charge states in
the weakly coupled and uncoupled cases than for the parallel
configuration. It is important to note that the short distance con-
figuration for benzene is artificial given that 2 Å is a distance
shorter than the equilibrium position of the molecule over a
substrate.

Our calculations show that image-charge effects con-
tribute significantly to the distance-dependent renormalization
of the molecular orbital levels with respect to the Fermi level
of the electrode (Fig. 7). For short distances, the energy val-
ues for the IP and the EA are different for the gold lead and
the lithium lead. We attribute this difference to the anchoring
group which is responsible for creating a bond between the
lead and the molecule.

The values for the IP obtained in the long distance
limit (d→∞) are 3.19 ± 0.13 eV and 3.20 ± 0.05 eV
for gold and lithium, respectively, and the EA values are
6.36 ± 0.07 eV for gold and 6.42 ± 0.08 eV for lithium.
At this limit, the EA-IP gap obtained is very similar for both
materials.

Comparing our results with those obtained previously by
us,17 where the image charge effect for the same molecule is
analyzed using a separate classical approximation based on
atomic point charges, we observe similar asymmetric trends
for the EA and the IP as a function of the distance. This effect is
mainly due to the resident charge in the molecule and becomes
more relevant for short distances.

FIG. 6. Spin resolved Hirshfeld number of electrons in the 1,4 BDA as a
function of the applied gate for a distance equal to 2 Å, 6 Å, and 14 Å between
the lead and the molecule, using a Au lead (left) and a Li lead (right).
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FIG. 7. Ionization potential and electron affinity calculated in eV as a function
of the distance between the 1,4 BDA and the lead in (Å) using (a) gold lead
and (b) lithium lead.

Finally, at the distance where the formation of the chemi-
cal bond occurs, we observe a deviation of the calculated levels
from the 1

d behavior. This occurs for d between 2 and 3 Å.

V. AU-BDA-AU JUNCTION AND SCISSORS OPERATOR

In Sec. IV, we considered the molecular level align-
ment of a molecule near a metal surface, we now extend our
model to a single molecule junction, in which we consider a
1,4 BDA molecule in between two gold electrodes. We con-
sider a junction of type (I,I) according to Quek et al.3 (see
Fig. 8).

For the molecule in the junction, we relax the geometry.
We then apply a gate over the molecule in order to find the IP
and EA values. The molecule in the junction, at zero gate for the
relaxed geometry, has a positive charge of 0.274. We find that
in order to remove one electron from the molecule, we have to
apply a gate �2.86 eV and to put an extra electron corresponds
to 3.82 eV (see Fig. 9). These values are in agreement with
those presented in Sec. IV.

FIG. 8. Scheme showing the Au-BDA-Au junction and the gate applied on
the molecule.

FIG. 9. Number of electrons per spin in the molecule as a function of the
applied gate.

Having a reliable value of the ionization and addition
levels, we now shift the DFT eigenvalues of the molecule
to the desired energies by means of a scissors operator
(SCO)3,4,49,50 that has been proven to improve the conductance
compared with experimental results.3 It should be empha-
sized that our procedure does not use gas-phase levels and
corrections. Instead, our implementation directly uses values
obtained from the molecule in the junction. First, the Hamil-
tonian and overlap matrix of the molecule (H0

mol, S0
mol) are

extracted from the complete system, and we obtain their eigen-
values and eigenvectors. Then, the corrections are applied
to the eigenvalues by shifting all the occupied levels down
by a constant value φocc, while the unoccupied levels are
shifted up by φunocc. With the shifted eigenvalues, the eigen-
vectors, and the overlap matrix, we calculate the scissors
operator Hamiltonian (HS

mol), which will replace the H0
mol in

the full system Hamiltonian. The scissors operator procedure
is applied in each cycle of the self-consistent DFT-NEGF
procedure.

For our DFT-NEGF calculations, we use the same basis
sets that we used in Secs. II–IV in addition to the GGA PBE
functional. Once convergence is reached, the transmission is
calculated. In the limit of zero bias, we obtain the zero bias
conductance from the Fisher-Lee relationship G = G0T (EF). In
terms of G0 =

2e2

h the conductance quantum, the conductance
value with the SCO correction is 0.0082G0, which represents
a significant reduction of one order of magnitude with respect
to the value of 0.077G0 obtained without the SCO correction.
This is in good agreement with the experimental conductance
0.0064G0 reported.3,51,52

Considering the molecule in the gas phase, the scis-
sors operator can be applied to correct the transmission
of the molecule attached to wide band electrodes, giv-
ing as a result a conductance equal to 0.007G0. However,
with this approximation, the result is arbitrary given that
the coupling strength is selected by hand to adjust the
results.

It is important to remark that in our calculations as the
IP and EA for the molecule are calculated in the junction,
the scissors operator correction takes into account the image
charge effect and the HOMO LUMO gap renormalization due
to the presence of the electrodes (Fig. 10).
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FIG. 10. Transmission coefficients as a function of the energy for the Au-
BDA-Au junction using full SCF DFT-NEGF calculations without (dashed
blue) and with (solid red) the scissor operator correction. The green dotted
line was calculated for the molecules in the gas phase attached to wide band
limit electrodes using Γ = 0.5.

VI. CONCLUSIONS

In summary, we have presented a method where we use
DFT-NEGF calculations together with spin unrestricted calcu-
lations that allow us to calculate the IP and the EA of a molecule
in front of a metallic lead. Our method allows us to use differ-
ent kinds of materials for the lead and predicts the IP-EA gap
renormalization as a function of the distance between the lead
and the molecule. With this method, it is possible to correct
the position of the HOMO and LUMO peaks in the transmis-
sion curves of molecular junctions obtained using DFT-NEGF
giving as a result a better agreement between experiments and
calculations.
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APPENDIX: ANDERSON JUNCTION

In order to demonstrate how a spin-polarized calculation
can reproduce resonances of the spectral density, for both spin
directions, we have performed calculations for a simple model
for a molecule, containing two energy levels, one level at −ε0

and the other at ε0 with respect to the chemical potential µ.
In the reference state (zero bias and gate), the lowest level is
occupied by two electrons and the highest is empty.

We calculate the density within the Hartree approximation
in which the potential for an electron at a level i with spin σ
is shifted by

(
Uσ,σ∗niσ∗

)
+

∑
j,i,σ

(
Vjinjσ

)
, where Uσ,σ∗ is

the repulsion between two electrons in the same energy level
and V ji the repulsion between two electrons in different energy
levels and σ∗ = −σ. The occurrence of the njσ implies that
this should be done self-consistently with the possibility of
having more than one stationary state.

The result for the occupation versus gate Vg is shown
in Fig. 11. The figure clearly shows that in the case where
U >> Γ, a spin splitting, similar to that observed in our DFT

FIG. 11. Number of electrons added to the system per spin as a function of
gate for the two-level system including the coulomb repulsion. With V/Γ = 4.0
and U/Γ = 8.0.

calculations, occurs. For U << Γ, this splitting disappears. The
V/Γ ratio does not affect the splitting occurrence. This splitting
depends on the initial guess for the electron densities. If they
are taken equal, the converged configuration does not always
show spin splitting.
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