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SUMMARY

Structures made of fiber-reinforced polymer (FRP) composites are usually considered lightweight.
On account of this feature, polymeric composites find their application in many engineering dis-
ciplines, where the expected service lifetime may extend to decades. The advent of thermoplastics
has brought about cost-effective processing and the possibility to recycle structural components,
among other features. However, the viscous nature of the polymer matrix poses a challenge to the
straightforward application of FRP composites in load-bearing situations: the material response
is a function of time and temperature. In addition, structural components may be subjected to
long-term cyclic loading, that may lead to failure irrespective of the viscous nature of the material
constituents. Hence, for an optimal application of (thermoplastic) FRP composites in load-bearing
situations, it is necessary to understand, and eventually to predict their long-term performance.

Given the heterogeneous microstructure, two types of failure are encountered in FRP compos-
ites: fiber failure and matrix failure. In this thesis, the focus is on matrix-dominated failure under
off-axis loading of unidirectional (UD) composites, a process that is often termed transverse matrix
cracking. In multidirectional laminates, this failure mode may give rise to delamination that can
propagate until catastrophic failure of the laminate is observed. Therefore, properly representing
the formation of transverse matrix cracks is necessary when designing damage-tolerant structures.

Material failure is studied at the microscale, under the assumption that failure of a represen-
tative volume element (RVE) corresponds to macroscopic crack formation. A thin slice of a three-
dimensional RVE is defined in a local coordinate frame aligned with the fiber reinforcement, such
that a complex stress state in the material under off-axis loading may be represented in the model.
While carbon fibers are modeled as elastic, two nonlinear processes are included in the matrix:
viscoplasticity and microcracking. Even though the RVE model may be used for different types of
composites, the primary focus is on thermoplastic composites.

Three different loading scenarios are considered: constant strain rate, constant stress and cyclic
loading. First, it was necessary to develop a model to impose off-axis loading on the RVE, assuming
finite deformations of the RVE as a whole. An arclength model with a strain rate-based constraint
equation was developed in order to apply a constant strain rate on the micromodel. After show-
ing that the model is able to represent the nonlinear behavior of UD composites that is rate- and
off-axis angle-dependent (in other words orthotropic rate-dependent), the RVE model was supple-
mented with a cohesive zone model, to simulate failure of the carbon/PEEK composite material
under different strain rates and off-axis angles. The model was tested against experimental data
obtained in a parallel project.

The same kinematical and stress relations derived in the arclength model can be used to im-
pose a constant stress on the RVE under an off-axis angle, without the need for arclength control.
This framework was used to model creep deformation and eventually creep rupture of the mate-
rial. A cohesive initiation criterion based on a critical energy stored in the matrix was proposed,
to broaden the stress range for which creep rupture is possible, compared to quasi-static cohe-
sive initiation that would overly restrict this stress range. The cohesive model was supplemented
with a viscous degradation tensor, and creep rupture was studied for different off-axis angles and
temperatures.

In further developments the framework was simplified by dropping out viscous degradation
from the cohesive model, which was combined with an endurance limit-based cohesive initiation
criterion. Making sure that the constitutive models properly respond to cyclic loading, a cyclic
variation in the applied stress was considered to study material fatigue failure. To make modeling
of a large number of cycles computationally feasible, a two-scale adaptive stepping scheme was
proposed and made compatible with the constitutive models. The RVE model is able to distinguish
between the plasticity controlled and crack growth controlled failure regimes in cyclic loading and
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their distinct frequency dependency. As a limit case, the same model also accurately predicts the
time to failure in creep loading.



SAMENVATTING

Constructies gemaakt van vezelversterkte kunststof (VVK) composieten worden meestal als licht-
gewicht beschouwd. Vanwege deze eigenschap vinden composieten hun toepassing in verschil-
lende technische disciplines, waar de verwachte levensduur tientallen jaren kan zijn. De opkomst
van thermoplasten heeft kosteneffectieve verwerking en de mogelijkheid om constructieve com-
ponenten te recyclen gebracht. Echter, de viskeuze aard van de polymeermatrix vormt een uitda-
ging voor de rechtstreekse toepassing van VVK-composieten in dragende situaties: de materiaal-
eigenschappen zijn afhankelijk van tijd en temperatuur. Bovendien kunnen constructieve com-
ponenten worden onderworpen aan langdurige cyclische belasting, wat kan leiden tot falen, on-
geacht de viskeuze aard van de materiaalsamenstelling. Daarom is het voor een optimale toepas-
sing van (thermoplastische) VVK-composieten in dragende situaties noodzakelijk om hun lange-
termijnprestaties te begrijpen en uiteindelijk te kunnen voorspellen.

Gezien de heterogene microstructuur worden in VVK-composieten twee soorten falen waar-
genomen: vezelfalen en matrixfalen. In dit proefschrift ligt de focus op matrixgedomineerd fa-
len onder off-axis belasting van unidirectionele (UD) composieten, of transverse matrix cracking.
In multidirectionele laminaten kan deze faalmode zich ontwikkelen tot een proces van delami-
natie dat kan groeien totdat catastrofaal falen van het laminaat optreedt. Daarom is een correct
beschrijving van het ontstaan van matrixscheuren noodzakelijk bij het optimaal ontwerpen van
schade-tolerante constructies.

Materiaalfalen wordt in deze studie beschouwd op microschaal, onder de aanname dat fa-
len van een representatief volume-element (RVE) overeenkomt met macroscopische scheurvor-
ming. Een dun drie-dimensionaal RVE wordt gedefinieerd in een lokaal coördinatensysteem uit-
gelijnd met de vezels, zodat een complexe spanningsstaat in het materiaal onder off-axis belasting
kan worden weergegeven in het model. Terwijl koolstofvezels als elastisch worden gemodelleerd,
worden twee niet-lineaire processen opgenomen in de matrix: viscoplasticiteit en microscheuren.
Hoewel het RVE-model kan worden gebruikt voor verschillende soorten composieten, is de studie
primair gericht op thermoplastische composieten.

Drie verschillende belastingsscenario’s worden beschouwd: constante rek-snelheid, constante
spanning en cyclische belasting. Eerst was het noodzakelijk om een model te ontwikkelen om off-
axis belasting op het RVE op te leggen, waarbij eindige vervormingen van het RVE als geheel wer-
den aangenomen. Een arclength model met een op rek-snelheid gebaseerde constraint-vergelijking
is ontwikkeld om een constante rek-snelheid op het micromodel toe te passen. Nadat is aan-
getoond dat het model een niet-lineair gedrag van UD-composieten kan weergeven dat afhan-
kelijk is van de snelheid en de off-axis hoek (met andere woorden orthotrope snelheidsafhanke-
lijkheid), is het RVE-model aangevuld met een cohesief model om falen van het koolstof/PEEK-
composietmateriaal onder verschillende rek-snelheden en off-axis hoeken te simuleren. Het mo-
del is getest aan de hand van experimentele gegevens verkregen in een parallell project.

Dezelfde kinematische en spanningsrelaties die in het arclength model zijn afgeleid, kunnen
worden gebruikt om een constante spanning op het RVE onder een off-axis hoek op te leggen,
zonder dat arclength controle nodig is. Dit raamwerk is gebruikt om kruipvervorming en uiteinde-
lijk kruipbreuk van het materiaal te modelleren. Een initiatiecriterium gebaseerd op een kritische
energie in de matrix is voorgesteld om het spanningsbereik waarvoor kruipbreuk mogelijk is, te
verbreden, vergeleken met quasi-statische initiatie die dit spanningsbereik te veel zou beperken.
Het cohesievemodel is aangevuld met een viskeuze degradatietensor en kruipbreuk is bestudeerd
voor verschillende off-axis hoeken en temperaturen.

In verdere ontwikkelingen is het raamwerk vereenvoudigd door viskeuze degradatie uit het co-
hesieve model te schrappen, gecombineerd met een initiatiecriterium gebaseerd op een vermoei-
ingslimiet. Door ervoor te zorgen dat de constitutieve modellen goed reageren op cyclische belas-
ting, werd een cyclische variatie in de aangelegde spanning overwogen om vermoeiingsfalen van
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het materiaal te bestuderen. Om het doorrekenen van een groot aantal cycli qua rekentijd haalbaar
te maken, is een adaptieve tijdsstapmethode op twee tijdsschalen voorgesteld en gecombineerd
met de constitutieve modellen. Het RVE-model kan onderscheid maken tussen de plasticiteits-
gecontroleerde en scheurgroei-gecontroleerde faalregimes bij cyclische belasting en hun verschil-
lende frequentieafhankelijkheid. Als limietgeval voorspelt hetzelfde model eveneens nauwkeurig
de tijd tot falen bij kruipbelasting.
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1
INTRODUCTION

Fiber-reinforced polymer (FRP) composites find their application in a wide range of engineer-
ing disciplines, where the expected service lifetime may be measured in decades [1]. Owing to
their customizable microstructure, FRP composites offer the possibility for a substantial reduction
in structural weight compared to metal alternatives, as well as a better corrosion resistance [2].
The emergence of thermoplastic composites opened the space for designing recyclable structures
[3], with an improved crack resistance compared to thermoset composites [4]. According to Of-
fringa [5], the cost-effective processing is another reason to use thermoplastics. The opportunity
for producing affordable lightweight structures then becomes apparent. However, the inherent
time-dependent deformation complicates the straightforward application of polymeric compos-
ites in load-bearing situations: "It is not the question whether failure will occur, but rather on what
timescale" [6]. Furthermore, the long-term behavior of thermoplastic composites is yet to be prop-
erly understood. In this regard, a substantial experimental effort was made recently, e.g. [7–9], but
a complete characterization of the material is time consuming and expensive [10]. To circumvent
this complication, simulation tools come into play as a mean to reduce the number of necessary
experiments, help in further understanding the material behavior, and, finally, to design structures
of complex geometries.

A computational framework for modeling the nonlinear behavior of solids with evolving dis-
continuities, based on finite element methodology, is adopted to meet the objective of the thesis:
Develop simulation tools for predicting time- and cycle-dependent failure in unidirectional compos-
ites under off-axis loading. Although the tools can be applied to different types of composites, their
development was motivated by the need to understand the time- and cycle-dependent behavior
of thermoplastic composites.

1.1. MATRIX FAILURE UNDER OFF-AXIS LOADING

Broadly speaking two types of micromechanical failure modes exist in FRP composites: matrix fail-
ure (cracking) and fiber failure [11]. The focus in this thesis is on matrix dominated failure of the
material under off-axis loading, such that fibers remain intact during loading. The importance of
matrix cracking in composite laminates can be explained with a sketch in Fig. 1.1, where a cross-
ply laminate is subjected to uniaxial loading conditions. Progressive failure is started by transverse
matrix cracking in off-axis plies. When these cracks reach the interface between two plies, delami-
nation is triggered, yet another form of matrix cracking. Delamination will further propagate until
fibers break and catastrophic failure is observed [9]. In this progressive failure process, formation
of matrix cracks in off-axis plies is usually the first damage mode to occur in the laminate. There-
fore, properly capturing the moment when these cracks form is a precursor to designing damage-
tolerant structures.

0◦ ply

90◦ ply

Figure 1.1: Progressive failure of cross-ply laminate; matrix cracking in off-axis plies (left) triggers delamination (middle); de-
lamination propagates until fibers break and catastrophic failure is observed (right)

1
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2 1. INTRODUCTION

1.2. REPRESENTATIVE VOLUME ELEMENT

Under the assumption that failure of a representative volume element (RVE) corresponds with
macroscopic crack formation, we zoom into the microscale and consider an RVE as a domain to
study material failure. The concept of representative volume element is often used in mechanics of
heterogeneous materials [12]. The idea behind this approach is to explicitly include material con-
stituents in a (finite element) model. By considering a realistic microstructure, complex material
behavior is described with relatively simple constitutive models for the constituents.

Without a proper microscopic insight, understanding or even describing mechanical and phys-
ical problems of heterogeneous materials may be excessively difficult. Take, for example, the water
diffusion problem in FRP composites, which strongly depends on the material microstructure [13].
Including the experimental observation in a microscale computational framework provides a bet-
ter insight into all relevant processes and their interaction. With the gained knowledge, formulat-
ing a homogeneous constitutive model for the problem at hand becomes an easier task. Another
example on the relevance of a realistic microstructure is the effect of viscoplastic deformation in
the matrix on composites failure in cyclic loading, a problem dealt with in this thesis. Accurately
representing the complex material behavior is not the only advantage of detailed microscale sim-
ulations. As it turns out, certain stress states cannot be properly represented by homogeneous
constitutive models for composites, when compared with RVE simulations [14].

Several features of composite materials have been investigated through microscale simulations
including: stiffness [15], plastic flow [14], strength [16], water diffusion [17] and in-situ effects [18],
to name a few. The response of thermoplastic composites under the long-term creep or cyclic
loading has not been addressed from this perspective. Also beyond thermoplastic composites, the
literature on micromechanical modeling of the long-term response of composites is scarce in gen-
eral. For example, the creep rupture problem features only one numerical model [19] that uses a
unit cell to progressively model the failure process. Govaert et al. [20] proposed a micromechani-
cal model for time-dependent failure of FRP composites under off-axis loading (including creep),
that is based on a regular microstructure and a failure criterion in a single integration point of the
RVE. As for fatigue, models based on the mean-field homogenization techniques exist [21–23], but
those considering more realistic microstructures are rare. The model by Ni et al. [24] considers an
example that resembles a composite microstructure loaded in transverse tension in a peridynam-
ics framework. In this paper, crack patterns are discussed for different realizations of the model
geometry, together with the number of cycles to failure, but without comparison with experimen-
tal data. Two other models with a unit-cell tackle the problem of fatigue in a multiscale framework
[25, 26]. In [25], an example of an open-hole laminate under 90◦ off-axis loading is considered, but
without comparison with experimental results. In [26], a multiscale spatio-temporal framework
was compared with experiments performed on a quasi-isotropic laminate, in terms of progressive
failure events. Rocha et al. [27] introduced an RVE model to represent deformation of a compos-
ite material under cyclic loading in transverse tension, together with techniques to accelerate the
simulations, but without considering failure.

1.3. KNOWLEDGE GAP

If failure due to molecular degradation is disregarded, two failure regimes can be distinguished in
polymeric composites under cyclic loading: plasticity controlled (ductile or low-cycle) and crack
growth controlled (brittle or high-cycle) failure regimes [28]. Let us consider experimental data on
a unidirectional carbon/PEEK composite system, tested at 90◦ off-axis angle, different frequencies
and the load ratio of 0.1 [9], where the load ratio is defined as:

R = σmin

σmax (1.1)

σmin and σmax being the minimum and the maximum stress in the experiment, respectively. De-
pending on the type of plot used to represent fatigue data, the two failure mechanisms show differ-
ent dependence on the loading frequency. If the applied stress is plotted versus the time to failure
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Figure 1.2: Maximum stress applied versus time to failure for carbon/PEEK composite system, tested at 90◦ off-axis angle, load
ratio R = 0.1 and different frequencies (left); corresponding number of cycles to failure (right) [9]

in a double logarithmic plot (S-t curve), see Fig. 1.2 (left), the plasticity controlled part is insensi-
tive to the loading frequency and can be approximated with a single line, whereas the crack growth
controlled part is frequency-dependent, with the time to failure shortening with an increase in the
loading frequency. On the other hand, if the applied stress is plotted versus the cycles to failure in
a loglog plot (S-N curve), see Fig. 1.2 (right), the plasticity controlled part is frequency-dependent,
while the crack growth controlled regime is largely independent of the frequency for R = 0.1. It is
reported in the literature that frequency dependence of the crack growth controlled failure regime
varies with the load ratio. For lower values of R, the response is mostly independent of frequency
and can be approximated with a single line in the S-N curve, like in Fig. 1.2 (right). When R in-
creases, the number of cycles to failure in the crack growth controlled regime starts varying sig-
nificantly with the loading frequency [29]. To further increase the overall complexity, the material
response depends on the loading angle and the temperature.

Another important experimental observation is that the two failure regimes show a different
trend in the time to failure when switching from static (creep) loading (R = 1) to cyclic loading
(R < 1), e.g. [28]. While for the plasticity controlled failure mechanism the time to failure increases
in cyclic loading compared to static loading, the opposite is true for the crack growth controlled
failure mechanism, see Fig. 1.3.

As it turns out, there is no computational framework in the literature addressing the described
behavior of thermoplastic composites under creep or cyclic loading. Therefore, the ultimate goal
of this thesis is formulating a computational microscale model capable of simulating long-term
time- and cycle-dependent failure of polymeric (thermoplastic) composites.

Additionally, given its relation with creep rupture, strain rate-dependent failure of the material
under off-axis loading is another relevant problem deserving attention. In Fig. 1.4, the failure stress
of the carbon/PEEK material is plotted versus constant strain rate loading in a loglog plot, for two
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g

plasticity

static (R = 1)

cyclic (R < 1)
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Figure 1.3: Effect of cyclic loading on time to failure for two failure regimes, when compared with static (creep) loading
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Figure 1.4: Failure stress versus strain rate for two off-axis angles observed experimentally [9]; filled markers represent creep
data; empty markers represent constant strain rate data; for creep data, external force was controlled and creep strain rate
measured; for strain rate data, stress was measured for the imposed constant strain rate

off-axis angles denoted with χ. In the same plot, the creep stress is plotted versus the minimum
creep strain rate observed experimentally for two loading angles [9] (presenting data in a semilog
plot, with logarithmic scale in the strain rate, would not change the message [30]). It stems from
the figure that the failure kinetics are the same for the two loading scenarios (creep and constant
strain rate), making it possible to infer one by knowing the other. In other words, the material
behavior under the long-term static (creep) loading can be induced from the failure kinetics under
constant strain rate loading.

In the literature, the micromodel with a regular microstructure proposed by Govaert et al. [20]
estimates the failure state under constant strain rate when the critical plastic strain is reached in
an integration point representing the matrix. In this thesis, we propose a micromodel that progres-
sively fails under a constant strain rate.

1.4. COMPUTATIONAL FRAMEWORK

Material failure is simulated on the microscale considering three different loading scenarios: con-
stant strain rate, creep and cyclic loading, see Fig. 1.5. In all cases, unidirectional composite mate-
rial is subjected to uniaxial loading under an off-axis angle χ = 90◦−θ0, θ0 being the initial angle
between the global x-axis and the fiber direction.

The micromodel is a thin slice 3D RVE defined in the local frame aligned with the fiber rein-
forcement, see Figs. 1.5 and 1.6, such that complex stress states under off-axis loading may be
represented within the numerical model. Homogenized stresses on the RVE faces in Fig. 1.6, cor-
respond with the stress in the global loading direction, see Fig. 1.5. To mimic the effect of the sur-
rounding material, periodic boundary conditions are imposed on the RVE [14]. With the focus on
matrix dominated failure, carbon fibers are represented with a hyperelastic transversely isotropic
material model [31].

According to Argon [32], nonlinear processes preceding matrix cracking can be divided in plas-
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Figure 1.5: Unidirectional composite material subjected to different loading scenarios under off-axis angle χ= 90◦−θ0
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ticity (shear yielding) which corresponds to a ductile response of a polymer material, and crazing
that causes a brittle response and further develops in a crack growth process. For a proper compu-
tational representation of matrix failure, it is desirable to account for both processes in the RVE.

When it comes to plastic deformation in solids, one may think of a constitutive model with a
yield surface that evolves under certain loading conditions [33]. A model of that kind has been
proposed by Melro et al. [34], and is often used to describe the inelastic response of polymers
in composites. An alternative also exists, several models in the literature are based on the Eyring
flow theory [35], and the work of Haward and Thackray [36], who proposed that the mechanical
response of glassy polymers is governed by two contributions that originate from deforming dif-
ferent parts of the molecular structure. The first one gives rise to the viscous pre-yield and yield
response of the material. It is represented with an Eyring-based viscosity function that evolves with
the stress applied, eventually leading to the viscoplastic flow of the material. The second compo-
nent becomes dominant in the post-yield regime which goes up to large strains. This contribution
is due to the reorientation of the entangled network and represents the hardening stress. Mod-
els following this idea have been formulated in different research groups [37–39]. As one of these
models, the Eindhoven Glassy Polymer (EGP) model is used in this thesis to represent deformation
of the matrix under different loading and temperature conditions [39].

By means of cohesive zone modeling [40], microcracking of the matrix is also included in the
RVE. Inter-element cohesive segments are added on the fly [41], when a suitable initiation criterion
is satisfied, after which an appropriate cohesive model governs evolution of cohesive microcracks.
This nonlinear process certainly relates to crazing in polymers that is also sensitive to the hydro-
static stress [42]. However, in the cohesive initiation criterion we do not consider the effect of
hydrostatic stress. Except for Chapter 4, where the initiation criterion is energy-based, a critical
combination of traction components on a potential cohesive surface determines the moment of
initiation. With the matrix dominated failure in mind, cohesive segments may initiate along finite
element edges representing the matrix or the fiber/matrix interface.

Although much of the nonlinearity in the homogenized RVE response comes from viscoplastic
deformation of the matrix, the micromodel eventually fails due to evolution of cohesive microc-
racks through the RVE. This fact is supported with an example in which the RVE is loaded under
different off-axis angles at the strain rate ε̇y y = 10−4/s, see Fig. 1.7, where stress-strain curves ob-
tained from the simulations including cohesive microcracks and without them are shown [43]. As
observed from the figure, the homogenized response without microcracks shows the tendency of
monotonic hardening, making it difficult to determine the failure point. On the other hand, the
RVE with evolving cohesive zones eventually enters the softening phase with a clear post-peak re-
sponse, whose onset is taken as the failure point in the considered examples.

Adding cohesive segments to the RVE is not the only way to drive the RVE towards the fail-
ure state. Smeared modeling of microcracking is also possible, that is based on principles of con-
tinuum damage mechanics [44]. This approach would require regularization of the degradation
process inside a bulk constitutive model, e.g. [45, 46]. Phase-field modeling is another option to
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account for relevant degradation processes in the matrix in a regularized way [47].

Another route to define failure of the RVE, without including any additional process beside
plasticity in the matrix, is also possible. For example, one can define a critical combination of
homogenized stress measures like the hydrostatic stress and the Von Mises stress and declare it as
the failure state. In that scenario, the simulation would still be able to run past the declared failure
state, which would be defined at some point along the dashed lines in Fig. 1.7.

1.5. THESIS OUTLINE

Before trying to simulate failure of the material under certain loading scenario, it was necessary to
formulate a model to impose off-axis loading on the RVE, assuming finite homogenized deforma-
tions of the micromodel. In Chapter 2, a strain rate-based arclength model is presented to impose
a constant (true) strain rate on the RVE, that allows for reorientation of the microstructure in the
loading process.

In Chapter 3, failure of the material under constant strain rate is studied, where the RVE model
from Chapter 2 is supplemented with a cohesive zone model. Special care is dedicated to derive
kinematical and stress relations for the cohesive model in 3D, accounting for geometric nonlin-
earity as well [48]. A direct application of a quasi-static cohesive model leads to an inaccurate
prediction of failure, indicating that some aspect of the cohesive model (maximum traction, frac-
ture energy) needs to be rate-dependent. Since making the fracture energy rate-dependent did not
lead to sufficiently good results, an approach where the maximum traction depends on the local
rate of deformation was followed. An alternative, where both the fracture energy and the maximum
traction are rate-dependent, is also possible, but was not investigated in the thesis. The model re-
sults are compared with experimental data on carbon/PEEK thermoplastic composites tested at
different strain rates and off-axis angles.

In Chapter 4, a model to simulate creep rupture of the material under off-axis loading is pre-
sented. Referring to the statement about polymeric materials: "It is not the question whether failure
will occur, but rather on what timescale"[6], the question of a proper cohesive initiation criterion
arises. It is clear that working with the quasi-static strength would preclude a large range of stresses
from possible creep rupture. Therefore, a more general initiation criterion is introduced in Chapter
4, that is energy-based: a cohesive segment initiates when the total free energy in the bulk material
reaches a critical value. However, to reach a reasonable agreement with experimental results, an
auxiliary condition checking for a certain ratio between the free energy components was necessary.
A quasi-static cohesive model is supplemented with a viscous degradation tensor to achieve decay
of the stress on a cohesive surface in creep loading. The addition of another failure mechanism in
the cohesive zone was necessary to achieve failure within the timescale that was experimentally
observed.

In Chapter 5, the model developed in the previous chapter is adjusted to account for cyclic vari-
ation of the applied stress, and failure due to off-axis fatigue loading is studied. To properly account
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for viscous deformation in the matrix under cyclic loading, a two-scale EGP model is formulated
and combined with a two-scale time stepping scheme, proposed to efficiently traverse the loading
signal. Dávila’s fatigue cohesive model [49] is used for microcracking of the matrix, together with an
endurance limit-based cohesive initiation criterion [50]. The model addresses frequency depen-
dence of the plasticity controlled and crack growth controlled failure mechanisms, and is tested
against experimental observations. As a limit case when R = 1, the model accurately predicts the
time to failure in creep loading.

Finally, Chapter 6 includes concluding remarks and future perspectives.
Since Chapters 2-5 represent already published (or submitted) journal papers, the reader will

notice the repetition of some content.

REFERENCES

[1] Brinson HF. Matrix dominated time dependent failure predictions in polymer matrix com-
posites. Compos Struct, 47 (1-4), 1999, pp. 445–456. DOI: 10.1016/S0263-8223(00)00075-
1.

[2] Alderliesten R. Introduction to aerospace structures and materials. Delft University of Tech-
nology, 2018.

[3] Teltschik J et al. Review on recycling of carbon fibre reinforced thermoplastics with a focus
on polyetheretherketone. Composites A, 2024, p. 108236. DOI: 10.1016/j.compositesa.
2024.108236.

[4] Danzi F et al. Longitudinal failure mechanisms and crack resistance curves of unidirec-
tional thermoplastic composites. Eng Fract Mech, 282, 2023, p. 109147. DOI: 10.1016/j.
engfracmech.2023.109147.

[5] Offringa AR. Thermoplastic composites—rapid processing applications. Composites A, 27
(4), 1996, pp. 329–336. DOI: 10.1016/1359-835X(95)00048-7.

[6] Kanters M. Prediction of long-term performance of load-bearing thermoplastics. PhD thesis.
Eindhoven, The Netherlands: Technische Universiteit Eindhoven, 2015.

[7] Pastukhov L. Long-term performance of fibre-reinforced thermoplastics. PhD thesis. Eind-
hoven, The Netherlands: Technische Universiteit Eindhoven, 2019.

[8] Erartsin O. Matrix dominated, time-dependent failure of continuous fiber-reinforced ther-
moplastic composites. PhD thesis. Enschede, The Netherlands: University of Twente, 2020.
DOI: 10.3990/1.9789036549929.

[9] Sundararajan BK. Matrix dominated failure in continuous carbon fibre reinforced poly(ether
ether ketone). PhD thesis. Enschede, The Netherlands: University of Twente, 2024. DOI: 10.
3990/1.9789036560405.

[10] Dávila CG. From S-N to the Paris law with a new mixed-mode cohesive fatigue model for
delamination in composites. Theor Appl Fract Mech, 106, 2020, p. 102499. DOI: 10.1016/j.
tafmec.2020.102499.

[11] Wisnom MR, Hallett SR. The role of delamination in strength, failure mechanism and hole
size effect in open hole tensile tests on quasi-isotropic laminates. Composites A, 40 (4), 2009,
pp. 335–342. DOI: 10.1016/j.compositesa.2008.12.013.

[12] Gitman IM, Askes H, Sluys LJ. Representative volume: Existence and size determination. Eng
Fract Mech, 74 (16), 2007, pp. 2518–2534. DOI: 10.1016/j.engfracmech.2006.12.021.

[13] Rocha I et al. Combined experimental/numerical investigation of directional moisture dif-
fusion in glass/epoxy composites. Compos Sci Technol, 151, 2017, pp. 16–24. DOI: 10.1016/
j.compscitech.2017.08.002.

[14] Van der Meer FP. Micromechanical validation of a mesomodel for plasticity in composites.
Eur J Mech A Solids, 60, 2016, pp. 58–69. DOI: 10.1016/j.euromechsol.2016.06.008.

https://doi.org/10.1016/S0263-8223(00)00075-1
https://doi.org/10.1016/S0263-8223(00)00075-1
https://doi.org/10.1016/j.compositesa.2024.108236
https://doi.org/10.1016/j.compositesa.2024.108236
https://doi.org/10.1016/j.engfracmech.2023.109147
https://doi.org/10.1016/j.engfracmech.2023.109147
https://doi.org/10.1016/1359-835X(95)00048-7
https://doi.org/10.3990/1.9789036549929
https://doi.org/10.3990/1.9789036560405
https://doi.org/10.3990/1.9789036560405
https://doi.org/10.1016/j.tafmec.2020.102499
https://doi.org/10.1016/j.tafmec.2020.102499
https://doi.org/10.1016/j.compositesa.2008.12.013
https://doi.org/10.1016/j.engfracmech.2006.12.021
https://doi.org/10.1016/j.compscitech.2017.08.002
https://doi.org/10.1016/j.compscitech.2017.08.002
https://doi.org/10.1016/j.euromechsol.2016.06.008


1

8 1. INTRODUCTION

[15] Melro AR, Camanho PP, Pinho ST. Influence of geometrical parameters on the elastic re-
sponse of unidirectional composite materials. Compos Struct, 94 (11), 2012, pp. 3223–3231.
DOI: 10.1016/j.compstruct.2012.05.004.

[16] Totry E, González C, LLorca J. Failure locus of fiber-reinforced composites under transverse
compression and out-of-plane shear. Compos Sci Technol, 68 (3), 2008, pp. 829–839. DOI:
10.1016/j.compscitech.2007.08.023.

[17] Rocha IBCM, Van der Meer FP, Nijssen RPL, Sluys LJ. A multiscale and multiphysics numer-
ical framework for modelling of hygrothermal ageing in laminated composites. Int J Numer
Methods Eng, 112 (4), 2017, pp. 360–379. DOI: 10.1002/nme.5542.

[18] Arteiro A et al. Micro-mechanical analysis of the in situ effect in polymer composite lami-
nates. Compos Struct, 116, 2014, pp. 827–840. DOI: 10.1016/j.compstruct.2014.06.014.

[19] Gal E, Fish J. Anisotropic micromechanical creep damage model for composite materials:
a reduced-order approach. Int J Mult Comp Eng, 6 (2), 2008, pp. 113–121. DOI: 10.1615/
IntJMultCompEng.v6.i2.10.

[20] Govaert LE et al. A micromechanical approach to time-dependent failure in off-axis loaded
polymer composites. Composites A, 32 (12), 2001, pp. 1697–1711. DOI: 10.1016/S1359-
835X(01)00028-8.

[21] Reifsnider KL, Gao Z. A micromechanics model for composites under fatigue loading. Int J
Fatigue, 13 (2), 1991, pp. 149–156. DOI: 10.1016/0142-1123(91)90007-L.

[22] Hessman PA, Welschinger F, Hornberger K, Böhlke T. A micromechanical cyclic damage
model for high cycle fatigue failure of short fiber reinforced composites. Composites B, 264,
2023, p. 110855. DOI: 10.1016/j.compositesb.2023.110855.

[23] Mohammadi B et al. Damage-entropy model for fatigue life evaluation of off-axis unidirec-
tional composites. Compos Struct, 270, 2021, p. 114100. DOI: 10.1016/j.compstruct.
2021.114100.

[24] Ni T, Zaccariotto M, Galvanetto U. A peridynamic approach to simulating fatigue crack prop-
agation in composite materials. Proc R Soc A, 381 (2240), 2023, p. 20210217. DOI: 10.1098/
rsta.2021.0217.

[25] Fish J, Yu Q. Computational mechanics of fatigue and life predictions for composite mate-
rials and structures. Comput Methods Appl Mech Eng, 191 (43), 2002, pp. 4827–4849. DOI:
10.1016/S0045-7825(02)00401-2.

[26] Crouch R, Oskay C, Clay S. Multiple spatio-temporal scale modeling of composites subjected
to cyclic loading. Comput Mech, 51 (1), 2013, pp. 93–107. DOI: 10.1007/s00466-012-0707-
9.

[27] Rocha IBCM, Van der Meer FP, Sluys LJ. Efficient micromechanical analysis of fiber-reinforced
composites subjected to cyclic loading through time homogenization and reduced-order
modeling. Comput Methods Appl Mech Eng, 345, 2019, pp. 644–670. DOI: 10.1016/j.cma.
2018.11.014.

[28] Kanters MJW, Kurokawa T, Govaert LE. Competition between plasticity-controlled and crack-
growth controlled failure in static and cyclic fatigue of thermoplastic polymer systems. Polym
Test, 50, 2016, pp. 101–110. DOI: 10.1016/j.polymertesting.2016.01.008.

[29] Kanters MJW, Engels TAP, Van Erp TB, Govaert LE. Predicting long-term crack growth dom-
inated static fatigue based on short-term cyclic testing. Int J Fatigue, 112, 2018, pp. 318–327.
DOI: 10.1016/j.ijfatigue.2018.03.011.

[30] Govaert LE, Van der Vegt AK, Van Drongelen M. Polymers: From Structure to Properties. Delft:
Delft Academic Press, 2019.

https://doi.org/10.1016/j.compstruct.2012.05.004
https://doi.org/10.1016/j.compscitech.2007.08.023
https://doi.org/10.1002/nme.5542
https://doi.org/10.1016/j.compstruct.2014.06.014
https://doi.org/10.1615/IntJMultCompEng.v6.i2.10
https://doi.org/10.1615/IntJMultCompEng.v6.i2.10
https://doi.org/10.1016/S1359-835X(01)00028-8
https://doi.org/10.1016/S1359-835X(01)00028-8
https://doi.org/10.1016/0142-1123(91)90007-L
https://doi.org/10.1016/j.compositesb.2023.110855
https://doi.org/10.1016/j.compstruct.2021.114100
https://doi.org/10.1016/j.compstruct.2021.114100
https://doi.org/10.1098/rsta.2021.0217
https://doi.org/10.1098/rsta.2021.0217
https://doi.org/10.1016/S0045-7825(02)00401-2
https://doi.org/10.1007/s00466-012-0707-9
https://doi.org/10.1007/s00466-012-0707-9
https://doi.org/10.1016/j.cma.2018.11.014
https://doi.org/10.1016/j.cma.2018.11.014
https://doi.org/10.1016/j.polymertesting.2016.01.008
https://doi.org/10.1016/j.ijfatigue.2018.03.011


REFERENCES

1

9

[31] Bonet J, Burton AJ. A simple orthotropic, transversely isotropic hyperelastic constitutive equa-
tion for large strain computations. Comput Methods Appl Mech Eng, 162 (1), 1998, pp. 151–
164. DOI: 10.1016/S0045-7825(97)00339-3.

[32] Argon AS. The physics of deformation and fracture of polymers. Cambridge University Press,
2013.

[33] Ibrahimbegovic A. Nonlinear solid mechanics: theoretical formulations and finite element
solution methods. Vol. 160. Springer Science & Business Media, 2009.

[34] Melro AR, Camanho PP, Andrade Pires FM, Pinho ST. Micromechanical analysis of polymer
composites reinforced by unidirectional fibres: Part I – Constitutive modelling. Int J Solids
Struct, 50 (11), 2013, pp. 1897–1905. DOI: 10.1016/j.ijsolstr.2013.02.009.

[35] Eyring H. Viscosity, plasticity, and diffusion as examples of absolute reaction rates. J Chem
Phys, 4 (4), 1936, pp. 283–291. DOI: 10.1063/1.1749836.

[36] Haward RN, Thackray G. The use of a mathematical model to describe isothermal stress-
strain curves in glassy thermoplastics. Proc R Soc A, 302 (1471), 1968, pp. 453–472. DOI: 10.
1098/rspa.1968.0029.

[37] Boyce MC, Parks DM, Argon AS. Large inelastic deformation of glassy polymers. part I: rate
dependent constitutive model. Mech Mater, 7 (1), 1988, pp. 15–33. DOI: 10.1016/0167-
6636(88)90003-8.

[38] Buckley CP, Jones DC. Glass-rubber constitutive model for amorphous polymers near the
glass transition. Polymer, 36 (17), 1995, pp. 3301–3312. DOI: 10 . 1016 / 0032 - 3861(95 )
99429-X.

[39] Van Breemen LCA, Klompen ETJ, Govaert LE, Meijer HEH. Extending the EGP constitutive
model for polymer glasses to multiple relaxation times. J Mech Phys Solids, 59 (10), 2011,
pp. 2191–2207. DOI: 10.1016/j.jmps.2011.05.001.

[40] Ortiz M, Pandolfi A. Finite-deformation irreversible cohesive elements for three-dimensional
crack-propagation analysis. Int J Numer Methods Eng, 44 (9), 1999, pp. 1267–1282. DOI: 10.
1002/(SICI)1097-0207(19990330)44:9<1267::AID-NME486>3.0.CO;2-7.

[41] Camacho GT, Ortiz M. Computational modelling of impact damage in brittle materials. Int J
Solids Struct, 33 (20), 1996, pp. 2899–2938. DOI: 10.1016/0020-7683(95)00255-3.

[42] Tijssens MGA, van der Giessen E, Sluys LJ. Modeling of crazing using a cohesive surface
methodology. Mech Mater, 32 (1), 2000, pp. 19–35. DOI: 10.1016/S0167-6636(99)00044-
7.
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2
STRAIN RATE-BASED ARCLENGTH MODEL

2.1. INTRODUCTION

Continuous fiber reinforced composites are used in many load-carrying applications where struc-
tural reliability is of great importance. The ability to accurately predict the mechanical response of
the material for different loading scenarios is essential in the optimal process of design and main-
tenance of those structures. In last decades the concept of the Representative Volume Element
(RVE) has been used frequently to study the mechanics of heterogeneous materials on a scale of
observation finer than the macroscopic scale. Several features of composite materials have been
investigated through such microscale simulations. Melro et al. [2] analyzed elastic properties of
composites that differ from the properties of the individual constituents. Van der Meer [3] com-
pared the behavior of a homogenized orthotropic plasticity model for fiber reinforced composites
with that of an RVE with plastic matrix and elastic fibers. Totry et al. [4] calculated the strength of a
composite lamina for different loading scenarios. In [5] Rocha et al. studied hygrothermal ageing
in laminated composites in a multiscale FE2 framework. The in-situ effect in polymer composite
laminates has been investigated by Arteiro et al. [6]. Naya et al. [7] included environmental con-
ditions, such as temperature and humidity, in predicting stiffness and strength properties of one
ply. In a multiscale approach, Govaert et al. [8] modeled the rate-dependent off-axis strength of
unidirectional (UD) laminates.

Even though many features of UD composites can be studied on two-dimensional (2D) RVE,
modeling of stress states that arise in off-axis testing requires formulation in 3D space because
of the presence of stress in fiber direction and longitudinal shear stress. The aim of this work is
to develop a micromechanical framework that accommodates geometric and material nonlinear
analysis of UD composites exposed to uniaxial loading at a predefined strain rate, with an arbitrary
orientation of the reinforcement with respect to the loading direction, i.e., different off-axis angles.
The framework is designed for the RVE of a thin slice of fiber reinforced composite material that
is oriented perpendicular to the direction of the reinforcement. By using a thin slice, excessive
computational costs that would be associated with a full 3D RVE with geometric representation of
the off-axis fibers are avoided. The challenge addressed in this work is to satisfy the requirement
that the deformation and stress state of the RVE, in its local coordinate frame, are equivalent to the
state of the lamina in the global coordinate system of the off-axis experiment. The exact solution
to this problem demands control over the update in nodal displacements of the RVE, which de-
termines the strain rate in the global frame of reference. Also, it requires control over the external
load level on the RVE, which is related to the uniaxial stress state in the global frame. Because of the
requirement to simultaneously control both the displacements and the load level in the analysis,
an arclength control formulation is pursued.

Arclength control methods stem from the work of Wempner [9] and Riks [10]. In order to solve
the problem of snap-back or snap-through behavior that may arise in a structural analysis, Riks
added an auxiliary equation with a path following constraint to the existing set of equations. This
framework is versatile in the sense that an arbitrary constraint can be defined. Initially the con-
straint equation was mostly based on a proper geometrical combination of norms of the nodal dis-
placements and load increment. It was realized by De Borst [11] that the constraint equation which
includes all nodal degrees of freedom cannot be successfully applied to strain-softening problems,
but that specific degrees of freedom can be selected to control the crack opening displacement.
A more general solution that does not require a priori information on where the localization will

Apart from minor text adjustments, this chapter was reproduced from [1].
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take place, introduced by Gutiérrez [12], is a constraint based on the global energy release rate in
the framework of a geometrically linear continuum damage model, which was foundation for the
class of dissipation based arclength models. This idea was later extended by Verhoosel et al. [13]
to account for geometrically linear plasticity and geometrically nonlinear damage. Van der Meer
et al. [14] extended the constraint equation to account also for the presence of thermal strains in
the dissipation process. A common element among all mentioned arclength formulations is that
they work with a fixed unit load vector and a predefined constraint equation. For off-axis loading
at constant strain rate on an RVE, such unit force vector and constraint can also be defined, de-
pending on the mapping between local and global coordinates. In geometric nonlinear context
which is relevant for shear loading of polymer composites, however, this mapping will change as a
consequence of deformations.

In this study a strain rate-based arclength model is proposed. The constraint equation is con-
structed such that the deformation pattern of the RVE satisfies that the strain rate in the global
loading direction equals a prescribed value. To exactly capture the finite strains, the orientation of
the RVE is updated, followed by a change in the unit force vector applied in the arclength method.
Closed-form expressions for the unit force components are derived.

In the next section, the formulation for the strain rate-based arclength model is presented, first
accounting for geometric nonlinear effects in a general nonlinear framework, and then reduced to
a small strain version. After that, the Eindhoven Glassy Polymer (EGP) constitutive law that is used
for the bulk (matrix) part of the composite material is introduced. Then a transversely isotropic
material model is presented to simulate the response of the reinforcement - in this study carbon
fibers. Subsequently the model is validated through examples on the rate-dependent isotropic ma-
terial (EGP) and the transversely isotropic material. Eventually the off-axis response of a fiber rein-
forced composite material with thermoplastic matrix is simulated to demonstrate the envisioned
use case of the proposed model.

2.2. FORMULATION

2.2.1. PROBLEM STATEMENT

A composite material with unidirectional reinforcement is subjected to a constant strain rate ε̇y y
at uniaxial stress conditions, Fig. 2.1 (left). The uniaxial loading will make the material undergo
the deformation shown in Fig. 2.1 (middle). Finite strains are allowed to take place, meaning that
the local coordinate frame aligned with the fibers changes orientation from the initial angle θ0 to
a new angle θ1. Given the angle θ1, transformation of the stress state from global to local frame of
reference results in the Cauchy stress components shown in Fig. 2.1 (right). We aim to simulate this
experiment with an RVE that is a 3D slice with random fiber distribution and periodic boundary
conditions [3], picked from the composite lamina, where one axis of the RVE is aligned with the re-
inforcement direction, Fig. 2.2. The implementation of periodic boundary conditions is explained
in the Appendix. Unlike a 2D RVE in the plane perpendicular to the fibers, the 3D slice enables
representation of the stress state that is encountered in the off-axis loading of composites.

x

y fiber

m
atri

x

ε̇y y

ε̇y y = const

θ1

ε̇y y (σy y )

Q(θ1)

σ11

σ22

τ12

τ21

ε̇y y (σy y )

=⇒
e1e2

e1
e2

e1
e2θ0

Figure 2.1: Strain rate imposed on unidirectional composite material (left); deformed material due to uniaxial loading (middle);
Cauchy stresses in local coordinate system (right)
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u11 , f̂11
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Figure 2.2: RVE with active displacements ui j and applied unit force components f̂i j on master nodes 0, 1, 2, 3

The kinematic relations between microscopic displacements and homogenized strain are cal-
culated numerically, following displacements of the master nodes of the RVE. Displacement com-
ponents of the master nodes not indicated in Fig. 2.2 are set to zero. Master node 0 is fixed to pre-
vent rigid-body translations. It should be noted that we are not applying a macroscopic strain ten-
sor on the RVE to define Dirichlet boundary conditions, in which case rigid-body rotations would
be a priori prevented. Contrary to this, we are imposing forces on the RVE as part of the arclength
methodology. Hence, it is necessary to fix three more degrees of freedom to prevent rigid-body
rotations. Fixing master node 1 in e2 and e3 directions ensures that the fibers remain oriented in
e1 direction. The vector e2 remains perpendicular to e1 and therefore does not necessarily stay
parallel to the line between master nodes 0 and 2.

The formulation of the model is derived such that the deformation pattern and stress state
of the RVE in the local frame of reference are equivalent to the global state of deformation and
stress in the lamina, see Fig. 2.1. With the proposed model it is possible to analyze UD composite
systems on the microlevel, accounting for different orientations of the reinforcement and a prede-
fined strain rate, while using the same initial geometry of the RVE. The derived model is valid for
both tension and compression. Furthermore, the framework is independent of the material model
applied to represent nonlinear processes in the composite constituents. Beside capturing the rate-
dependent (visco-plastic) effects in the material, it is also possible to include damage mechanisms
in the RVE model. For example, a cohesive surface methodology or a smeared crack model can
be applied to represent degradation in the material. However, not all failure mechanisms may be
represented by the thin slice RVE. The case of fiber kinking or fiber pull-out would require a longer
piece of material to capture longitudinal variations in the fiber deformation and, therefore, cannot
be simulated with the proposed model.

In the following, the general nonlinear framework of the model is introduced. Afterwards, the
small strain version of the model that is simpler to implement is presented. In the numerical ex-
amples, the loss in accuracy when using the small strain version will be assessed.

2.2.2. ARCLENGTH CONTROL METHOD

The discrete equilibrium equation of the RVE, in the absence of cracks and body forces, can be
written in Voigt notation as follows:∫

Ω
BT(a)σ(a)dΩ=

∫
Γt

NTtpdΓ (2.1)

where B is the strain - nodal displacement matrix, σ is the Cauchy stress, N is the shape function
matrix, tp is the prescribed external traction, and a is the vector of nodal displacements. The left
hand side of this equation represents the internal nodal force vector fint, whereas the right hand
side stands for the external force vector fext, leading to:

fint(a) = fext(a) (2.2)



2

14 2. STRAIN RATE-BASED ARCLENGTH MODEL

In the light of the arclength control method, fext is written as the product of the load factor λ and
the unit force vector f̂:

fext(a) =λf̂(a) (2.3)

In the present case, the vector f̂ depends on the deformation state and, therefore, is a function of
the nodal displacements. With periodic boundary conditions implemented as linear constraints,
the right hand side vector of Eq. (2.1) translates to a force vector with nonzero values on the entries
associated with the master nodes as shown in Fig. 2.2.

The system of equations (2.2) consists of N equations and counts N + 1 unknowns (N nodal
displacements plus the load factor λ), rendering the system indeterminate. In order to solve this
issue, a path following constraint equation is added, which in the general case has the form:

g (a,λ,τ) = 0 (2.4)

where τ is an arclength parameter that defines the calculation step size. The combination of Eqs.
(2.2)-(2.4) forms the augmented system of equations:[

fint −λf̂
g

]
=

[
0
0

]
(2.5)

This system is solved for the unknown nodal displacements and the load factor λ following the
linearized Newton-Raphson procedure:fint, j + ∂fint

∂a da j+1 −λ j f̂−dλ j+1 f̂

g j +
(
∂g
∂a

)T
da j+1 +

(
∂g
∂λ

)
dλ j+1

=
[

0
0

]
(2.6)

The solution at iteration j +1 is obtained by solving:[
K −f̂

hT s

][
da j+1
dλ j+1

]
=

[
r j
−g j

]
(2.7)

where the tangent stiffness of the system K, vector h, scalar s and the residual force vector r j at
iteration j are defined as:

K = ∂fint

∂a
,h = ∂g

∂a
, s = ∂g

∂λ
, r j =λ j f̂− fint, j (2.8)

In this chapter a two-stage solution procedure, first introduced by Ramm [15] and Crisfield [16],
and later elaborated by De Borst et al. [17], is used to update the unknown variables. At iteration
j +1 the partial contributions to the nodal displacements are calculated as:

daI
j+1 = K−1 f̂

daII
j+1 = K−1r j

(2.9)

Eq. (2.9) is followed by calculating an iterative increment to the load factor:

dλ j+1 =−
g j +hTdaII

j+1

s +hTdaI
j+1

(2.10)

to finally get the total iterative contribution to the nodal displacements:

da j+1 = dλ j+1daI
j+1 +daII

j+1 (2.11)

In Eq. (2.6) it is assumed that ∂f̂/∂a = 0, while in the present case the unit force vector does become
a function of the deformation. In order to keep optimal convergence, while avoiding further com-
plications in the formulation, the unit force vector f̂ is only updated at the beginning of the time
step, i.e.:

f̂n = f̂(an−1) (2.12)
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Figure 2.3: RVE picked from composite lamina such that one side is parallel to the reinforcement (left); deformed RVE present
in simulation and actual state it is in due to the applied loading (right)

2.2.3. ARCLENGTH CONSTRAINT EQUATION

The constraint equation of the model is derived from a relation between the RVE deformation gra-
dient in the local coordinate system F̄ and the deformation gradient of the UD composite material
in the global frame F. To this end, the RVE with periodic boundary conditions, whose initial orien-
tation with respect to the global x−axis defines the angle θ0, is picked from the composite lamina,
see Fig. 2.3 (left) for top view and Fig. 2.2 for 3D view. Due to the applied loading, the initial RVE
denoted by the shape "a" will deform into the shape "b" defined by the deformation gradient F̂
in the original local frame, Fig. 2.3 (right). The deformation gradient F̂ describes the exact same
deformation as the global deformation gradient F. The two are related through a transformation
operation as:

F̂ = Q0FQT
0 (2.13)

where the transformation matrix Q0 reads:

Q0 =
 cos(θ0) sin(θ0) 0
−sin(θ0) cos(θ0) 0

0 0 1

 (2.14)

A simulation performed on the RVE should resemble this actual deformation state. In the actual
state of shape "b" it can be observed that the vector e1 that is tied to the RVE edge 0-1 rotates with
an angle φ. However, inside the RVE, this rotation is by definition of the boundary conditions not
described1. In order to relate the homogenized stresses in the RVE simulation to the stress in global
frame, the magnitude of the rotation φ needs to be determined from the RVE simulation. This is
achieved by considering that the RVE present in the simulation is in shape "c", with deformation
gradient F̄, see Fig. 2.3 (right). The deformation gradient F̄ is then related to the actual state F̂ by a
rigid rotation:

F̂ = R(φ)F̄ (2.15)

where the rotation tensor R has the following form:

R =
cos(φ) −sin(φ) 0

sin(φ) cos(φ) 0
0 0 1

 (2.16)

1An assumption that the master node 2 does not move in the local direction 1, while the node 1 moves in the direction 2, would
result in different expressions for the RVE kinematics, but the overall simulation results would be the same if a derivation
similar to the one outlined here is followed.
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With the imposed Dirichlet boundary conditions and active displacements shown in Fig. 2.2, the
homogenized deformation gradient of the RVE is:

F̄ =
F̄11 F̄12 0

0 F̄22 0
0 0 F̄33

=


1+ u11

l 0
1

u21
l 0

2
0

0 1+ u22
l 0

2
0

0 0 1+ u33

l 0
3

 (2.17)

such that ui j is the displacement on master node i in direction j , whereas l 0
i is the initial length of

the RVE in direction i .
Combining Eqs. (2.15) and (2.13) it is possible to relate F to F̄ as:

F = QT
0 RF̄Q0 (2.18)

Taking the fact that QT
0 R = QT

1 , Eq. (2.18) can be rewritten as:

F = QT
1 F̄Q0 (2.19)

Here, the transformation matrix Q1 depends on the angle θ1 = θ0 +φ, see Fig. 2.3 (right):

Q1 =
 cos(θ1) sin(θ1) 0
−sin(θ1) cos(θ1) 0

0 0 1

 (2.20)

The angle φ marks the change in orientation of the RVE with respect to the global frame of ref-
erence from the angle θ0 to the angle θ1. This change in the orientation stems from the finite
deformation that the RVE undergoes, and is present also for an isotropic material: if we consider
from the tensile specimen a slice of material initially aligned with an angle θ0 unequal to 0◦ or 90◦,
the orientation of this slice will change as the material deforms, see Fig. 2.4. The shear deforma-
tion of an orthotropic material under uniaxial loading further contributes to this reorientation. In
order to compute φ from F̄ we make use of the knowledge on the deformation gradient F, which
has Fy x = 0. We assume that the experimental boundary conditions are such that rotation of the
specimen edges on which the stress is applied is prevented, while relative transverse translation
of these edges is free. The specimen then deforms into the shape of the outermost parallelogram
shown in Fig. 2.3. With loading in y-direction, this implies that the gradient of uy in x-direction is

x

y

0(3)

θ0

2

1

a
b

c

ε̇y y (σy y )

ε̇y y (σy y )

a: initial RVE

b: actual state F̂

c: deformed RVE F̄

φ

F

Figure 2.4: Deformed RVE present in simulation and actual state it is in due to the applied loading on isotropic material
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equal to zero, while the gradient of ux in y-direction can take a nonzero value. Therefore, Fy x = 0
and F has the following form:

F =
Fxx Fx y 0

0 Fy y 0
0 0 Fzz

 (2.21)

An expression for the angle φ is determined by equating the Fy x component of the global defor-
mation gradient F from Eq. (2.18) to zero. This condition leads to the following expression for
φ:

φ= arctan

(−F̄11c0s0 + F̄12s2
0 + F̄22c0s0

F̄11c2
0 − F̄12c0s0 + F̄22s2

0

)
(2.22)

where s0 and c0 denote sin(θ0) and cos(θ0).
In order to derive the strain rate based constraint equation, the Fy y component of the lamina

deformation gradient F is picked from Eq. (2.19), and equated to the corresponding value imposed
from the input:

g = 0 : F̄11s0s1 + F̄22c0c1 + F̄12c0s1︸ ︷︷ ︸
Fy y calculated from RVE

−exp(εn−1
y y + ε̇y y∆t )︸ ︷︷ ︸

Fy y imposed from input

= 0 (2.23)

where s1 and c1 stand for sin(θ1) and cos(θ1), εn−1
y y is the total strain in the loading direction from

last converged time step, ε̇y y is the strain rate imposed in the analysis, and ∆t is the time incre-
ment. The Fy y term imposed from the input derives from the true-strain definition in the loading
direction:

εy y = ln

(
l 0

y +uy y

l 0
y

)
= ln(Fy y ) (2.24)

in which l 0
y is the initial length of the lamina in the loading direction, and uy y is the displacement in

the same direction. The true strain in the loading direction at the current time step is numerically
represented as:

εn
y y = εn−1

y y + ε̇y y∆t (2.25)

which after substitution in Eq. (2.24) yields:

F n
y y = exp(εn−1

y y + ε̇y y∆t ) (2.26)

The term ε̇y y∆t plays the role of the arclength parameter in Eq. (2.4) and ensures that the defor-
mation pattern of the RVE corresponds to the global strain rate imposed in the analysis.

By replacing the F̄i j components in Eq. (2.23) with corresponding expressions from Eq. (2.17),
the constraint equation g = 0 is expressed in terms of nodal displacements:(

1+ u11

l 0
1

)
s0s1 +

(
1+ u22

l 0
2

)
c0c1 +

u21

l 0
2

c0s1 −exp(εn−1
y y + ε̇y y∆t ) = 0 (2.27)

It is obvious that the equation does not depend on the load factor λ. Therefore:

s = ∂g

∂λ
= 0 (2.28)

An assumption is introduced that the angle φ is calculated given the deformation state from last
converged time step. With this assumption, it is true within each time step that:

∂cos(θ1)

∂a
= ∂sin(θ1)

∂a
= 0 (2.29)

which simplifies the linearization of the constraint equation with respect to the displacements of
the master nodes, such that:

hT =
(
∂g

∂a

)T
= [

0 0 0︸ ︷︷ ︸
node 0

s0s1/l 0
1 0 0︸ ︷︷ ︸

node 1

c0s1/l 0
2 c0c1/l 0

2 0︸ ︷︷ ︸
node 2

0 0 0︸ ︷︷ ︸
node 3

]
(2.30)
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2.2.4. UNIT FORCE VECTOR

Another essential ingredient of every arclength control method is the unit force vector f̂. It is ap-
plied at nodes where the external force level needs to be controlled. In the context of a uniaxial test,
f̂ should correspond to unit applied stress. Since the model aims at capturing finite strains in the
material, the relative magnitude of the forces defined on the master nodes and the homogenized
applied stress cannot be set on the initial configuration of the RVE, in the sense of small strain the-
ory. The geometrically nonlinear effect on the unit force vector is twofold. Firstly, the change in
the initial geometry of the RVE from the shape "a" to the shape "c", see Fig. 2.3, asks for an update
in f̂. Secondly, the actual change in orientation of the RVE for the angle φ introduces another geo-
metric effect to the unit force vector. With this in mind it becomes apparent that f̂ depends on the
deformation state of the RVE, and is a function of the nodal displacements.

The unit force vector is applied on the RVE such that the corresponding stress state is equiva-
lent to the global stress state of the material, see Fig 5.1. The components of this vector are derived
considering the formula for internal nodal forces [18], for a single hexahedral finite element with
the size and orientation of the initial RVE domain in the local coordinate system:

f̄int =
∫
Ω0

B̄T
0 F̄−1σ̄ J̄dΩ0 (2.31)

where B̄0 is the strain - nodal displacement matrix defined for trilinear shape functions defined
over the whole RVE domain, while J̄ is the determinant of the RVE deformation gradient F̄ 2. The
Cauchy stress tensor σ̄ comes from the transformation of the global stress state to the local frame,
see Fig. 2.1:

σ̄= Q1σQT
1 =σy y

 s2
1 c1s1 0

c1s1 c2
1 0

0 0 0

=
σ11 τ12 0
τ21 σ22 0

0 0 0

 (2.32)

For the problem at hand, the load factor λ is identical to the magnitude of the stress component in
the global loading direction:

λ≡σy y (2.33)

The stress state of Eq. (2.32) and the imposed Dirichlet boundary conditions imply that three com-
ponents of the unit force vector acting on the RVE are nonzero, see Fig. 2.2. Expressions for these
components follow from evaluating Eq. (2.31):

f̂11 = A0
1 J̄

(
s2

1

F̄11
− c1s1

F̄12

F̄11F̄22

)
f̂21 = A0

2 J̄
c1s1

F̄22

f̂22 = A0
2 J̄

c2
1

F̄22

(2.34)

Here f̂i j is the unit force component on master node i in direction j , whereas A0
i represents an

initial surface (side of the RVE) on which a corresponding stress component is acting. From Eq.
(2.34) it is clear that f̂ depends on the deformation state of the RVE through its deformation gradient
components, but also on a proper transformation that relies on the change in the RVE orientation
through the angle φ, as needed for c1 and s1.

2.2.5. IMPLEMENTATION

Time discretization in Eq. (2.27) is exact and so far all equations are derived in the current configu-
ration. The angles φ and hence θ1 are a function of the current displacements. For a fully implicit
formulation, φ would need to be updated every iteration, rendering the linearization of Eq. (2.6)

2The relevant quantities here are written in tensor notation, making f̄int matrix of the size Nnodes × 3, such that each row
represents three components of the force vector at one node
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Table 2.1: Algorithm of the strain-rate based arclength model for time step n

1) set step size ∆t ; set j = 0, ∆a0 = 0
2) given F̄n−1, compute φ from Eq. (2.22); set θ1 = θ0 +φ
3) update the unit force vector f̂, Eq. (2.34)
4) compute the tangent stiffness matrix of the system K j
5) set prescribed displacements
6) compute daI

j+1 and daII
j+1, Eq. (2.9)

7) compute dλ j+1, Eq. (2.10)

8) compute ∆a j+1 =∆a j +dλ j+1daI
j+1 +daII

j+1
9) given ∆a j+1, compute ∆F̄i , j+1 for every integration point
10) compute deformation gradient F̄i , j+1 =∆F̄i , j+1 · F̄n−1

i for every integration point
11) given F̄i , j+1, compute σi , j+1 for every integration point
12) compute the internal force vector fint, j+1
13) check convergence, Eq. (2.5); if converged go to the next time step, otherwise go to 4)

inexact. To keep optimal convergence without the need to extend the arclength solution algorithm
with additional linearization terms, the angle φ is only updated between time steps and in every
time step the c1, s1 and F̄ in Eqs. (2.23) and (2.34) are based on the converged deformation from
the previous time step.

The algorithmic details of the model, adjusted for the present case from [17], are summarized
in Table 2.1. It is important to note that in these steps F̄i represents the deformation gradient at
integration point i of the RVE, and is not to be confused with the deformation gradient F of the
lamina as a whole, and the homogenized deformation gradient F̄ of the RVE as a whole.

2.2.6. SMALL STRAIN VERSION

The elaborated formulation does not impose any restriction on the kinematics relations and is
considered as the general nonlinear framework. However, in many applications of practical inter-
est structural components made of composites remain in the small strain regime, even in a failure
event. Therefore it is relevant to show equations applicable in the range of small deformations
which allow for a more straightforward implementation.

A first simplification comes from the fact that the angle φ remains close to zero in the case of
a small strain deformation process. Correspondingly, the constraint equation (2.27) reduces to a
new form: (

1+ u11

l 0
1

)
s2

0 +
(

1+ u22

l 0
2

)
c2

0 + u21

l 0
2

c0s0 −exp(εn−1
y y + ε̇y y∆t ) = 0 (2.35)

in which the transformation completely depends on the initial angle θ0, see Fig. 2.3, through
sin(θ0) and cos(θ0) terms.

Another simplification concerns the unit force vector, which in the event of small deformations
will be the same in every time step:

f̂11 = A0
1s2

0

f̂21 = A0
2c0s0

f̂22 = A0
2c2

0

(2.36)

Compared to Eq. (2.34) the terms in Eq. (2.36) do not depend on the components of the RVE
deformation gradient F̄, which means that the right hand side of Eq. (2.1) is calculated on the
initial configuration, in the small strain sense. Furthermore, the transformation is conducted with
the constant angle θ0.

These two simplifications mean that geometric nonlinear effects are neglected in the constraint
equation and the unit force vector, and throughout the simulation the RVE is taken to be in the
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shape "a", see Fig. 2.3.

2.3. THE EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

In this section, the governing equations of the Eindhoven Glassy Polymer (EGP) model, that is
used to describe the matrix behavior in the composite material are summarized. The EGP model
will also be used in a standalone manner in a single element test, to test the performance of the
arclength model.

The EGP is an isotropic, elasto-viscoplastic, 3D constitutive law. It is based on the Eyring flow
theory [19], in the sense that an Eyring-based viscosity exponentially reduces with applied stress,
also reducing the material relaxation time. Consequently, the plastic flow at yield is regarded as a
stress-induced melting, and there is no need for an explicit yield surface.

Description of the formulation starts from the deformation gradient of a material point. Let
that material point be integration point i whose deformation gradient is denoted with Fi

3. It is
decomposed in the elastic and the plastic part [20]:

Fi = Fi e ·Fi p (2.37)

The plastic deformation preserves volume, so that the volumetric change is purely elastic:

Ji = det(Fi ) = det(Fi e) (2.38)

An additive decomposition of the Cauchy stress is assumed:

σ=σh +σr +σs (2.39)

where σh is the hydrostatic component, σr is the hardening stress, and σs is the driving stress
contribution. The hydrostatic stress depends on the bulk modulus κ and the change in volume Ji :

σh = κ(Ji −1)I (2.40)

where I is the second-order unit tensor. The hardening stress, explained as a rubber elastic re-
sponse due to orienting of the entangled network, emerges as:

σr =GrB̃d (2.41)

in which Gr is the strain hardening modulus, and B̃d is the deviatoric part of the isochoric left
Cauchy-Green deformation tensor:

B̃d =
(
F̃i · F̃T

i

)d = J−2/3
i

(
Fi ·FT

i

)d
(2.42)

The driving stress in the EGP model, ascribed to intermolecular interactions of the polymer,
may also account for thermorheologically complex behavior [21]. The deformation kinetics are
then governed by multiple molecular processes, here denoted for two different ones as α and β:

σs =σα+σβ (2.43)

In addition, every relaxation process may be represented by a spectrum of viscosities (or relaxation
times) and corresponding shear moduli [22]. This feature is achieved by a number of Maxwell
elements connected in parallel:

σs =
n∑

k=1
σα,k +

m∑
l=1

σβ,l

=
n∑

k=1
Gα,k B̃d

eα,k +
m∑

l=1
Gβ,l B̃d

eβ,l

(2.44)

3Fi is the same as F̄i in Table 2.1, but for the sake of simplified notation the bar sign is omitted in this and the subsequent
section



2.3. THE EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

2

21

In this equation, Gx, j stands for the shear modulus of Maxwell element j belonging to process

x, where x is either α or β. B̃d
ex, j is the elastic part of the isochoric, deviatoric left Cauchy-Green

deformation tensor, that describes the deformation process in the spring of j -th Maxwell element
of the relaxation process x. Because of the time- and history-dependence of a polymer material,
the elastic deformation measure is calculated by integrating the evolution equation of B̃ex, j :

˙̃Bex, j =
(
L̃−Dpx, j

)
· B̃ex, j + B̃ex, j ·

(
L̃T −Dpx, j

)
(2.45)

where L̃ is the isochoric velocity gradient. To solve the evolution equation for B̃ex, j , a constitutive
relation is introduced for the plastic part of the rate of deformation tensor:

Dpx, j =
σx, j

2ηx, j (τ̄x , p,Sx )
(2.46)

Dpx, j is given in the form of a non-Newtonian flow rule, such that the viscosity is a function of
the equivalent stress, which is an Eyring-based feature. Additionally the viscosity depends on two
other parameters, the hydrostatic pressure p =−tr(σ)/3, and the thermodynamic state parameter
Sx

4:

ηx, j = η0x, j
τ̄x /τ0x

sinh(τ̄x /τ0x )
exp

(
µx p

τ0x

)
exp(Sx ) (2.47)

Here, ηx, j is the viscosity in the dashpot of Maxwell element j as part of relaxation process x, η0x, j
is the corresponding initial viscosity, τ0x is the characteristic shear stress, while µx represents the
pressure-dependency parameter. The equivalent stress is computed according to:

τ̄x =
√

1

2
σx :σx (2.48)

The state parameter Sx takes into account the thermodynamical history of the polymer. In the EGP
model, it is a product of two competing mechanisms: the aging parameter Sax , and the softening
function Rγx (γ̄p).

Sx (γ̄p) = Sax Rγx (γ̄p) (2.49)

where γ̄p is the equivalent plastic strain. The state parameter initially has the value Sax which
causes an increase in the yield stress due to aging effects. On the other side, the softening function
tends to reverse this process and bring it to mechanically rejuvenated reference state. Rγx (γ̄p)
varies from 1 at the onset of yielding, to 0 at fully rejuvenated state, implying that in the same
range, the state parameter Sx varies from Sax to 0. The softening function, included in the EGP
model by Klompen et al. [23], is represented as a modified Carreau-Yasuda function:

Rγx (γ̄p) =
{

1+ [r0x exp(γ̄p)]r1x

1+ r r1x
0x

} r2x−1
r1x

(2.50)

Fitting parameters r0x , r1x , r2x are usually taken the same for both relaxation processes. The
equivalent plastic strain is calculated by numerically integrating the rate of equivalent plastic strain:

˙̄γp = τ̄α,1

ηα,1
, τ̄α,1 =

√
1

2
σα,1 :σα,1 (2.51)

It is assumed that accumulation of the equivalent plastic strain is driven by the evolution of the
mode with the highest initial viscosity. Usually this is the viscosity of the first Maxwell element of
the α process ηα,1.

Input data for the EGP model as used in this chapter are listed in Tables 2.2 and 2.3. The data
correspond to polyether ether ketone (PEEK) material. Only the relaxation processα is considered.

4There are versions of the EGP model where the viscosity depends on additional parameters, see e.g. [20]
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Table 2.2: Material parameters of the EGP model

κ [MPa] Gr [MPa] τ0α [MPa] µα Saα r0α r1α r2α
5475 14.2 1.386 0.08 3 0.95 1 -5

Table 2.3: Relaxation spectrum of the EGP model

x, j Gx, j [MPa] η0x, j [MPa·s]

α,1 721.05 7.5900·1021

α,2 275.88 4.2510·1020

α,3 31.77 1.2852·1019

α,4 60.19 9.2160·1018

α,5 49.95 2.9562·1018

α,6 43.47 9.9600·1017

α,7 31.35 2.7600·1017

α,8 29.26 9.9360·1016

α,9 34.90 4.5990·1016

α,10 57.89 1.1358·1016

α,11 53.30 4.3782·1014

α,12 41.80 1.4370·1013

α,13 39.08 5.6358·1011

α,14 3.20 1.9254·1010

α,15 36.58 9.1980·108

α,16 2.36 2.4804·107

β,- - -

2.4. TRANSVERSELY ISOTROPIC CONSTITUTIVE MODEL

In this study carbon fibers are considered as reinforcement, where the carbon fibers themselves
have transversely isotropic elastic properties. The constitutive law selected to model the carbon
fibers is the hyperelastic, transversely isotropic material model developed by Bonet and Burton
[24]. The constitutive law derives from the strain energy density function, that is split in an isotropic
and a transversely isotropic component:

Ψ(C) =Ψiso(C)+Ψtri(C) (2.52)

The strain energy function refers to any material point in the initial configuration. Let a material
point represent an integration point i whose deformation gradient is denoted with Fi . The right
Cauchy-Green deformation tensor reads:

C = FT
i Fi (2.53)

The isotropic strain energy function used in this chapter is a neo-Hookean potential of the form
presented in, e.g., [18]:

Ψiso = µ

2
(I1 −3)−µ ln(Ji )+ λ

2

[
ln(Ji )

]2 (2.54)

where I1 is the trace of C, Ji is the determinant of Fi , λ and µ are material constants. The corre-
sponding strain energy function in the reference paper [24] assumes (Ji −1)2 instead of [ln(Ji )]2 in
Eq. (2.54). The transversely isotropic potential is constructed as:

Ψtri =
[
α+β(I1 −3)+γ(I4 −1)

]
(I4 −1)− 1

2
α(I5 −1) (2.55)

Hereα, β and γ denote material constants, whereas the pseudo invariants I4 and I5 are defined as:

I4 = A ·CA

I5 = A ·C2 A
(2.56)
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Figure 2.5: Preferential stiffness direction A of the transversely isotropic material model maps to vector a upon deformation
process

so that the vector A signifies the preferential stiffness direction of the material in the initial config-
uration, Fig. 2.5. Upon deformation A maps to vector a, the preferential stiffness direction in the
current configuration:

a = Fi A (2.57)

Knowing the strain energy density function, the second Piola-Kirchhoff stress emerges as:

S = 2
∂Ψ

∂C
(2.58)

This stress measure can be pushed forward to obtain expressions for the Cauchy stress contribu-
tions:

σiso = µ

Ji
(B− I)+ λ

Ji
ln(Ji )I (2.59)

and:

σtri = J−1
i {2β(I4 −1)B+2[α+β(I1 −3)+2γ(I4 −1)]a ⊗a −α(Ba ⊗a +a ⊗Ba)} (2.60)

with the pseudo invariant I4 = a ·a. In Eqs. (2.59) and (2.60) B represents the left Cauchy-Green
deformation tensor.

The constants in the expressions for the strain energy potentials and stress tensors in this chap-
ter are slightly modified from that in the reference paper [24]. Here it is assumed that the Poisson
ratio in the plane of isotropy, marked by ν23, is different from the Poisson ratio, ν12, for the planes
orthogonal to the isotropic plane. This assumption leads to the following expressions for the con-
stants:

n = E1

E2

m = 1−ν23 −2nν2
12

λ= E2(ν23 +nν2
12)

m(1+ν23)

µ= E2

2(1+ν23)

α=µ−G12

β= E2(ν12 +ν23ν12 −ν23 −nν2
12)

4m(1+ν23)

γ= E1(1−ν23)

8m
− λ+2µ

8
+ α

2
−β

(2.61)

where E1 is the Young’s modulus in preferential stiffness direction, E2 and ν23 define behavior of
the material in the plane of isotropy, while the shear stiffness G12 and Poisson’s ratio ν12 define the
behavior in planes perpendicular to the plane of isotropy. In the case of ν12 = ν23 the expressions
in Eq. (2.61) reduce to those in [24]. The material parameters utilized in this study are listed in
Table 2.4.
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Table 2.4: Material parameters of the transversely isotropic constitutive law

E1 [GPa] E2 [GPa] G12 [GPa] ν12 ν23
125 15 45 0.05 0.3

2.5. EXAMPLES

The strain rate-based arclength model has been tested on several examples, in order to prove the
validity of the formulation. The aim is to check whether the model properly accounts for differ-
ent orientation of the load relative to the orientation of the reinforcement, i.e., different off-axis
angles, captures finite strains exactly, and reproduces the rate dependency of the material. Where
appropriate, the distinction is made between results obtained by applying the small strain version
of the model and the general nonlinear framework. In the following, the angle χ denotes an initial
off-axis angle between load direction and fiber direction, which from Fig. 2.3 reads as:

χ= 90◦−θ0 (2.62)

The stress-strain curves show the corresponding values in the global loading direction, see Fig. 2.1.
Those related to the arclength model have been generated making use of the fact that σy y is equal
to the load factor λ of the arclength model, while for every time step εy y is updated with Eq. (2.25).

The first example is a homogeneous RVE with an isotropic constitutive law, see Fig. 2.4. For the
isotropic material model, no matter what is the considered off-axis angle, the stress-strain response
must be the same. The RVE with the EGP material model is subjected to constant strain rate ε̇y y =
10−4/s, and several different off-axis angles are considered, covering the range from 0◦ to 90◦. With
the computational efficiency in mind, the analysis has been done on a single hexahedral finite
element. Still, in the homogeneous RVE, one can expect to find the same results, for any number
of finite elements in the mesh. Fig. 2.6 (left) shows results in case the small strain version of the
arclength model with Eqs. (2.35) and (2.36) is used. Here the unit force vector is not updated for
the previous deformation in the RVE and also there is no change in the orientation of the RVE for
the angle φ. These simplifications lead to a large error when compared with the true stress-strain
curve in moderate strain regime.

If in an intermediate formulation an update is made in f̂ for the deformation state of the RVE
(shape "c" in Fig. 2.3), but there is no update in the orientation (φ = 0), more accurate results are
obtained, Fig. 2.6 (right). For this isotropic material, the angle φ only becomes important around
the strain level of 0.3, after which the response drifts away from the reference curve. This deviation
is especially noticeable for the off-axis angles of 30◦, 45◦ and 60◦, when the shear stresses acting
on the RVE increase. For 0◦ and 90◦, there is no need to evaluate the angle φ because the edges of
the micromodel do not rotate. Finally, if the model is updated according to the finite deformation
framework including update of the angle φ, i.e. with Eqs. (2.27) and (2.34), it exactly matches the
true stress-strain curve for all considered angles χ, Fig. 2.7.
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Figure 2.6: The EGP response for ε̇y y = 10−4/s with the small strain version (left); with the nonlinear version with φ= 0 (right)
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Figure 2.7: The EGP response for ε̇y y = 10−4/s with the general nonlinear framework
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Figure 2.8: Response of the transversely isotropic material for ε̇y y = 10−4/s with the small strain version (left); with the nonlin-
ear version with φ= 0 (right); solid lines - the arclength model, dotted lines - reference

The next example focuses on a homogeneous RVE with the hyperelastic transversely isotropic
constitutive law [24]. Results obtained with the strain rate-based arclength model are compared
with reference results. For off-axis loading of a homogeneous orthotropic material, a straightfor-
ward approach is available in which the load direction remains aligned with the global compu-
tational domain, while the preferential stiffness direction (i.e. the vector A in Fig. 2.5) is varied.
Accordingly, reference results are generated from analysis of a simple cube, in which the vector A
is varied with respect to the fixed loading direction. In the arclength model, this preferential stiff-
ness direction always coincides with the local unit vector e1, see Fig. 2.2, while the orientation
of the applied stress is varied. Again, three situations are examined, considering the strain rate
ε̇y y = 10−4/s. First, the small strain version of the arclength model produces inaccurate results
when compared with the reference case, Fig. 2.8 (left). This inaccuracy is most pronounced for
the off-axis angles of 30◦ and 45◦. Contrary to the isotropic EGP model, an update in f̂ for the past
deformation process, but without a proper change in the orientation, does not lead to significant
improvement of the results, Fig. 2.8 (right). The off-axis angles of 0◦ and 90◦ are indeed exactly
reproduced, since φ = 0 in these cases, but the response for the other angles is markedly incor-
rect. Finally, the adequately updated arclength model precisely matches the reference case, Fig.
2.9. From the same figure it is visible that the arclength model has not fully traced the equilibrium
path of the reference case for χ = 15◦. The reason being a numerical instability in the Newton-
Raphson iteration scheme. For all off-axis angles and all strain levels for which data were obtained,
the results are in exact agreement with the reference results, even for very large strain values.

The following example deals with the rate-dependent aspects of the arclength model. The EGP
is used as the material of the RVE, the off-axis angle is 45◦, and three different strain rates are
considered (since the material is isotropic, any other angle has the same relevance, except for 0◦
and 90◦ where some of the terms in the formulation remain 0). The simulations have been done
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Figure 2.9: Response of the transversely isotropic material for ε̇y y = 10−4/s with the general nonlinear framework; solid lines -
the arclength model, dotted lines - reference
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Figure 2.10: The arclength model with the EGP material under different strain rates

only with the general nonlinear framework. From Fig. 2.10 the conclusion arises that the arclength
model is able to reproduce the rate dependency of the material.

For completeness, rate dependency is also checked for the transversely isotropic material at
two different off-axis angles. For this material there should be no influence of loading rate on the
stress-strain response. In Fig. 2.11, the stress strain curves obtained with three different loading
rates in the general nonlinear framework are plotted. It can be observed that for both angles a
unique rate-independent response is obtained. These results confirm that the rate dependence
found with the EGP material completely stems from the constitutive model.

It has been stated in the formulation part that some quantities of the model depend on the de-
formation state from the last converged time step. Namely, the unit force vector f̂ and the the angle
φ for time step n are determined from F̄n−1. This choice leads to an error with respect to a fully
implicit formulation, where the unit force vector and the constraint equation would be updated
every iteration. This error will vanish upon reducing the time step size ∆t . Therefore, it is impor-
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Figure 2.11: The arclength model with the transversely isotropic material under different strain rates
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Figure 2.12: Error in σy y for different time step sizes at different strain levels, measured relative to the case∆t = 1 s, for the EGP
(left) and the transversely isotropic material (right)

tant to check how the calculation step size ∆t influences the accuracy of the output. An error is
measured in the stress σy y , relative to the reference stress measured for ∆t = 1s. For this purpose
∆t of: 2.5, 5, 10, 25 and 50 seconds has been chosen such that:

σerror
y y =

∣∣∣∣∣σ
ref
y y (∆t = 1s)−σy y (∆t )

σref
y y (∆t = 1s)

∣∣∣∣∣ (2.63)

The error has been measured at strain levels of: 0.05, 0.35 and 0.7. The initial off-axis angle is 45◦,
since in this case the shear stresses acting on the RVE reach a maximum value, and the change
in orientation is largest. Fig. 2.12 (left) illustrates the error in a double logarithmic plot for the
arclength model with the EGP material. The trend is such that the error increases with an increase
in∆t . An increase in the strain rate applied also increases the error, which is due to the fact that, at
the same ∆t , a higher strain rate means larger strain increments. In the case of ε̇y y = 10−3/s, it has
not been possible to include a simulation with∆t = 50s due to convergence problems. Common to
both strain rates is that the largest error is observed at the strain level of 0.7, and does not surpass
3%.

Fig. 2.12 (right) shows the error for the transversely isotropic material. Here as well, the in-
crease in the strain rate enlarges the error, but this time it can exceed 10%. A conclusion drawn
from the graphs is that at a strain rate of 10−3/s, a time step size of ∆t < 5 s will keep the relative
error below 1%. At higher strain rates not considered in this study, it would be necessary to reduce
∆t to a lower value.

The concluding example in this study is an RVE for an actual fiber reinforced composite ma-
terial composed of thermoplastic polymer matrix (PEEK) and carbon fibers. The EGP material
model represents the matrix part, whereas the transversely isotropic constitutive law with prefer-
ential stiffness direction parallel to the fiber axis is used for carbon fibers. The RVE is exposed to
three different strain rates, while considering two different orientations of the reinforcement with
respect to the loading direction: χ = 30◦ and χ = 60◦. Results of the small strain version are com-
pared with the stress-strain curves generated by applying the general nonlinear framework in Fig.
2.13. Both sets of results confirm that the strain rate-based arclength model can be used to simu-
late the response of UD composite systems on the microlevel, accounting for off-axis loading and
an arbitrary strain rate. Whereas the difference between the small strain and the finite strain ver-
sion of the model is negligible for χ= 60◦, it increases for lower off-axis angles. The reason for this
change in the difference is that in the range of low off-axis angles, a small variation in this angle
significantly changes the axial stress component in the stiff carbon fibers. This variation in the off-
axis angle is zero in the case of the small strain version model, and the hardening effect due to the
change in orientation is not captured.

The contour plots of Fig. 2.14 show the distribution of the three stress components in the local
frame of the RVE analyzed with the general nonlinear framework. While σ22 and τ21 components
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Figure 2.13: The arclength model applied on thermoplastic composite RVE, considering different strain rates and orientation
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Figure 2.14: Stress distribution in local coordinate system of the RVE, for χ= 30◦ and ε̇y y = 10−4/s, at εy y = 0.025; finite element
mesh is generated with Gmsh [25]

are distributed between the matrix and fibers, the σ11 component is almost exclusively taken by
the fibers.

2.6. CONCLUSION

In this chapter a strain rate-based arclength model that enables geometric and material nonlinear
analysis of unidirectional composite systems at the microlevel is introduced. The same RVE can
be used to simulate response of a UD composite material subjected to an arbitrary strain rate,
with an arbitrary orientation of the reinforcement relative to the loading direction. The constraint
equation of the model ensures that the deformation pattern of the RVE corresponds to the strain
rate in the global loading direction, imposed in the analysis. Moreover, in order to ensure that the
local stress state remains consistent with global uniaxial stress even when the RVE deforms and
rotates, the unit force vector of the arclength model is updated as a function of the deformation
state. A simplification is made that the change in orientation of the RVE and the unit force vector
depend on the converged deformation state from the last time step. The numerical analysis has
shown that the error induced by this explicit approach can be kept below 1% by properly choosing
the size of the time increment. Several examples have been considered in order to show that the
model accounts for different off-axis angles, captures finite strains exactly, and resolves the rate
dependency of the material. The intended usage of the method has been demonstrated with the
simulation of the rate-dependent response of fiber-reinforced thermoplastic composite material
resulting in homogenized stress-strain curves and microscopic stress distributions.

A small strain version of the model has been derived from the general nonlinear framework.
In the case of the composite RVE, it has been shown that this version of the model gives results
that differ significantly from those obtained with the general nonlinear framework, particularly for
lower off-axis angles. For the homogeneous transversely isotropic material this difference is most
pronounced for off-axis angles in the range 30◦-45◦.

The arclength model has been derived without any assumptions on the constitutive behavior.
Therefore the framework can also be used to investigate the failure of composite materials under
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off-axis loading when softening behavior and/or cohesive cracking is included in the micromodel
formulation.

2.7. DATA AVAILABILITY

Data presented in this chapter are available at the 4TU.ResearchData repository through
https://doi.org/10.4121/17166974.v1

2.8. APPENDIX

The periodicity in the RVE geometry enables application of periodic boundary conditions. Linear
constraints are imposed between corresponding degrees of freedom on opposite faces of the RVE.
For this purpose, four master nodes are defined at corners of the RVE, see Fig. 2.2. Let xi repre-
sent coordinates in local coordinate frame, where i = 1,2,3. The relative displacement between
matching nodes on opposite sides of the RVE is equal to the difference in displacement between
corresponding master nodes:

u(l 0
1 , x2, x3) = u(0, x2, x3)+u(l 0

1 ,0,0)−u(0,0,0)

u(x1, l 0
2 , x3) = u(x1,0, x3)+u(0, l 0

2 ,0)−u(0,0,0)

u(x1, x2, l 0
3 ) = u(x1, x2,0)+u(0,0, l 0

3 )−u(0,0,0)

(2.64)

where l 0
i is the initial length of the RVE in direction i , u(l 0

1 ,0,0), u(0, l 0
2 ,0) and u(0,0, l 0

3 ) are dis-
placements on master nodes 1, 2 and 3, respectively, whereas u(0,0,0) represent displacements
on master node 0. Any added displacement constraint is automatically substituted in all existing
displacement constraints, such that a single degree of freedom cannot be a slave and a master
node simultaneously. As part of the arclength control method, a unit force vector is specified on
the master nodes, see Fig. 2.2. The magnitude of every unit force component, multiplied with the
load factor λ of the arclength method, is distributed among the nodes belonging to the RVE face
on which the force component is acting when the constraints are applied.
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3
FAILURE UNDER CONSTANT STRAIN RATE

3.1. INTRODUCTION

Continuous fiber reinforced polymer (FRP) composites are used in many load-carrying applica-
tions that require high performance, especially in the transportation industry. They offer the pos-
sibility for a substantial reduction in weight of structural components and better resistance to cor-
rosion compared to metallic alternatives [2]. In addition, thermoplastic composites provide an
opportunity for welding, and also recycling by melting the material. However, the melting pro-
cess limits the viscosity of the material such that thermoplastics are not immediately suitable for
large structures, when the resin cannot be pushed through the whole component even applying
high pressures [2]. Furthermore, the viscous nature of the polymer matrix and the inherent het-
erogeneous structure of FRP composites make prediction of the material behavior under the time-
dependent loading conditions a rather difficult task.

Historically, different scales of observation have been utilized in modeling the mechanical re-
sponse of composites. Many studies to predict failure of the material have been conducted on the
ply level or mesoscale where the polymer matrix and carbon fibers are represented in a homog-
enized way, making this approach computationally efficient. Classical mesoscale failure theories
that account for interaction between different homogenized stress components in a ply are those
by Azzi and Tsai [3] that led to definition of the Tsai-Hill failure criterion, and by Tsai and Wu [4],
which are frequently used to this date. Hashin and Rotem [5] realized the necessity to distinguish
between fiber and matrix failure that gave rise to failure-mode-based criteria. Following this idea
new theories have been proposed including that by Puck and Schürmann [6] and Dávila et al. [7].
Camanho et al. [8] introduced a three-dimensional (3D) invariant-based failure criteria where the
preferred material directions are accounted for by means of structural tensors.

Once defined, mesoscale failure criteria can be readily used in laminate analysis of different
composite systems. However, one general issue with mesoscale formulations is the difficulty to
explicitly include additional physical influences such as strain-rate effects in a failure criterion.

On the other hand, micromechanical modeling offers more information about the material
structure and, therefore, a more suitable environment to develop physics-based models, although
this advantage comes along with higher computational cost. Regarding material failure, by means
of microscale simulations the ply level failure criteria may be checked and refined or new theo-
ries can be proposed. In this way, Sun et al. [9] derived failure envelopes from Representative
Volume Element (RVE) simulations along with a comparison with classical mesoscale failure the-
ories. Totry et al. [10] compared micromechanical failure prediction with experiments on a car-
bon/polyetheretherketone (C/PEEK) system subjected to transverse compression and longitudi-
nal shear [11]. Vaughan and McCarthy [12] introduced a micromechanical model to study frac-
ture under transverse shear and normal loading. Sharma et al. [13] showed that an RVE model
calibrated at uniaxial loading cases is able to predict biaxial failure of a lamina. An image-based
RVE from an actual microstructure was developed by Bhuiyan et al. [14] to examine the effect of
geometrical features such as the distribution and morphology of fibers on the biaxial transverse
strength. A new rate- and temperature-dependent material model for polymers was proposed by
Bai et al. [15], and applied to analysis of kink band formation under longitudinal compression of a
composite material. In a multiscale reduced order modeling approach Gao et al. [16] incorporated
the RVE microstructure in predicting failure of a 10◦ off-axis composite laminate. The rate- and
temperature-dependent failure under transverse tension of unidirectional (UD) composites was
studied by Sato et al. [17] and compared with the three-point bending experiments.

Apart from minor text adjustments, this chapter was reproduced from [1].
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The majority of the micromechanical modeling does not account for an arbitrary off-axis load-
ing of the composite material. Exceptions among the mentioned papers are the work of Bai et
al. [15] and Gao et al. [16], but they do not consider different strain-rates in the failure process.
Govaert et al. [18] do account for rate-dependent failure under an arbitrary off-axis loading, but
on a regular distribution of fibers inside the matrix and with a failure criterion based on a local
equivalent shear strain in a single point in the micromodel.

In this chapter we develop a 3D micromechanical framework for modeling off-axis failure in
UD composites subjected to a prescribed strain-rate. The model is defined in the finite deforma-
tion framework, accounting for viscoplasticity in the matrix, as well as for microcracking by means
of a cohesive zone (CZ) model. The geometrically nonlinear formulation for the cohesive zones is
based on the work of Reinoso and Paggi [19], which is generalized to 3D. Cohesive segments are
added on the fly [20], when a microcrack initiation criterion is satisfied. A new initiation criterion
is proposed based on the local stress and the local rate of deformation in the polymer matrix. A
constant global strain-rate is imposed on the RVE following kinematic relations introduced in [21],
that are in accordance with the finite deformation requirement of the model.

The model behavior is compared with experimental results on a UD C/PEEK composite sys-
tem, exposed to a range of strain-rates at different off-axis angles and room temperature condi-
tions. The nearly homogeneous stress states in these tests allows for direct comparison between
the experimental response and results obtained from single scale micromechanical simulations up
to failure.

The developed framework is envisioned to contribute to better understanding of the long-term
behavior of thermoplastic composites. In the first place, the model estimates failure of the material
under rate-dependent off-axis loading. Potentially the RVE can also be used in multiscale simula-
tions to take the place of mesoscale constitutive models.

The layout of the chapter is as follows: the experimental benchmark is introduced in the next
section. Then the requirements of a microscale analysis are defined, followed by the homogenized
kinematics description of the RVE. After that, the variational formulation of the equilibrium equa-
tion is presented, with special attention for the linearization of the cohesive contribution to the
internal force vector. The explanation of constitutive models used to represent the polymer matrix
and the carbon fibers follows. Subsequently a mixed-mode damage cohesive law is introduced,
together with the microcrack initiation criterion. Next, the simulation results are compared with
the experiment and the chapter ends with some concluding remarks.

3.2. EXPERIMENTAL BENCHMARK

The micromechanical modeling of the rate-dependent failure is compared with experiments on
UD C/PEEK composite material. Carbon fiber reinforced UD tapes with PEEK matrix, specifically
made for the experimental part of the project, were provided by Solvay. The tapes were 103 mm
wide with a nominal thickness of 0.25 mm. Previous work suggested that using commercial UD
tapes with a higher fiber volume ratio leads to high variation in experimental results [22]. Hence,
to have better repeatability in data, tapes with the fiber volume ratio V f = 0.4 with more matrix
than in commercial UD tapes were prepared. The quoted V f of 0.4 was also verified by microscopy
and measuring the fiber weight after burning off the resin in consolidated laminates. UD com-
posite laminates were prepared from these tapes using the Pinette P.E.I press at the ThermoPlastic
composites Research Centre (TPRC) in a two stage process.

UD plies of 390 × 390 mm dimensions were prepared from the prepreg tapes and were stacked
in [0]4s layup. They were then placed between 1 mm thick stainless steel caul sheets, coated with
Marbocote 227CEE release agent, in a picture frame. The plies were first heated to 385◦C (beyond
the melting temperature of PEEK) at a rate of 5◦C/min under 2 bar pressure. The consolidation
process was then carried out for 20 minutes under a pressure of 20 bar. Finally, the consolidated
laminate was cooled down to room temperature at a uniform cooling rate of 5◦C/min.

The consolidated laminates were cut into 4 smaller laminates of 190 × 190 mm dimension.
They were then heated using an IR oven to 400◦C in 2 minutes and flat formed between 2 flat steel



3.3. MICROMECHANICAL FRAMEWORK

3

33

grip 120

15

1.8

χ

length
grip

length

Figure 3.1: Schematic representation of test coupons used for uniaxial tension experiments; all dimensions are in mm

plates maintained at 175◦C, in order to isothermally crystallize the PEEK matrix. The flat formed
laminates were then manually cut to rectangular tensile test coupons using a diamond saw. Water
was used as a coolant to prevent any heating during the cutting process. The test coupons have a
gauge length of 120 mm, width of 15 mm and thickness of 1.8 mm, as shown in Fig. 3.1, with grip
length of either 20 mm or 25 mm depending on the clamp type. Sandpaper tabs were used to avoid
failure in the clamping region. χ is the angle between the fibers and loading direction, which is
often referred to as the off-axis angle.

A Zwick Z100 universal tensile tester equipped with a 50 kN load cell was used to perform the
experiments. Constant strain-rate experiments on off-axis UD test coupons were performed at
room temperature using constant crosshead speeds corresponding to strain-rates ranging between
10−6/s and 10−3/s. A clip-on extensometer with a gauge length of 25 mm was used to record the
stress-strain relationship for some specimens. Specifically, the extensometer was used for all the
experiments performed on 90◦ loaded samples, whereas at other loading angles it was used only at
the strain-rate of 10−4/s. The exception is χ= 15◦ in which case the extensometer was never used.
A set of the broken specimens is shown in Fig. 3.2, indicating a matrix-dominated failure mech-
anism with a straight crack parallel to the fibers for all off-axis angles. We acknowledge that the
rectangular shape of specimens in combination with the gripping effect will cause global inhomo-
geneity in the deformation for off-axis angles other than 90◦. This effect could be monitored using
Digital Image Correlation (DIC) [23], but that was not part of this study. An alternative approach
to alleviate the potential inhomogeneity in the specimen response would be the application of the
oblique end tabs [24].

3.3. MICROMECHANICAL FRAMEWORK

The RVE model aims at simulating failure of UD composite material under a constant strain-rate as
depicted in Fig. 3.3, such that failure of the micromodel corresponds to the macroscopic crack for-
mation. The micromodel is defined in the local coordinate system aligned with the fibers, provid-
ing that one side is parallel to the reinforcement. This allows for representing three-dimensional
stress states in a micromodel of only a thin slice of the material. There is no restriction on the
strain magnitude in the material, meaning that the local coordinate frame may change orientation
from the angle θ0 = 90◦−χ to a new angle θ1, see Fig. 3.3. The state of the micromodel must be
equivalent to the deformation and stress state of the material shown in Fig. 3.3. This means that
in a homogenized sense the stresses acting on the RVE, see Fig. 3.4 (left), must be equal to the

90◦ 75◦ 45◦
30◦ 15◦

matrix dominated failure

Figure 3.2: Fractured UD composite laminates for different off-axis angles
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Figure 3.4: Homogenized stress state of the RVE (left); active displacements and applied unit force components on master
nodes of the RVE (right)

Cauchy stresses in Fig. 3.3 (right), and the deformation pattern of the RVE should correspond to
the strain-rate applied in the global y-direction. In order to satisfy these requirements, a dedicated
strain-rate based arclength formulation was derived [21]. The detailed derivation of the model is
presented in [21], while here only the main equations are summarized.

3.3.1. HOMOGENIZED KINEMATICS

An RVE with periodic boundary conditions is considered [25]. Kinematic relations are calculated
from displacements on the master nodes of the RVE. The active master node displacements are
shown in Fig. 3.4(right), accompanied by the unit force components of the arclength model. Mas-
ter node displacements not indicated in the figure are fully restrained. With such defined boundary
conditions, the homogenized deformation gradient of the RVE is:

F̄ =
F̄11 F̄12 0

0 F̄22 0
0 0 F̄33

=


1+ u11

l 0
1

u21
l 0

2
0

0 1+ u22
l 0

2
0

0 0 1+ u33

l 0
3

 (3.1)

where ui j is the displacement on master node i in direction j and l 0
i is the initial length of the

RVE in direction i . The constraint equation of the arclength control method enforces that the RVE
deforms according to the strain-rate prescribed in the analysis:(

1+ u11

l 0
1

)
s0s1 +

(
1+ u22

l 0
2

)
c0c1 +

u21

l 0
2

c0s1 −exp(εn−1
y y + ε̇y y∆t ) = 0 (3.2)

In this equation si and ci stand for sin(θi ) and cos(θi ) respectively, where i is either 0 or 1. The
new angle θ1, see Fig. 3.3, is calculated as θ1 = θ0 +φ, in which the angle φ represents the change
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in orientation of the RVE due to the finite deformation and is defined as:

φ= arctan

(−F̄11c0s0 + F̄12s2
0 + F̄22c0s0

F̄11c2
0 − F̄12c0s0 + F̄22s2

0

)
(3.3)

In order to maintain a uniaxial stress state in the material at finite strains, the unit force vector of
the arclength method is updated accordingly:

f̂11 = A0
1 J̄

(
s2

1

F̄11
− c1s1

F̄12

F̄11F̄22

)
f̂21 = A0

2 J̄
c1s1

F̄22

f̂22 = A0
2 J̄

c2
1

F̄22

(3.4)

Here, A0
i is the initial surface of the RVE on which a corresponding stress component is acting, and

J̄ is the determinant of the RVE homogenized deformation gradient, Eq. (3.1). When multiplied
with the load factor λ of the arclength method, the unit force components produce the desired
homogenized stress state in the RVE, see Fig. 3.4. For this problem, the load factor is the same
as the applied stress in the global loading direction, i.e., λ = σy y . Eventually, the simulation is
performed on the RVE as depicted in Fig. 3.4(right), following the analysis steps as explained in
[21].

3.3.2. VARIATIONAL FORMULATION

In this section the equilibrium equation between the internal and external force vector of a cracked
body in the finite deformation framework is derived. The presence of cracks in the body is ac-
counted for by means of a cohesive surface methodology. Special attention is dedicated to accu-
rately represent geometric nonlinear effects of the cohesive zone. This problem has been treated
in the literature in different contexts. Wells et al. [26] derived necessary equations in the XFEM
framework to model delamination in laminated composites. Zhi et al. [27] tackled the problem of
matrix cracking and delamination in composites and included the CZ geometric nonlinearity in
the floating node method. In this chapter the CZ geometric nonlinearity is based on the idea in-
troduced by Ortiz and Pandolfi [28], and further elaborated for 2D problems by Reinoso and Paggi
[19]. We extend the work of Reinoso and Paggi [19] to 3D.

The virtual work of a cracked body, neglecting the body forces, can be written in the reference
configuration as: ∫

Ω0

(∇∇∇Xδu) : PdΩ0 +
∫
Γc0

δ�u� · t0dΓ0 =
∫
Γu0

δu · tp0dΓ0 (3.5)

where δu is the virtual displacement, P is the first Piola-Kirchhoff stress, t0 is the nominal traction
acting on a cohesive surface, δ�u� is the virtual displacement jump of the cohesive zone, and tp0 is
the nominal traction prescribed on the boundary of the body. ∇∇∇X represents the gradient operator
with respect to the initial coordinates X. In order to derive the equilibrium equation between the
internal end external forces in the current configuration, Eq. (3.5) is pushed forward. First, P is
written as the product of the deformation gradient F and the second Piola-Kirchhoff stress S:∫

Ω0

(∇∇∇Xδu) : (FS)dΩ0 +
∫
Γc0

δ�u� · (FSn0)dΓ0 =
∫
Γu0

δu · tp0dΓ0 (3.6)

in which the nominal traction on the cohesive surface is replaced with t0 = Pn0 = FSn0, n0 being
the vector normal to the cohesive surface in the initial configuration. The following relations from
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Figure 3.5: Wedge-shaped bulk finite elements in decohesion process defined by displacement jump �ū�; cohesive segment
represented as mid-surface between the two bulk elements

e.g. [26] are considered:
∇∇∇Xδu = (∇∇∇xδu)F

n0 = 1

det(F)
FTn

dΓ

dΓ0

dΩ0 = 1

det(F)
dΩ

(3.7)

where ∇∇∇x is the gradient operator with respect to the deformed coordinates x, and n is the normal
vector in the current configuration. After substituting Eq. (3.7) in Eq. (3.6) and recognizing the
relation between the Cauchy stress σ and S of the form:

σ= 1

det(F)
FSFT (3.8)

the virtual work of the system in the current configuration emerges as:∫
Ω

(∇∇∇xδu) :σdΩ+
∫
Γc

δ�u� · (σn)dΓ=
∫
Γu

δu · tpdΓ (3.9)

The further derivation is expressed in Voigt notation, and the current traction on the cohesive sur-
face t =σn, such that: ∫

Ω
(∇∇∇xδu)TσdΩ+

∫
Γc

δ�u�TtdΓ=
∫
Γu

δuTtpdΓ (3.10)

The displacement field is discretized by means of the following relation:

u = Na (3.11)

where N is the shape function matrix, and a is the vector of nodal displacements. Similarly, the
displacement jump is defined as:

�u� = Ña = [
Ncz −Ncz

][
atop

abottom

]
(3.12)

where Ncz is the shape function matrix defined over the cohesive surface, while the vector of nodal
displacements is partitioned in the part corresponding to the top and bottom bulk finite elements
of the cohesive zone, see Fig. 3.5. Upon transformation of the displacement jump from global to
local frame of reference by means of the transformation matrix Q, the displacement jump in local
frame is written as:

�ū� = QÑa (3.13)
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Replacing Eqs. (3.11) and (3.12) in Eq. (3.10) in terms of their virtual counterparts, and expressing
the cohesive zone contribution by means of the quantities defined in local frame, the discretized
weak equilibrium equation in the current configuration becomes:∫

Ω
[∇∇∇xδ(Na)]TσdΩ+

∫
Γc

δ(QÑa)T t̄dΓ=
∫
Γu

δ(Na)TtpdΓ (3.14)

where t̄ is the current cohesive traction in local coordinate system. Taking the first variation of Eq.
(3.14) with respect to virtual nodal displacements yields the following expression:

δaT
∫
Ω

(∇∇∇xN)TσdΩ+δaT
∫
Γc

(
QÑ+ ∂Q

∂a
Ña

)T
t̄dΓ= δaT

∫
Γu

NTtpdΓ (3.15)

which holds for any kinematically admissible variation in the nodal displacements δa. Therefore:∫
Ω

(∇∇∇xN)TσdΩ+
∫
Γc

(
QÑ+ ∂Q

∂a
Ña

)T
t̄dΓ=

∫
Γu

NTtpdΓ (3.16)

This equation represents the equilibrium between the internal and external forces:

fint
bulk + fint

cz = fext (3.17)

where the internal force vector consists of two parts. The bulk part is:

fint
bulk =

∫
Ω

(∇∇∇xN)TσdΩ=
∫
Ω

BTσdΩ (3.18)

in which B is the strain - nodal displacement matrix. The CZ part is:

fint
cz =

∫
Γc

(
QÑ+ ∂Q

∂a
Ña

)T
t̄dΓ (3.19)

Compared to the small displacement theory that would only account for the material contribution,
Eq. (3.19) also features the geometric contribution to the internal force vector. This geometric
contribution emerges as a consequence of the change in the transformation matrix with nodal
displacements.

3.3.3. LINEARIZATION

The computational framework for the RVE model is based on the updated Lagrangian formulation
[29]. Accordingly, the linearization can be done in the initial reference configuration, where the
volume (or the cohesive surface) does not depend on the displacement field. Subsequently, in
every iteration the current configuration is taken as the reference for the linearization, while all
quantities are computed with respect to the current coordinates. Hence, although the integration
domain for the internal force is changing from one iteration to the next, linearization does not
require an additional term that accounts for this change.

The linearization of the bulk internal force vector leads to the following expressions for the
global tangent stiffness matrix [29]:

Kbulk =
∂fint

bulk

∂a
= Kmat

bulk +K
geo
bulk (3.20)

where the material contribution to the tangent stiffness is:

Kmat
bulk =

∫
Ω

BTCBdΩ (3.21)

with C being the bulk constitutive matrix in the deformed configuration. The geometric contribu-
tion to the tangent stiffness relating degrees of freedom of nodes I and J is:

K
geo
bulk,I J = I

∫
Ω

BT
I σBJ dΩ (3.22)
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where the quantity inside the integral is a scalar and I is the unit matrix.
The linearization of the CZ internal force vector is more involved and treated here in more

detail. The CZ tangent stiffness matrix includes the material and the geometric part:

Kcz =
∂fint

cz

∂a
= Kmat

cz +K
geo
cz (3.23)

The material part is defined as:

Kmat
cz =

∫
Γ

(
QÑ

)T T̄QÑdΓ (3.24)

where T̄ is the material tangent stiffness operator that provides mapping between the displacement
jump and the traction vector in the local frame. In the linearization process the second derivative
of the transformation matrix with respect to nodal displacements is neglected. Therefore, the geo-
metric part of the tangent stiffness comprises four terms:

K
geo
cz = Kg1 +Kg2 +Kg3 +Kg4 (3.25)

Kg1 = 2
∫
Γ

(
∂Q

∂a
Ñ

)T
t̄dΓ

Kg2 =
∫
Γ

(
∂Q

∂a
Ña

)T
T̄
∂Q

∂a
ÑadΓ

Kg3 =
∫
Γ

(
QÑ

)T T̄
∂Q

∂a
ÑadΓ

Kg4 =
∫
Γ

(
∂Q

∂a
Ña

)T
T̄QÑdΓ

(3.26)

To account for the CZ geometric contribution in both the internal force vector and the tangent
stiffness matrix, it is necessary to compute the 3D array ∂Q/∂a. For this computation, we need to
express every component of Q in terms of nodal displacements. The transformation matrix derives
from the orthonormal basis n, s, t, that is associated with any point of the cohesive surface, see Fig.
3.6, such that:

Q =
nx ny nz

sx sy sz
tx ty tz

 (3.27)

Computationally, the cohesive surface is represented as a mid-surface between two adjacent bulk
finite elements, involved in the decohesion process. Since the bulk elements are wedge-shaped
with 12 nodes, in order to ensure the compatibility in the discretization, the cohesive element is
also a 12-node element, connecting two 6-node quadrilateral faces, see Fig. 3.5. The position

s

ξ−
cu

rv
e

η−curve
n

t

t′

A

B

C

D

E

F
x

x

yz

Figure 3.6: n, s, t orthonormal vector triad derived from unit vectors s and t′ in direction of parametric curves ξ and η, respec-
tively
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vector x of any node of the mid-surface in the current configuration points to the half-distance
between two corresponding bulk nodes:

xA = 1

2
(x1 +x7), xD = 1

2
(x4 +x10)

xB = 1

2
(x2 +x8), xE = 1

2
(x5 +x11)

xC = 1

2
(x3 +x9), xF = 1

2
(x6 +x12)

(3.28)

The utilized 6-node quadrilateral shape that parametrizes the mid-surface features the isopara-
metric formulation, such that the shape functions are defined in the parent ξ-η coordinate system
as follows:

NA = 1

4
(1−η)(ξ2 −ξ), ND = 1

4
(1+η)(ξ2 +ξ)

NB = 1

2
(1−η)(1−ξ2), NE = 1

2
(1+η)(1−ξ2)

NC = 1

4
(1−η)(ξ2 +ξ), NF = 1

4
(1+η)(ξ2 −ξ)

(3.29)

Following the principles of the isoparametric formulation, the position vector of any point of the
cohesive surface, see Fig. 3.6, emerges as:

x = NAxA +·· ·+NFxF (3.30)

Given the position vector in Eq. (3.30), it is possible to define the unit vectors associated with the
parametrized directions ξ and η in the current configuration, see Fig. 3.6:

s = ∂x/∂ξ

∥∂x/∂ξ∥ = s̃

∥s̃∥ (3.31)

t′ = ∂x/∂η

∥∂x/∂η∥ = t̃′
∥t̃′∥ (3.32)

With the unit vectors s and t′, the unit vector normal to the cohesive surface is calculated as:

n = s× t′ =
sy t ′z − sz t ′y

sz t ′x − sx t ′z
sx t ′y − sy t ′x

 (3.33)

In the general deformation process the cohesive surface can be distorted such that the unit vectors
s and t′ are not perpendicular. In order to form the orthonormal basis, vectors n and s are employed
to calculate the vector t, see Fig. 3.6:

t = n×s =
ny sz −nz sy

nz sx −nx sz
nx sy −ny sx

 (3.34)

In order to compute ∂Q/∂a, it is necessary to find the derivative of every component of the
transformation matrix, Eq. (3.27), with respect to nodal displacements:

∂Q

∂a
=

nx,a ny,a nz,a
sx,a sy,a sz,a
tx,a ty,a tz,a


3×3×36(ndof)

(3.35)

A derivation of these derivatives is shown in the Appendix.
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3.4. CONSTITUTIVE MODELS

In this section the viscoplastic constitutive model used for the matrix is described. Then, the ma-
terial model for carbon fibers is briefly outlined, and finally the cohesive law to represent microc-
racking in the matrix is introduced.

3.4.1. THE EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

In order to include viscous and plasticity effects in the polymer matrix we choose the Eindhoven
Glassy Polymer (EGP) model. Unlike many material models used to represent inelastic behavior of
engineering materials, the EGP does not feature a yield surface. Instead it follows the Eyring flow
theory [30] to describe the deformation kinetics of polymer materials. In the EGP an Eyring-based
viscosity function reduces as a consequence of the stress applied on the material, such that the
plastic flow at yield is regarded as the stress induced melting [31]. In this chapter, only equations
needed to define the model parameters are shown, whereas an in depth derivation can be found
in, e.g., [31, 32].

The EGP is an isotropic, elasto-viscoplastic material model that accounts for the finite strains
in polymer material. The model builds upon the multiplicative decomposition of the deformation
gradient into the elastic and the plastic part:

F = Fe ·Fp (3.36)

The change in volume is purely elastic, such that:

J = det(F) = det(Fe) (3.37)

The Cauchy stress is additively decomposed in three components:

σ=σh +σr +σs (3.38)

Here σh is the hydrostatic stress, σr the hardening stress, and σs is the driving stress. The hydro-
static stress depends on the bulk modulus κ:

σh = κ(J −1)I (3.39)

where I is the second order unit tensor. The hardening stress is defined as [31]:

σr =GrB̃d (3.40)

in which Gr is the hardening modulus and B̃d is the isochoric, deviatoric, left Cauchy-Green defor-
mation tensor:

B̃d =
(
F̃ · F̃T

)d = J−2/3
(
F ·FT

)d
(3.41)

The driving stress introduces viscoplasticity in the model. This stress component allows for ther-
morheologically complex behavior of the material, meaning that more than one relaxation process
may govern the material response [33]. In the case of two relaxation processes,α and β, the driving
stress reads:

σs =σα+σβ (3.42)

However, in this chapter only α process is considered, such thatσs =σα. The α relaxation process
is represented by a Maxwell model with shear modulus on the elastic spring and viscosity on the
dashpot. In order to improve the accuracy in the pre-yield regime Van Bremen et al. [31] considered
a spectrum of relaxation times. This way, the α process consists of a number of Maxwell elements
connected in parallel, with different shear moduli and viscosities, see Fig. 3.7. Let Gα, j be the shear

modulus of j -th Maxwell element of the process α, and B̃d
eα, j be the elastic part of the isochoric,

deviatoric left Cauchy-Green deformation tensor describing the deformation on spring of Maxwell
element j . Then the driving stress is:

σs =
q∑

j=1
σα, j =

q∑
j=1

Gα, j B̃d
eα, j (3.43)
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Gα,1 ηα,1 σsσs .
.
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Figure 3.7: Mechanical analog for a single process (α), multi-mode driving stress in the EGP model

with q the number of modes for the process α. In order to calculate B̃d
eα, j in Eq. (3.43), it is neces-

sary to solve for B̃eα, j by integrating the corresponding rate equation:

˙̃Beα, j =
(
L̃−Dpα, j

)
· B̃eα, j + B̃eα, j ·

(
L̃T −Dpα, j

)
(3.44)

where L̃ is the isochoric velocity gradient. At this point it is necessary to define a constitutive rela-
tion for the plastic part of the rate of deformation tensor in Eq. (3.44), which is introduced in the
form of a non-Newtonian flow rule:

Dpα, j =
σα, j

2ηα, j (τ̄α, p,Sα)
(3.45)

ηα, j is the viscosity of Maxwell element j . It depends on the equivalent stress τ̄α, the hydrostatic
pressure p =−tr(σ)/3, and the thermodynamic state parameter Sα:

ηα, j = η0α, j
τ̄α/τ0α

sinh(τ̄α/τ0α)
exp

(
µαp

τ0α

)
exp(Sα) (3.46)

where η0α, j is the corresponding initial viscosity, τ0α is the characteristic shear stress, and µα is
the pressure dependency parameter. The equivalent stress has the following form:

τ̄α =
√

1

2
σα :σα (3.47)

The state parameter Sα represents the thermodynamical history of the material as a function of
the equivalent plastic strain γ̄p:

Sα(γ̄p) = SaαRγα(γ̄p) (3.48)

It accounts for two interacting mechanisms: the physical aging Saα and mechanical rejuvenation
modeled by the softening function Rγα(γ̄p). While the aging process increases the yield stress
of the material, the presence of mechanical load tends to reverse this process and bring it to the
(mechanically) rejuvenated state. The softening function in the EGP model is a modified Carreau-
Yasuda function [34]:

Rγα(γ̄p) =
{

1+ [r0α exp(γ̄p)]r1α

1+ r r1α
0α

} r2α−1
r1α

(3.49)

The equivalent plastic strain γ̄p in Eq. (3.49) is calculated by integrating the evolution law:

˙̄γp = τ̄α,1

ηα,1
, τ̄α,1 =

√
1

2
σα,1 :σα,1 (3.50)

which depends on the equivalent stress and the viscosity of a mode with the highest initial viscosity,
that is mode 1. The relaxation spectrum for the process α is presented in Table 3.1. The other
material model parameters are specified in Table 3.2. The starting point to determine parameters
in Tables 3.1 and 3.2 was the data set describing the behavior of PEEK obtained according to [31].
However, the corresponding relaxation spectrum led to inaccurate behavior of the composite RVE
when compared with the experimental results. A reason for this inaccuracy might be a different
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Table 3.1: Relaxation spectrum of the EGP model

j Gα, j [MPa] η0α, j [MPa·s] j Gα, j [MPa] η0α, j [MPa·s]

1 1045.52 7.590 ·1021 9 50.61 9.198 ·1010

2 400.03 8.502 ·1016 10 83.94 2.272 ·1010

3 46.06 2.570 ·1014 11 77.28 8.756 ·108

4 87.28 1.843 ·1013 12 60.61 2.874 ·107

5 72.43 5.912 ·1012 13 56.67 1.127 ·106

6 63.03 1.992 ·1012 14 4.64 3.851 ·104

7 45.46 5.520 ·1011 15 53.03 1.840 ·103

8 42.43 1.987 ·1011 16 3.42 4.961 ·101

Table 3.2: Material parameters of the EGP model

κ [MPa] Gr [MPa] τ0α [MPa] µα Saα r0α r1α r2α
2600 14.2 1.386 0.08 3 0.95 1 -5

crystallinity of neat polymer and the polymer matrix in the composite. Therefore, the original
relaxation spectrum was modified as follows: the highest viscosity was calibrated to achieve the
stress level corresponding to the plateau of the χ= 45◦ experiment at ε̇y y = 10−4/s; the rest of the
spectrum was shifted such that the nonlinear part prior to the plateau of the χ= 45◦ experiment is
properly captured, resulting in the data shown in Table 3.1.

3.4.2. TRANSVERSELY ISOTROPIC MATERIAL MODEL FOR CARBON FIBERS

No failure is assumed to take place in the carbon fibers, therefore the reinforcement behaves elasti-
cally in the RVE. The material model chosen to describe the behavior of the fibers is the hyperelastic
transversely isotropic constitutive model formulated by Bonet and Burton [35]. In this chapter only
the part of formulation related to the stress calculation is shown. The Cauchy stress is decomposed
in an isotropic and a transversely isotropic stress contribution:

σ=σiso +σtri (3.51)

The isotropic stress tensor reads:

σiso = µ

J
(B− I)+ λ̄

J
ln(J )I (3.52)

This stress component slightly differs from the original paper [35] and is the same as in [21]. The
transversely isotropic contribution is defined as:

σtri = J−1{2β(I4 −1)B+2[α+β(I1 −3)+2γ(I4 −1)]a ⊗a −α(Ba ⊗a +a ⊗Ba)} (3.53)

In Eqs. (3.52) and (3.53), B is the left Cauchy-Green deformation tensor, J is the determinant of
the deformation gradient F, and I is the second order unit tensor. The vector a is the preferential
stiffness direction of the material in the deformed configuration, obtained as a = FA, where A is
the preferential stiffness direction in the initial configuration. The invariants I1 and I4 are defined
as:

I1 = tr(B)

I4 = a ·a
(3.54)
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Table 3.3: Material parameters of the transversely isotropic constitutive model

E1 [GPa] E2 [GPa] G12 [GPa] ν12 ν23
125 15 45 0.05 0.3

The other material parameters in Eqs. (3.52) and (3.53): λ̄, µ, α, β, γ are adopted according to [21]:

n = E1

E2

m = 1−ν23 −2nν2
12

λ̄= E2(ν23 +nν2
12)

m(1+ν23)

µ= E2

2(1+ν23)

α=µ−G12

β= E2(ν12 +ν23ν12 −ν23 −nν2
12)

4m(1+ν23)

γ= E1(1−ν23)

8m
− λ̄+2µ

8
+ α

2
−β

(3.55)

Here, E1 is the Young’s modulus in the preferential stiffness direction, G12 and ν12 are the shear
modulus and Poisson’s ratio in the planes perpendicular to the plane of isotropy, E2 and ν23 are the
elastic constants in the transverse plane. Values of these parameters are listed in Table 3.3. Note
that G12 has a higher value than usually reported in the literature, e.g. [36]. This value is calibrated
to provide a good match in the initial slope between the experiments and the RVE simulation.

3.4.3. COHESIVE LAW

Microcracking in the matrix is represented by means of a cohesive surface methodology. Cohesive
segments along element edges are added on the fly [20] whenever a microcrack initiation criterion
is satisfied. As introduced in Section 3.3.2, the traction is acting on a cohesive surface as a function
of the displacement jump, see Fig. 3.5. The relation between the traction and the displacement
jump is provided by a mixed-mode damage cohesive law elaborated by Liu et al. [37]. The govern-
ing equations of the cohesive model are summarized here with the extension to 3D. Since cohesive
elements are inserted on the fly, the cohesive traction should have a non-zero value at zero open-
ing, see Fig. 3.8 (left), where the normal component of the traction is plotted against the normal
component of the displacement jump. The area under the graph is the fracture energy of the ma-
terial Gc . Direct application of this kind of cohesive law under mixed-mode conditions would lead

�u�0
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�u�n
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t eff
n

t 0
n

(1−ωm )Km

0 �u�sh
n, f

�u�sh
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Gc

t eff
n

t 0
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0 �u�n

tn
t 0
n

Gc

�u�0
n

Figure 3.8: Mode I representation of the shifted mixed-mode damage cohesive law
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to a singularity [38]. To avoid working with an infinite initial stiffness, the cohesive law is evaluated
by shifting the displacement jump �ū� for a value depending on the magnitude of the jump at crack
initiation as proposed by Hille et al. [39], see Fig. 3.8 (middle):

�ū�sh = �ū�+�ū�0 (3.56)

The shift �ū�0 is defined as:

�ū�0 = t̄0

Km
(3.57)

where t̄0 is the traction on the cohesive surface in the local frame at the instant of microcrack ini-
tiation, and Km = 106 N/mm3 is the initial dummy stiffness. In simulating rate-dependent failure,
we assume that the magnitude of t̄0 may depend on the local rate of deformation. The evolution
of the traction with changing displacement jump is governed by the cohesive law through:

t̄ = (I−Ω)Km�ū�sh = (I−Ω)t̄eff (3.58)

where I is the unit tensor and t̄eff is the effective traction on the cohesive surface. The decohesion
process is driven by the damage variable ωm used to construct the damage tensorΩ:

Ωi j =ωmδi j

(
1+δi 1

〈−t eff
n 〉

t eff
n

)
(3.59)

Essentially, only the diagonal terms ofΩ are nonzero. The diagonal terms are equal toωm , except in
the case of compression when the diagonal term corresponding with normal opening and traction
vanishes. The evolution of the scalar damage variable ωm is irreversible:

ωm = max
τ≤t


0, ∆≤∆0
∆ f
∆

(
∆−∆0
∆ f −∆0

)
, ∆0 <∆<∆ f

1, ∆>∆ f

(3.60)

where ∆ is the shifted equivalent displacement jump:

∆=
[

(〈�u�sh
n 〉)2 + (�u�sh

s )2 + (�u�sh
t )2

]1/2
(3.61)

In Eq. (3.60) ∆0 is the equivalent displacement jump at the onset of failure:

∆0 =
t 0
eq

Km
(3.62)

where t 0
eq is the corresponding equivalent traction on the cohesive surface:

t 0
eq =

[
(t 0

n )2 + (t 0
s )2 + (t 0

t )2
]1/2

(3.63)

The degradation process is completed when the equivalent shifted displacement jump reaches a
critical value ∆ f defined as:

∆ f = 2Gc

t 0
eq

(3.64)

The unloading of the cohesive law is secant, with the slope depending on the current state of dam-
age at an integration point, see Fig. 3.8 (right). In the space of finite elements, the complete un-
loading happens when two neighboring bulk finite elements overlap for the value ∆0, which is
the consequence of the introduced shift when evaluating the cohesive law. Moreover, due to this
shift, the actual energy dissipation during decohesion will be smaller than Gc . However, both the
overlapping upon unloading and the reduction in effective energy dissipation vanish when Km
approaches infinity.
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Figure 3.9: Traction acting on a potential cohesive surface with corresponding stress components

3.4.4. MICROCRACK INITIATION CRITERION

Before the cohesive law activates, a proper microcrack initiation criterion must be satisfied. In or-
der to have quantitative comparison with the experiment, we propose an initiation criterion that
is rate-dependent. First, at every time step the traction is computed on a potential cohesive sur-
face, see Fig. 3.9, that is on any surface between finite elements of the matrix part or interface
between the carbon fibers and the matrix. The traction is then decomposed in the components
perpendicular and parallel to the fiber direction:

t⊥ =
(
t 2
n + t 2

s

)1/2

t∥ = tt

(3.65)

The reason for this stress decomposition is the fact that for the off-axis angle of 90◦ the fracture
process is completely governed by t⊥, whereas t∥ = 0. On the other hand, for the lower off-axis
angles, e.g. χ = 15◦, the stress component parallel with the fibers becomes more dominant and
mostly drives the microcracking process. With these two stress components a power law initiation
criterion is proposed in the following form:(

t⊥
f⊥

)m
+

(
t∥
f∥

)n
< 1 (3.66)

where m and n are the constants, while f⊥ and f∥ are the strength parameters in the corresponding
directions. An alternative approach, in which the stress vector is decomposed in the component

normal to the cohesive surface tn and shear component tsh = (
t 2

s + t 2
t
)1/2

is also possible. This
would lead to different calibration of the cohesive law, i.e., different initiation stress and fracture
energies. Due to the possible misalignment of the cohesive surface normal and maximum princi-
pal stress, the ts component is not necessarily equal to zero for a mode I fracture process.

In this study n = 2 was chosen to ensure the symmetry of the initiation criterion with respect
to the shear stress t∥ , while m = 3 was calibrated to achieve a good estimate for the strain at failure
for χ = 45◦ and a reasonably good estimate for χ = 30◦ off-axis angle. The change in coefficient
m has much lower effect on the strain at failure for χ = 15◦, as compared for 30◦ and 45◦ loading
angles. Further, the strain-rate ε̇y y = 10−4/s is applied on the RVE with the fiber volume ratio
V f = 0.4. The calibrated strength values are: f⊥ = 130 MPa and f∥ = 60 MPa for matrix cracks

and f⊥ = 130 MPa and f if
∥ = 75 MPa for fiber/matrix interface cracks. The simulation results for

different off-axis angles are plotted in Fig. 3.10 and compared with the experiment. The onset
of softening in the RVE response corresponds with macroscopic failure, and that point is used to
make comparison with the experimental stress and strain at failure. The model qualitatively and
quantitatively corresponds well with the experiment for the angles ranging from 30◦ to 90◦, while
for the angle of 15◦ there is an offset. In this case the simulation does match the observed stress
at failure, but the strain at failure differs significantly. To achieve a similar level of accuracy for the
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Figure 3.10: Simulation results (solid) compared with experiment (dotted) at ε̇y y = 10−4/s; one initiation envelope assumed
for every point in matrix, and one initiation envelope assumed at matrix/fiber interface
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Figure 3.11: Microcrack initiation envelopes for matrix (left) and matrix/fiber interface (right) for different strain-rates, accord-
ing to Eq. 3.66

strain-rates other than ε̇y y = 10−4/s it proves necessary to change the strength parameters f⊥ and
f∥. The initiation envelopes corresponding to different global strain-rates are shown in Fig. 3.11,

for matrix and matrix/fiber interface, where the matrix/fiber interface strength f if
∥ = 75 MPa is kept

constant.
This state of the initiation criteria is similar to the idea presented by Sato et al. [17]. They em-

ploy a unique initiation envelope according to the Christensen failure theory [40] for every global
(macroscopic) strain-rate acting on the RVE. Accordingly, every point of the RVE has the same ini-
tiation envelope, irrespective of the possibly different local deformation rate. In this chapter, we
propose a microscopic initiation criterion based on the stress and the local rate of deformation
state at any point of the RVE. To characterize the deformation rate, the rate of deformation tensor
D is used, which is defined as the symmetric part of the velocity gradient L:

D = 1

2
(L+LT) = 1

2
(ḞF−1 +F−TḞT) (3.67)

The reason for this choice is twofold. First, D is the work-conjugate to the Cauchy stress. Second,
it is objective under a rigid-body rotation and follows the same transformation rule as the Cauchy
stress [41], i.e.:

D̄ = QDQT (3.68)

Therefore, together with the traction components on the potential cohesive surface, the corre-
sponding rate of deformation components are also computed:

D⊥ =
(
D2

nn +D2
ns

)1/2

D∥ = Dnt

(3.69)

The RVE analyses have been repeated with the feature that every time an initiation criterion from
Fig. 3.11 is met, the rate of deformation components are stored. Results are plotted in Fig. 3.12. It
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Figure 3.12: Rate of deformation components computed when microcrack initiation criterion from Fig. 3.11 is satisfied for
different strain-rates

can be seen that the components D⊥ and D∥ form separate clouds of points in the rate of deforma-
tion space for every considered global strain-rate. This distinction in the local rate of deformation
enables constructing different regions, such that the boundary of a region is parametrized with the
ε̇y y that defines a corresponding initiation envelope in Fig. 3.11. Each boundary is determined
with a D⊥ and a D∥ component, which are listed in Table 3.4 together with the ε̇y y parameter. The
vertical lines in Fig. 3.12 represent the average value of the D⊥ component calculated for χ= 90◦.
The horizontal lines in the same figure correspond to the average value of the D∥ component ob-
tained from the simulations with off-axis angles of 15◦, 30◦ and 45◦. These angles are considered
because the power law initiation parameters in Eq. (3.66) are calibrated from the corresponding
off-axis experiments. In Fig. 3.12 there are also points from χ= 60◦ and χ= 75◦ simulations which
oscillate around the corresponding horizontal lines, but are not included in defining the average
values, although accounting for these points as well would not drastically change the outcome.

As already stated, the ε̇y y parametrizes the curves in Fig. 3.11, which are calculated from Eq.
(3.66). The strength parameters adopted to construct these curves for different values of the ε̇y y
are also listed in Table 3.4. The strategy to compute the local initiation envelope for any potential
cohesive surface is as follows:

1. compute components D⊥ and D∥ at a point of possible microcrack initiation

2. given D⊥ and D∥ find the equivalent loading rate ε̇max
y y from Table 3.4, linearly interpolating

between the corresponding rate of deformation components; ε̇(1)
y y = f (D⊥), ε̇(2)

y y = f (D∥),

ε̇max
y y = max(ε̇(1)

y y , ε̇(2)
y y )

3. given ε̇max
y y , compute f⊥ and f∥ from Table 3.4, linearly interpolating between the corre-

sponding strength parameters; note that f if
∥ always equals 75 MPa

4. given f⊥ and f∥, construct the initiation envelope using Eq. (3.66)

Table 3.4: The rate of deformation components defining boundaries in Fig. 3.12 and the strength values defining initiation
envelopes in Fig. 3.11 corresponding to parameter ε̇y y

ε̇y y [s−1] D⊥ [s−1] D∥ [s−1] f⊥ [MPa] f∥ [MPa]
10−6 2.88 ·10−6 2.42 ·10−6 115 54
10−5 2.97 ·10−5 2.54 ·10−5 123 57
10−4 2.78 ·10−4 2.46 ·10−4 130 60
10−3 2.94 ·10−3 2.65 ·10−3 132 63
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Figure 3.13: Strategy to construct microcrack initiation envelope by interpolating between two neighboring parametric curves
(left), depending on the local rate of deformation state (right)

This strategy is illustrated in Fig. 3.13, where for a given point in the rate of deformation space the
corresponding initiation envelope represents a proper interpolation between two adjacent para-
metric curves. If the point is outside the defined regions, the envelope is the closest parametric
curve.

As part of this procedure we need to evaluate the rate of deformation tensor at the integration
point level, Eq. (3.67). In the updated Lagrangian formulation followed in this thesis, the deforma-
tion gradient from the previous time step Fn−1 and the current time step Fn are available at every
integration point. Therefore the time derivative of F in Eq. (3.67) can be approximated:

Ḟ = lim
∆t→0

∆F

∆t
≈ ∆F

∆t
= Fn −Fn−1

∆t
(3.70)

∆F in this equation should not be confused with an increment in the deformation gradient dF used
to update the deformation gradient Fn = dF·Fn−1. In the case no additional deformation is present
∆F is a zero tensor, while dF is a unit tensor.

Beside an initiation stress, the cohesive law also requires the fracture energy Gc as an input.
The fracture mode changes with different off-axis angles, and the fracture mode likely influences
the effective energy dissipation. To account for this effect, the Gc provided to the cohesive law
interpolates between a lower bound value GI c calibrated for χ = 90◦, and an upper bound value
GI I c determined for χ = 15◦ at the strain-rate ε̇y y = 10−4/s, see Fig. 3.14. The local value of Gc
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Figure 3.14: Cohesive law fracture energy as function of local stress ratio at the moment of microcrack initiation
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Figure 3.15: Simulation (solid) versus experiment (dotted) for ε̇y y = 10−4/s and different off-axis angles

is determined when the cohesive segment is inserted and depends on the ratio t∥/t⊥ at initiation,
which represents for these micromechanical simulations a sufficient insight in the mode, or degree
of mode mixity of the fracture process. The quantity t̄r in Fig. 3.14 is the initial ratio between
the homogenized shear stress τ21 and normal stress σ22 acting on a plane parallel with the fiber
direction when χ = 15◦, see Fig 3.4. In this chapter the following values are adopted: GI c = 0.03
N/mm, GI I c = 0.095 N/mm, for all strain-rates and for matrix cracks and fiber/matrix interfacial
cracks alike.

3.5. RESULTS AND DISCUSSION

In this section the performance of the RVE model is examined through comparison with the exper-
imental benchmark. The stress σy y in the global loading direction, see Fig. 3.3, is plotted against
the strain component εy y . The goal of this exercise is to illustrate capabilities of the model, with-
out detailed statistical analysis on the size of the RVE. Therefore, the micromodel counting in total
9 fibers (3×3) of the diameter D f = 5 µm is considered. A single set of parameters describing the
rate and the stress dependent initiation as outlined in the previous section is considered in every
simulation. As for the experiments, in the cases when the extensometer was not used to measure
the exact strain, an empirically determined coefficient of 0.8 multiplies the experimental strain to
cancel the compliance effect.

The RVE model has been subjected to the strain-rate of ε̇y y = 10−4/s under different off-axis
angles. In Fig. 3.15 the simulation results are plotted against the experimental measurements. It
can be seen from the figure that the results obtained with the rate-dependent initiation criterion
are similar to those obtained earlier with fixed initiation criterion calibrated for this strain-rate
only (cf. Fig. 3.10). For χ = 15◦, there is an offset in the response, as already observed in Section
3.4.4. In this case the measurement has been performed without the extensometer which may
have affected the accuracy of the strain measurements. Another reason for this discrepancy might
be in different boundary conditions in the experiment and the model. The change in orientation of
the RVE shows the tendency of the fibers to align with the loading direction and reduce the initial
off-axis angle. In the experiment, however, clamps of the testing machine introduce constraining
effect, such that rotation of the fibers is reduced close to the boundaries. This fact implies a mis-
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Figure 3.16: Experiment compared with simulation results when the model accounts for changes in orientation (φ ̸= 0) and
when orientation is fixed (φ= 0), for two different off-axis angles

match between the stress state in the experiment and the model. The simulation results with the
fixed RVE orientation is plotted in Fig. 3.16 together with the experiment and the model response
for the changing orientation for χ= 15◦ and χ= 45◦. These results confirm that a small variation in
the off-axis angle significantly changes the response for small off-axis angles, like χ= 15◦, whereas
for the angle of 45◦ this variation has less impact on the outcome. Consequently, the effect of
mismatch between the stress state of the experiment and the model increases for smaller off-axis
angles. From Fig. 3.16 it may be hypothesized that the actual response of the specimen for χ= 15◦
lies between the case when the RVE freely changes orientation, and the case when this change is
restrained. A full multiscale analysis similar to that performed by Gao et al. [16], with separate
RVEs linked to individual macroscopic integration points accounting for macroscopic variations
in the deformation, possibly provides a better match with the experiment. It may be noted that if
macroscopic variations are indeed significant, the experimental results should not be interpreted
as direct stress-strain measurements of the composite material. To what extent such variations are
present could be checked with DIC, although that has not been done in this study.

Next, the strain-rate ε̇y y = 10−3/s is considered. The simulation outcome is plotted in Fig. 3.17
and compared with available experiments. There is a good correspondence with the experimen-
tal observation for the angles of 45◦ and 90◦, while for χ = 30◦ the simulation fails prematurely,
resulting in a lower stress at failure.

In the next example ε̇y y = 10−5/s is applied on the RVE. Comparison with the experiment is

depicted in Fig. 3.18 (left). The similar conclusion as for the case ε̇y y = 10−4/s holds here as well.
For χ = 45◦, the simulation ends up with a response more ductile than experimentally observed,
but the stress at failure is still very close to the testing one.

Results for the strain-rate of 10−6/s and two different off-axis angles χ = 15◦ and χ = 90◦ are
shown in Fig. 3.18 (right). While there is a good match for 90◦ off-axis angle, again there is an offset
for χ= 15◦.
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Figure 3.17: Simulation (solid) versus experiment (dotted) for ε̇y y = 10−3/s and different off-axis angles
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Figure 3.18: Simulation (solid) versus experiment (dotted) for ε̇y y = 10−5/s (left), ε̇y y = 10−6/s (right), and different off-axis
angles
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Figure 3.19: Simulation (solid) versus experiment (dotted) for range of strain-rates and two different off-axis angles

In the following, three different strain-rates of: 3 ·10−4/s, 3 ·10−5/s and 3 ·10−6/s are imposed
on the RVE under two different off axis angles: 30◦ and 45◦. The simulation outcome is plotted
in Fig. 3.19, accompanied by the experimental results. The strain-rates considered here have not
been included in the construction of the parametric curves in Fig. 3.11. A good agreement between
the model and the experiment is obtained for χ = 45◦, whereas under χ = 30◦ a larger difference
is present with a lower stress at failure than in the experiments, similar to what was observed for
the other considered strain-rates. This aspect can be improved by increasing the strength f∥ in Eq.
(3.66), but that action would result in an even larger offset for χ= 15◦.

In Fig. 3.20 the computationally determined stress at failure is plotted against the correspond-
ing strain-rate in a semilog plot, and comparison is made with the experiment. It is clear that the
model matches well with the experimental observations for the angles 45◦ and 90◦. As the off-axis
angle decreases the absolute difference between the model and the observation increases. We as-
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Figure 3.20: Material strength determined numerically (o) and experimentally (x) under different off-axis angles
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Figure 3.21: Distribution of equivalent plastic strain in fracturing RVE for two different strain-rates and off-axis angles

sume that the biggest part of this difference is due to an inconsistent stress state in the experiment
and the micromodel, whose effect increases for lower off-axis angles.

The fracturing RVE is visualized in Fig. 3.21 for two different strain-rates: ε̇y y = 10−3/s, ε̇y y =
10−6/s, and two different off-axis angles: χ = 45◦ and χ = 90◦. The contour plots indicate the
distribution of the equivalent plastic strain in the polymer matrix. There is more equivalent plastic
strain accumulated for χ = 45◦ compared to χ = 90◦, in line with the observation that the 45◦
response is much more ductile than the 90◦ response, see e.g. Fig. 3.17. Comparing the strain-
rates considered, there is more equivalent plastic strain for the lower strain-rate of 10−6/s for both
off-axis angles.

The nonlinear response of the RVE is a competition of viscoplasticity and microcracking. To
shed light on the contribution of the each source of nonlinearity, the RVE response without mi-
crocracking is plotted together with the RVE response when microcracking is included, and the
comparison is made with the experiments for different off-axis angles and ε̇y y = 10−4/s, see Fig.
3.22. As can be observed from the figure, initially the nonlinear response is not affected by micro-
cracking and therefore is dominated by viscoplasticity. However, without microcracking the RVE
response is monotonically hardening, which does not provide an opportunity to define the fail-
ure point. Therefore, the presence of cohesive microcracks in the model is necessary to observe
softening and define the material strength.

For all loading angles, the actual fracture plane forms in the post peak, i.e., in the softening
regime. This process is depicted for χ = 45◦ and ε̇y y = 10−4/s in Fig. 3.23, where four different
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Figure 3.22: Simulation with microcracking and without microcracking compared with experiments for different off-axis angles
and the strain-rate of 10−4/s
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Figure 3.23: Evolution of microcracking process after the material strength is reached (snapshot 1); gray color indicates un-
cracked element boundaries, green color stand for unloading cohesive segments, black color indicates damaging but not com-
pletely broken cohesive segments, red color represents formed microcrack with zero cohesive traction
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Figure 3.24: Density of initiated microcracks when material strength is reached for different off-axis angles and ε̇y y = 10−4/s;
color scheme is the same as in Fig. 3.23

states of the fracturing RVE corresponding to different points of the stress-strain curve are shown.
After the material strength is reached (snapshot 1), the cohesive microcracks coalesce and defor-
mation localizes in the fracture plane (snapshot 2), along which an actual microcrack is formed
when the cohesive traction is reduced to zero locally (snapshot 3). This microcrack further prop-
agates as more cohesive elements reach a fully damaged state along the initiated fracture plane
(snapshot 4).

From Fig. 3.23 it is concluded that no actual microcracks with zero cohesive traction exist in
the RVE when the maximum homogenized stress is reached. This fact holds true for other off-axis
angles as well, and is depicted in Fig. 3.24, where snapshots captured at the moment of reaching
the peak point in the RVE stress-strain curve are shown. The absence of cohesive segments with
zero traction when the peak point is reached implies that the fracture process zone up to the fail-
ure point is larger than the RVE. Further, it is observed that the density of cohesive microcracks
decreases with an increase in the off-axis angle.

The ability of the model to account for changes in the material composition is illustrated next.
The strain-rate ε̇y y = 10−4/s is applied on the RVE under several off-axis angles, considering the
fiber volume ratio of 0.4, 0.5 and 0.6. The obtained results are shown in Fig. 3.25. As expected,
an increase in the fiber volume ratio increases the initial stiffness of the model. Furthermore, an
increase in V f leads to a decrease in the strain at failure, implying more brittle behavior of the
composite material. As for the ultimate strength, or the stress at failure, no clear trend is observed.
In most of the cases, the strength increases for increasing V f , but for χ= 15◦ the lowest strength is
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Figure 3.25: Micromodel response for several fiber volume ratios, under different off-axis angles
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Figure 3.26: Comparison of RVE response when cohesive zone geometric nonlinear effect is accounted for, and when this effect
is neglected

obtained with V f = 0.6.
Quite often the modeling of failure processes in engineering materials by means of a cohesive

zone model neglects the related geometric nonlinear effect. In this chapter we have used a finite
deformation framework that allows for geometric nonlinearity in the cohesive zones as well, see
Eq. (3.19). To check the effect of this on the RVE response, results as shown before that include the
geometric contribution are plotted together with simulation results for which this contribution is
neglected. The results are shown in Fig. 3.26, for ε̇y y = 10−4/s and a range of off-axis angles. For the
off-axis angles 30◦-90◦ there is a small effect of the geometric nonlinear part, reflected in different
strain at failure, whereas the stress at failure remains almost the same. For χ = 15◦ the geometric
nonlinear effect is more obvious. In this case, carbon fibers bear most of the loading and a small
variation in the stress and displacement field caused by the geometric nonlinear part results in
obviously different stress at failure.

It should be noted that, even if the geometric contribution to the force vector was neglected,
in the process of linearization there would still be a geometric contribution to the global tangent
stiffness matrix. Specifically, Kg 1 without the factor of 2, and Kg 3 in Eq. (3.26) would be nonzero.

3.6. CONCLUSION

In this chapter a 3D microscale model to simulate rate-dependent failure in unidirectional com-
posites under off-axis loading is introduced. A prescribed macroscopic strain-rate is applied on
the RVE by means of an arclength control method. The RVE model is constructed in local coordi-
nate frame aligned with the reinforcement that may have an arbitrary orientation with respect to
the global loading direction. The micromodel is defined in the finite deformation framework, and
accounts for two different nonlinear processes in the polymer matrix: viscous plasticity and mi-
crocracking. The plastic deformation is represented with the Eindhoven Glassy Polymer material
model, whereas a cohesive zone model represents the microcracking process. Cohesive segments
are added on the fly, whenever a microcrack initiation criterion is satisfied. A new initiation crite-
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rion based on the local stress as well as the local rate of deformation state in the matrix is intro-
duced. The fracture energy of the cohesive law depends on the mode of fracture, but is not chang-
ing for different strain-rates in the model. The presence of cohesive microcracks in the model is
necessary to reach the material strength and trigger the softening response.

The ability of the RVE model to predict failure of the material is illustrated through comparison
with experiments on thermoplastic UD C/PEEK composite laminates for different strain-rates and
off-axis angles, at room temperature conditions. A good match is obtained for the off-axis angles
45◦-90◦, whereas the discrepancy between the simulation and the observation increases for the off-
axis angle of 30◦, and especially for 15◦. A large influence of rotations of the fibers on the averaged
stress-strain response is identified for the smaller off-axis angles. This observation supports the
proposed explanation for the mismatch between model and test: that boundary conditions in the
experiment introduce macroscopic variations in the deformation, which are not accounted for in
the microscale simulations. The contour plots of the fractured RVE indicate that more equivalent
plastic strain accumulates for lower strain-rates, implying the more brittle failure of the material at
higher strain-rates. It has been shown that the geometric nonlinearity of the cohesive zone model
has negligible impact on failure stress of C/PEEK composite system, except for χ= 15◦.

3.7. DATA AVAILABILITY

Data presented in this chapter are available at the 4TU.ResearchData repository through
https://doi.org/10.4121/20065976.v1

3.8. APPENDIX

To find derivatives ∂Q/∂a we express the transformation matrix components, Eq. (3.27), in terms
of the initial nodal coordinates X ,Y , Z and corresponding nodal displacements. Given the isopara-
metric mapping this is initially possible for the vectors s and t′. Combining Eqs. (3.28)-(3.31) the
x-component of the vector s is:

sx = s̃x

∥s̃∥ = 1

2
[NA,ξ(X1 +ux1 +X7 +ux7)+ND,ξ(X4 +ux4 +X10 +ux10)

+NB,ξ(X2 +ux2 +X8 +ux8)+NE,ξ(X5 +ux5 +X11 +ux11)

+NC,ξ(X3 +ux3 +X9 +ux9)+NF,ξ(X6 +ux6 +X12 +ux12)]/∥s̃∥

(3.71)

Components sy and sz can be obtained in a similar way, replacing X respectively with Y and Z
initial nodal coordinates, and also replacing uxi with nodal displacements associated with y- and
z-direction. In Eq. (3.71) the shape function gradients in ξ-direction are defined as:

NA,ξ =
1

4
(1−η)(2ξ−1), ND,ξ =

1

4
(1+η)(2ξ+1)

NB,ξ =−(1−η)ξ, NE,ξ =−(1+η)ξ

NC,ξ =
1

4
(1−η)(2ξ+1), NF,ξ =

1

4
(1+η)(2ξ−1)

(3.72)

Following the same approach but combining Eqs. (3.28)-(3.30) with Eq. (3.32), it is possible to
derive expressions for the components of the vector t′. The x-component of this vector is:

t ′x = t̃ ′x
∥t̃′∥ = 1

2
[NA,η(X1 +ux1 +X7 +ux7)+ND,η(X4 +ux4 +X10 +ux10)

+NB,η(X2 +ux2 +X8 +ux8)+NE,η(X5 +ux5 +X11 +ux11)

+NC,η(X3 +ux3 +X9 +ux9)+NF,η(X6 +ux6 +X12 +ux12)]/∥t̃′∥

(3.73)
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where the shape function gradients in η-direction are as follows:

NA,η =−1

4
(ξ2 −ξ), ND,η =

1

4
(ξ2 +ξ)

NB,η =−1

2
(1−ξ2), NE,η =

1

2
(1−ξ2)

NC,η =−1

4
(ξ2 +ξ), NF,η =

1

4
(ξ2 −ξ)

(3.74)

From Eq. (3.71) it is possible to find the derivative of the sx component with respect to the nodal
displacements:

sx,a = ∂

∂a

(
s̃x

∥s̃∥
)
= s̃x,a∥s̃∥− s̃x∥s̃∥,a

∥s̃∥2
(3.75)

in which the derivative of the norm ∥s̃∥ is defined as:

∥s̃∥,a = s̃x s̃x,a + s̃y s̃y,a + s̃z s̃z,a

∥s̃∥ (3.76)

Differentiation of the numerator in Eq. (3.71) with respect to the vector a yields the following ex-
pression:

s̃x,a = 1

2
[NA,ξ 0 0 NB,ξ 0 0 NC,ξ 0 0...

ND,ξ 0 0 NE,ξ 0 0 NF,ξ 0 0 repeat]1×36(ndof)

(3.77)

which can be substituted in Eqs. (3.75) and (3.76). The vectors s̃y,a and s̃z,a from Eq. (3.76) are
determined in a similar way as s̃x,a. After determining the vectors s̃x,a, s̃y,a and s̃z,a it is possible to
calculate sx,a with Eq. (3.75), as well as the vectors sy,a and sz,a with similar expressions.

For completeness, similar equations are shown for the derivative of t′ vector x-component:

t ′x,a = ∂

∂a

(
t̃ ′x
∥t̃′∥

)
= t̃ ′x,a∥t̃′∥− t̃ ′x∥t̃′∥,a

∥t̃′∥2
(3.78)

∥t̃′∥,a =
t̃ ′x t̃ ′x,a + t̃ ′y t̃ ′y,a + t̃ ′z t̃ ′z,a

∥t̃′∥ (3.79)

t̃ ′x,a = 1

2
[NA,η 0 0 NB,η 0 0 NC,η 0 0...

ND,η 0 0 NE,η 0 0 NF,η 0 0 repeat]1×36(ndof)

(3.80)

Now that the vectors si ,a and t ′i ,a are fully defined, where i = x, y, z, they can be used to define
the change in the unit normal vector with nodal displacements. Differentiating Eq. (3.33) with
respect to a leads to:

∂n

∂a
=

nx,a
ny,a
nz,a

=
sy,at ′z + sy t ′z,a − sz,at ′y − sz t ′y,a

sz,at ′x + sz t ′x,a − sx,at ′z − sx t ′z,a
sx,at ′y + sx t ′y,a − sy,at ′x − sy t ′x,a

 (3.81)

Applying the same differentiation procedure in Eq. (3.34) yields:

∂t

∂a
=

tx,a
ty,a
tz,a

=
ny,asz +ny sz,a −nz,asy −nz sy,a

nz,asx +nz sx,a −nx,asz −nx sz,a
nx,asy +nx sy,a −ny,asx −ny sx,a

 (3.82)

Eqs. (3.81) and (3.82), together with the vectors si ,a are finally used in Eq. (3.35) to construct
∂Q/∂a.
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4
FAILURE UNDER CONSTANT STRESS

4.1. INTRODUCTION

Structural parts made of fiber reinforced polymer (FRP) composites usually require operational
time that spans from several years to several decades [2]. Therefore, the long-term structural in-
tegrity of these components is of utmost importance. A challenge to this requirement is the in-
herent time dependent mechanical response of the composites which has its roots in the viscous
nature of the polymer matrix. When exposed to a constant stress level FRP composites will undergo
creep deformation, whose magnitude further depends on the off-axis loading angle, temperature,
moisture, etc.

Many models that describe deformation kinetics of polymers are based on the Eyring thermally
activated flow theory [3]. Kanters et al. [4] represented a constant plastic strain-rate in thermoplas-
tic polymers and composites and applied a creep rupture criterion based on a critical value of the
plastic strain accumulated in the material. The similar idea was followed by Erartsin et al. [5] and
extended to off-axis failure of unidirectional (UD) glass/iPP composite systems. Also based on the
Eyring flow theory, Spathis and Kontou [6] proposed an equation for the creep strain-rate, and
assumed the creep rupture time as the moment when the creep strain-rate reaches a minimum
value. Raghavan and Meshii [7] developed a creep rupture model for composites, in which the
creep strain is modeled by the thermal activation theory, and the creep rupture happens when the
stored elastic energy in the material attains a critical value. As an alternative to the Eyring flow the-
ory, the single integral approach developed by Schapery [8] has often been used to represent the
creep behavior in polymers. Lou and Schapery [9] showed that this theory can also represent the
creep response of composites for different stress levels and off-axis angles. All models for the com-
posite material mentioned so far aim to describe the homogenized response in (semi-)analytical
form. Although this approach is computationally efficient, complete characterization of the ho-
mogenized orthotropic material is challenging, giving rise to complex formulations and extensive
experimental identification procedures.

On the other side, computationally more expensive microscale models explicitly account for
the heterogeneous microstructure of the composite material. In this context a numerical im-
plementation of the Schapery’s model for polymers was done by Haj-Ali and Muliana [10], and
later used in the Aboudi four-cell micromodel [11] to represent the creep response of different
FRP composites under off-axis loading [12], but no creep rupture was predicted. Jafaripour and
Taheri-Behrooz [13] also applied the Schapery’s integral to model creep behavior in a UD compos-
ite representative volume element (RVE). However, the RVE model is not suitable for every fiber
orientation and does not predict creep rupture. In order to represent degradation of the composite
constituents on the microlevel, Gal and Fish [14] applied an isotropic continuum creep damage
model [15, 16], followed by the upscaling of the unit cell response in structural analyses of com-
posite components. In a multiscale model aimed at predicting the time-dependent response of UD
composites Govaert et al. [17] also addressed creep failure due to off-axis loading. The model as-
sumes a regular distribution of fibers in the RVE, and a failure criterion based on the critical plastic
strain at one point in the RVE.

Despite the vast amount of literature dealing with the micromechanical modeling of FRP com-
posites, only a small part concerns the creep behavior and to our knowledge only the model by
Gal and Fish [14] describes progressive creep rupture of the material. Recently, we have devel-
oped a micromechanical model to impose a constant strain-rate on the RVE under an off-axis an-
gle [18], assuming finite deformations in the material locally and in the homogenized sense. The

Apart from minor text adjustments, this chapter is reproduced from [1].
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model was supplemented with a cohesive surface methodology to simulate rate-dependent failure
in thermoplastic composites [19]. In this study the microscale numerical model is modified to ap-
ply a constant stress on the RVE and analyze off-axis creep rupture in unidirectional composites.
The Eindhoven Glassy Polymer (EGP) material model is used to represent the creep behavior in
the polymer matrix. In order to simulate the rupture process, a modified version of the Reiner-
Weissenberg material failure theory [20] is proposed. Specifically, when the Helmholtz free energy
of the EGP model locally reaches a critical value, a cohesive segment is inserted in the RVE. The
necessity to use a time-dependent cohesive law to model decohesion due to creep loading is illus-
trated. Global failure of the material coincides with the homogenized creep strain-rate of the RVE
reaching a minimum value. Simulation results obtained for different off-axis angles, temperatures
and stress levels are compared with experimental observations on a UD carbon / polyetherether-
ketone (PEEK) composite system.

The chapter is organized as follows: the experimental benchmark for comparing the model
predictions is introduced in the next section. Then the micromechanical framework is outlined,
with emphasis on the changes with respect to earlier work [18, 19]. In the subsequent section the
constitutive models for the composite constituents are explained. Afterward, the results obtained
by the model are compared with experiments.

4.2. EXPERIMENTAL BENCHMARK

Carbon fiber reinforced UD tapes with PEEK matrix were provided by Solvay. Previous research
efforts by Erartsin et al. [21] on commercial UD tapes with the fiber volume fraction V f of 0.6,
showed a large scatter in the experimental data. Hence, in the experimental part of the project,
tapes with more matrix (V f = 0.4) than commercial tapes were preferred to ensure good repeata-
bility of data. The tensile test coupons were prepared according to the procedure outlined in [19].
The coupons had a thickness of 1.8 mm and a width of 15 mm. A gauge length of 100 mm was used
for 90◦ and 45◦ loaded samples. For smaller loading angles of 30◦ and 15◦, a longer gauge length
of 120 mm was used to contain the failure within the gauge section. A tab length of 25 mm was
utilized to carry out the experiments. However, while carrying out experiments at higher tempera-
ture, smaller clamps that could fit inside the temperature chamber were used, with a reduced tab
length of 20 mm.

Creep experiments under uniaxial tension at room temperature were performed using a Zwick
Z100 universal tensile tester equipped with a 50 kN load cell. Zwick Z05 tester equipped with a
smaller 5 kN load cell was used for higher temperature experiments, also utilizing temperature
chambers with digital controls to ensure precise control of temperature, see Fig. 4.1 (right). A con-
stant force was applied on the specimen, from which the engineering (eng.) stress was computed.
The reported creep strains are a direct translation of the crosshead displacement, and measure the
engineering strain. A schematic representation of the testing specimen is shown in Fig. 4.1 (left),
where χ is the initial angle between the fibers and loading direction, often referred to as the off-axis
angle. It is defined as χ = 90◦−θ0, where θ0 is the initial angle between the global x-axis and the
fibers, see Fig. 4.2.

4.3. MICROMECHANICAL FRAMEWORK

4.3.1. HOMOGENIZED KINEMATICS AND EXTERNAL FORCE VECTOR

In this section, the equations needed to impose a constant Cauchy stress on the RVE under an
off-axis angle and compute the logarithmic strain in the global loading direction are presented.
To facilitate the comparison with experimental results, the adjustment to impose a constant engi-
neering stress on the RVE and calculate the engineering strain is introduced afterward.

In the case at hand unidirectional composite material is exposed to a constant stress, i.e., to
creep loading conditions, see Fig. 4.2 (left). Beside the extensional deformation, this uniaxial load-
ing will deform the orthotropic material also in shear, see Fig. 4.2 (middle). Due to the viscous
nature of the polymer matrix, deformation in the material will keep increasing. Furthermore, ac-
counting for finite strains in the material the local coordinate frame aligned with the reinforcement
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Figure 4.1: Schematic representation of testing specimen (left), where χ is the initial off-axis angle; creep testing of UD car-
bon/PEEK composite system at higher temperature in a temperature chamber (right); dimensions in mm
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Figure 4.2: Constant stress applied on unidirectional composite material (left); deformed material due to uniaxial loading
(middle); Cauchy stresses in local coordinate system (right)

may change orientation from the angle θ0 to a new angle θ1. Given the angle θ1 the stress state can
be transformed to the local coordinate frame, resulting in the Cauchy stress components shown
in Fig. 4.2 (right). We aim to simulate this deformation process on the microscale, by means of
an RVE model of a thin slice of material perpendicular to the fibers. Therefore, the homogenized
stress components acting on the RVE, see Fig. 4.3 (left), must be equal to the stress components in
Fig. 4.2 (right). This condition implies that the RVE, which is defined in the local coordinate system
aligned with the fibers, must account for the change in orientation during the deformation process
from the angle θ0 to the angle θ1. To satisfy this requirement, proper kinematic relations and the
external force vector components acting on the micromodel need to be derived for a thin slice RVE.
Defining an off-axis uniaxial stress state in an RVE while accounting for a possible update in its ori-
entation can be achieved with the arclength formulation proposed in [18]. This formulation was
originally designed for constant strain-rate simulations, where the deformation in load direction is
known for every time step while the magnitude of the stress is not. By contrast, for creep simula-
tions, the stress magnitude is given and the corresponding deformation unknown, which asks for
a small modification of the formulation. We consider an RVE with periodic boundary conditions
[22], that also enforce the periodicity in microcracking [23]. Homogenized kinematic relations are
defined following displacement components of master nodes of the RVE. Active displacements of
the master nodes are shown in Fig. 4.3 (right), accompanied with non-zero force components.
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Figure 4.3: Homogenized stress components on RVE faces (left) as result of force components applied on RVE master nodes
(right); non-zero displacement components of four RVE master nodes also indicated in the right figure

Master node displacements not indicated in the figure are set to zero. The detailed discussion of
this choice of boundary conditions is presented in [18].

To derive expressions for the external force components, first we need to introduce the homog-
enized deformation gradient of the RVE, F̄. With the Dirichlet boundary conditions as defined in
Fig. 4.3 (right), the homogenized deformation gradient is:

F̄ =
F̄11 F̄12 0

0 F̄22 0
0 0 F̄33

=


1+ u11

l 0
1

u21
l 0

2
0

0 1+ u22
l 0

2
0

0 0 1+ u33

l 0
3

 (4.1)

where ui j is displacement of master node i in direction j , and l 0
i is the initial length of the RVE in

direction i . Components of the external force vector are derived considering the equilibrium be-
tween the homogenized internal and external force vector: f̄int = f̄ext. Without loss of generality we
assume that the whole RVE domain is represented with a single trilinear hexahedral finite element.
Following Belytchko et al. [24] the homogenized internal force vector can be expressed as:

f̄int =
∫
Ω0

B̄T
0 F̄−1σ̄ J̄dΩ0 (4.2)

in which B̄0 is the strain - nodal displacement matrix defined over the reference configuration, J̄
is the determinant of F̄, while σ̄ represents the homogenized Cauchy stress acting on the material
in the local frame. After evaluating the integral in Eq. (4.2), the expressions for the corresponding
external force vector components acting on the master nodes yield:

f11 =σy y A0
1 J̄

(
s2

1

F̄11
− c1s1

F̄12

F̄11F̄22

)
f21 =σy y A0

2 J̄
c1s1

F̄22

f22 =σy y A0
2 J̄

c2
1

F̄22

(4.3)

Here fi j is force component acting on master node i in direction j , A0
i is the initial surface of

the RVE on which a corresponding stress component is acting, while si and ci denote sin(θi ) and
cos(θi ) respectively, with i being either 0 or 1. The angle θ1 is computed as: θ1 = θ0 +φ, where the
angleφ represents the change in orientation of the RVE in the deformation process. Following [18],
it can be expressed as:

φ= arctan

(−F̄11c0s0 + F̄12s2
0 + F̄22c0s0

F̄11c2
0 − F̄12c0s0 + F̄22s2

0

)
(4.4)
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The expressions for the force components, Eq. (4.3), are very similar to the unit force components
of the strain-rate based arclength model [18], differing only for the presence of the creep stressσy y .
When periodic boundary conditions are applied, every force component in Eq. (4.3) is distributed
over the nodes belonging to the side of the RVE on which the force component is acting. This way,
the external force vector fext applied on the RVE is fully defined. This vector has to be in equilibrium
with the internal force vector, i.e., fext = fint. In the presence of cracks, and the absence of body
forces, the internal force vector is defined as presented in [19].

Since we are dealing with the creep problem, it is pertinent to plot the strain in the material ver-
sus time. For this purpose an expression for the homogenized strain component εy y correspond-
ing to the creep stress in the global loading direction needs to be derived. To find this expression,
a relation between the RVE homogenized deformation gradient and the deformation gradient F
of the material in the global frame is needed. Due to the analogy between an off-axis creep stress
and an off-axis strain-rate loading, we can follow the transformation rules and kinematic relations
derived in [18] for an off-axis strain-rate acting on the material. Accordingly:

F = QT
1 F̄Q0 (4.5)

In this equation Q0 is the transformation matrix that depends on the angle θ0:

Q0 =
 cos(θ0) sin(θ0) 0
−sin(θ0) cos(θ0) 0

0 0 1

 (4.6)

The transformation matrix Q1 has the same form, although it depends on the angle θ1. Given Eq.
(4.5), the homogenized strain in the loading direction can be written as:

εy y = ln(Fy y ) (4.7)

where Fy y is the component of F in the global loading direction.
Eqs. (4.3) and (4.7), impose the homogenized Cauchy (true) stress on the RVE and measure

the homogenized logarithmic (true) strain, respectively. However, the experimental results are re-
ported in the form of engineering strain as the result of a constant force imposed on the specimen.
The consequence of applying the constant force and relying on the engineering stress, is that the
actual stress on the material changes with deformation. In that regard, the Cauchy stress σy y in

Eq. (4.3) is computed from the engineering stress σ
eng
y y :

σy y =
σ

eng
y y

Fxx Fzz
(4.8)

where Fxx and Fzz are components of the homogenized deformation gradient in the global frame,
Eq. (4.5). Finally, the engineering strain in the global loading direction is extracted from the model
as follows:

ε
eng
y y = Fy y −1 (4.9)

4.3.2. IMPLEMENTATION

The computational framework for the model presented herein is based on the updated Lagrangian
formulation [24], an approach suitable for modeling finite deformations. The equations intro-
duced so far assume no discretization in time. However, in the spirit of a force controlled analysis
an incremental-iterative procedure is applied, with a finite time increment ∆t in every simulation
step. In order to match the experiment in terms of the time needed to reach a constant load level,
the engineering stress-rate σ̇

eng
y y is considered, such that at time step n the engineering stress in

Eq. (4.8) is computed as follows:

σ
eng
y y,n = min

(
σ

eng
y y,n−1 + σ̇

eng
y y ∆t ,σconst

y y

)
(4.10)
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Table 4.1: Algorithm of the microscale creep model for time step n

1) set step size ∆t
2) given F̄n−1, compute φ from Eq.(4.4); set θ1 = θ0 +φ
3) update fext using Eqs. (4.3) and (4.10), for eng. stress-strain use Eq. (4.8) in Eq. (4.3)
4) follow the algorithm outlined in [25]
5) if commit, compute εy y combining Eqs. (4.5) and (4.7),

for eng. strain, compute ε
eng
y y combining Eqs. (4.5) and (4.9)

where σconst
y y is the constant (engineering) stress. If the simulation considers a constant Cauchy

stress, then the superscript "eng" is dropped from Eq. (4.10) and σy y,n is directly applied in Eq.
(4.3) without correcting the stress for the previous deformation, as done in Eq. (4.8) for the engi-
neering stress. The algorithm for one time step of the analysis is presented in Table 4.1. The core
part of the implementation with adaptive stepping and insertion of cohesive cracks on the fly co-
incides with the algorithm introduced by Van der Meer and Sluys [25]. It should be noted that the
external force vector is computed knowing the homogenized deformation gradient from the last
converged time step F̄n−1, and no update in the fext is made during iterations within the current
time step.

4.4. CONSTITUTIVE MODELS

In this section the constitutive models representing the behavior of the composite constituents
are outlined. The description of the EGP model for the polymer matrix is followed by explaining
a transversely isotropic material model for carbon fibers. The creep rupture process is simulated
with interelement cohesive surfaces that are inserted during the simulation. For the creep sim-
ulations, a new cohesive zone (CZ) initiation criterion is proposed as well as a time-dependent
cohesive law.

4.4.1. THE EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

To represent the behavior of the polymer matrix we choose the EGP material model. The EGP is a
3D elasto-viscoplastic model without a yield surface. Instead, it is based on the Eyring flow theory
[3], in the sense that the viscosity reduces with the stress applied on the material [26], leading to
the flow of the polymer. In this regard, the yield point is perceived as the stress induced melting
[27].

The model formulation builds upon the multiplicative decomposition of the deformation gra-
dient in the elastic and the plastic part:

Fi = Fi e ·Fi p (4.11)

To make the distinction from the homogenized deformation gradient of the RVE in the global
frame, Eq. (4.5), the subscript i is used to indicate the deformation gradient at integration point i
inside the RVE. It is assumed that the plastic part of deformation is volume preserving, such that:

Ji = det(Fi ) = det(Fi e) (4.12)

The derivation of the Cauchy stress follows from principles of continuum thermodynamics as
described by Khaleghi et al. [28], but without damage. Following the Clausius-Duhem inequality,
the internal dissipation for an isothermal process can be written as:

Dint =σ : L− 1

Ji
ψ̇≥ 0 (4.13)

whereσ is the Cauchy stress, L is the velocity gradient, andψ is the Helmholtz free energy. The free
energy is decomposed in the hydrostatic part ψh, the hardening part ψr, and the driving part ψd.
The definition of the hydrostatic free energy is the same as in [28]:

ψh = κ

2
(Ji −1)2 (4.14)
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in which κ is the bulk modulus. The hardening part of the free energy is different than in [28] and
is defined such that the derived stress component corresponds to the neo-Hookean model [27].
Accordingly:

ψr = Gr

2

[
tr

(
B̃

)−3
]

(4.15)

where Gr is the hardening modulus, and B̃ is the isochoric left Cauchy-Green deformation tensor:

B̃ = J−2/3
i

(
Fi ·FT

i

)
(4.16)

The driving component allows for thermorheologically complex response of the model, meaning
that multiple relaxation processes may govern the material response. In this study, we consider
two relaxation processes, α and β. In addition, each relaxation process may be represented by a
number of Maxwell elements connected in parallel, with the mechanical analog of the stress tensor
corresponding to the driving free energy shown in Fig. 4.4. Therefore, the driving free energy is
defined as:

ψd = 1

2

p∑
k=1

Gα,k
[
tr

(
B̃eα,k

)−3
]+ 1

2

q∑
l=1

Gβ,l

[
tr

(
B̃eβ,l

)
−3

]
(4.17)

In this equation, p and q are the number of modes respectively for process α and β, Gx, j is the
shear modulus of Maxwell element j belonging to relaxation process x, where x is either α or β,
and j is either k or l , B̃ex, j is the isochoric elastic left Cauchy-Green deformation tensor of the
same Maxwell element.

Given the definition of the free energy, the corresponding stress tensors can be defined. Fol-
lowing the Coleman-Noll formalism [29] and the procedure outlined in [28] the stress tensors cor-
responding to the free energy components emerge as:

σh = κ(Ji −1)I

σr = 1

Ji
GrB̃d

σd =
p∑

k=1
σα,k +

q∑
l=1

σβ,l

= 1

Ji

p∑
k=1

Gα,k B̃d
eα,k + 1

Ji

q∑
l=1

Gβ,l B̃d
eβ,l

(4.18)

where I is the second-order unit tensor, and the total Cauchy stress is the summation of three
stress tensors, the hydrostatic stress σh, the hardening stress σr, and the driving stress σd: σ =
σh +σr +σd.

In order to determine B̃d
ex, j in Eq. (4.18) it is necessary to integrate the rate equation of B̃ex, j :

˙̃Bex, j =
(
L̃−Dpx, j

)
· B̃ex, j + B̃ex, j ·

(
L̃T −Dpx, j

)
(4.19)

Here, Dpx, j is the plastic part of the rate of deformation tensor of Maxwell element j as part of
relaxation process x, which is defined by introducing a constitutive relation of the form [30]:

Dpx, j =
σx, j

2ηx, j (τ̄x , p,Sx ,T )
(4.20)

Gβ,l ηβ,l

Gα,k ηα,k σdσd

Figure 4.4: Mechanical analog for multi-process, multi-mode driving stress in the EGP model



4

68 4. FAILURE UNDER CONSTANT STRESS

Table 4.2: EGP model parameters

κ [MPa] Gr [MPa] Vα [nm3] Vβ [nm3]
2600 25 3.518 3.518

∆Hα [kJ/mol] ∆Hβ [kJ/mol] µα =µβ Sα = Sβ
375.87 325.28 0.08 0

Table 4.3: Relaxation spectrum of the EGP model

x, j Gx, j [MPa] η0x, j [MPa·s]

α,1 521.96 1.992·1026

β,1 455.96 4.965·1022

β,2 385.58 5.518·1021

β,3 312.50 6.761·1020

β,4 238.85 2.108·1019

β,5 166.87 1.591·1015

β,6 98.51 2.571·1012

β,7 35.14 7.086·109

where ηx, j is the viscosity in the dashpot of Maxwell element j and relaxation process x. It is a
function of the equivalent stress τ̄x , the hydrostatic stress p =−tr(σ)/3, the state parameter Sx and
the absolute temperature T :

ηx, j = η0x, j
τ̄x /τ0x

sinh(τ̄x /τ0x )
exp

(
µx p

τ0x

)
exp(Sx )exp

[
∆Hx

R

(
1

T
− 1

Tref

)]
(4.21)

In this equation η0x, j is the initial viscosity, τ0x is the characteristic shear stress, µx is the pressure
dependency parameter, ∆Hx is the activation enthalpy, R is the gas constant, and Tref = 298.15 K
is the reference absolute temperature. The equivalent stress is defined as:

τ̄x =
√

1

2
σx :σx (4.22)

with σx =∑
σx, j , whereas the definition of the characteristic shear stress is:

τ̄0x = kBT

Vx
(4.23)

in which kB is the Boltzmann constant, and Vx is the activation volume.
The state parameter Sx takes into account the thermodynamical history of the material, which

in turn depends on its processing history. In the EGP model it is represented as a product of the
aging parameter Sax and the softening function Rγx , i.e., Sx = Sax Rγx . Since the influence of pro-
cessing on the mechanical properties is not addressed in this study, the aging parameter is set
to zero. Furthermore, the experimental results considered in this study show no flattening of the
creep curves, which, if present, would indicate progressive aging.

The EGP model parameters are shown in Table 4.2, while the relaxation spectrum is listed in
Table 4.3. As claimed in [19], a different cristallinity of PEEK in the composite material and that
of neat PEEK may imply a different mechanical behavior of the polymer matrix. Hence, the cali-
bration of the EGP parameters was done directly on the creep experiments of UD tapes. Because
the extensometer was not used in the experiments, the relaxation spectrum implicitly takes into
account the compliance effect of the machine grips, see Fig. 4.1. More accurate measurements of
the strain response would result in re-calibration of the EGP and the cohesive law parameters.

The equivalent plastic strain γ̄p in the EGP model is computed by integrating the evolution law:

˙̄γp = τ̄α,1

ηα,1
, τ̄α,1 =

√
1

2
σα,1 :σα,1 (4.24)
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where τ̄α,1 is the equivalent stress associated with the mode of highest viscosity ηα,1.

4.4.2. TRANSVERSELY ISOTROPIC CONSTITUTIVE MODEL FOR CARBON FIBERS

With the assumption that failure processes take place only in the polymer matrix, carbon fibers are
modeled with a hyperelastic transversely isotropic material model [31], with a small modification
as presented in [18]. In the model, the Cauchy stress is decomposed in two parts:

σ=σiso +σtri (4.25)

where the neo-Hookean model [24] describes the isotropic stress tensor:

σiso = µ

Ji
(B− I)+ λ

Ji
ln(Ji )I (4.26)

while the transversely isotropic part of the stress tensor is derived as:

σtri = J−1
i {2β(I4 −1)B+2[α+β(I1 −3)+2γ(I4 −1)]a ⊗a −α(Ba ⊗a +a ⊗Ba)} (4.27)

In Eqs. (4.26) and (4.27) Ji is the determinant of the deformation gradient at an integration point,
B is the left Cauchy-Green deformation tensor, I is the second-order unit tensor, a is the vector
defining the material preferential stiffness direction in the deformed configuration. The invariants
I1 and I4 are defined as:

I1 = tr(B)

I4 = a ·a
(4.28)

The other model parameters assume the form as presented in [18]:

n = E1

E2

m = 1−ν23 −2nν2
12

λ= E2(ν23 +nν2
12)

m(1+ν23)

µ= E2

2(1+ν23)

α=µ−G12

β= E2(ν12 +ν23ν12 −ν23 −nν2
12)

4m(1+ν23)

γ= E1(1−ν23)

8m
− λ+2µ

8
+ α

2
−β

(4.29)

The five elastic constants of the material model are shown in Table 4.4, where E1 is the Young’s
modulus in the preferential stiffness direction. It was determined from quasi-static experiments
on UD tapes under 0◦ off-axis angle. E2 and ν23 are the Young’s modulus and the Poisson’s ratio
defining the model behavior in the plane of isotropy, adopted according to [32]. G12 and ν12 are
the shear modulus and the Poisson’s ratio in the plane perpendicular to the isotropic plane. The
former is determined in the process of fitting the experimental creep response of the composite
material for 45◦ loading angle, while the latter is adopted according to [18], which ensures the
computational stability of the hyperelastic constitutive model.

Table 4.4: Elastic constants of the transversely isotropic constitutive model

E1 [GPa] E2 [GPa] G12 [GPa] ν12 ν23
125 15 5 0.05 0.3
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4.4.3. MICROCRACK INITIATION

The EGP model can capture creep deformation but it does not predict creep rupture in the mate-
rial. According to Fig. 4.4, as creep deformation proceeds, there is stress relaxation in the Maxwell
elements, which is picked up by the elastic hardening and hydrostatic stress components. In the
limit of complete stress redistribution the creep deformation would reach a constant value without
failure taking place.

In order to simulate the creep rupture mechanism in the RVE the cohesive zone modeling is
applied. When a suitable initiation criterion is satisfied, a cohesive segment is inserted between
two bulk finite elements on the fly [33]. A stress-based initiation criterion seems not suitable for
capturing creep rupture because the microscale stresses might remain less than a prescribed crit-
ical value, while rupture may still occur if the creep load is kept long enough, making it difficult to
actually define the critical stress. Therefore, we also account for the deformation component by
proposing an initiation criterion that is energy-based. According to the Reiner-Weissenberg the-
ory [20], material fails when the deviatoric part of the stored energy attains a critical value. In a
slightly modified form this theory was followed by Brüller [34] to model failure in thermoplastic
polymers, and by Hiel et al. [35] to model failure of polymer composites. Instead of the devia-
toric part, as stated by Brinson [2], the total stored energy may be a better indicator of failure in
composites. Following this idea, we propose that a cohesive microcrack initiates when the total
free energy reaches a critical value. In order to define the critical value ψcr, it is pertinent to plot
the evolution of the free energy and its components for different loading angles, without adding
cohesive segments in the micromodel. For several points in the RVE that exceed the eventually
determined critical energy this evolution is shown in Fig. 4.5, for two loading angles, 90◦ and 45◦,
and two stress levels, 95 MPa and 112 MPa, respectively. Vertical and horizontal gray lines show
the time instance on which the constant stress level is reached and the eventual calibrated value
for the critical energy value, respectively. The total free energy evolves differently for the two load-
ing angles, resulting in much lower energy values for χ= 90◦. Much of the difference is due to the
significantly different change in the hardening part of the free energy, which for χ = 45◦ attains a
high value. The homogenized strain evolution corresponding to these two loading cases is shown
in Fig. 4.23 in Appendix A.

The chosen value for the critical energy is ψcr = 2.74 N/mm2. This value needs to be low
enough to have progressive failure in χ = 90◦ simulations, but high enough to avoid premature
failure in χ = 45◦ simulations. The balancing between these two requirements is due to the large
difference in the stored energy for the two loading angles. The critical value intersects the total
energy already in the phase of increasing loading (t < 10 s) for the 45◦ loading angle. In this phase
the driving energy part reaches a maximum after which relaxation takes place and this energy part
reduces, for some points even to a negative value, see Fig 4.5(right). What causes the unexpected
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negative energy deserves special attention in future investigations, but is outside the scope of this
thesis. When computing the total free energy, which remains positive in a deformed state, the pos-
sible negative values of the driving energy are precluded by performing the Macaulay operation:
〈ψd〉 = max(0,ψd). Since this energy component corresponds with the Maxwell viscous element,
we intend to enable the relaxation process in the early loading phase. Therefore, an auxiliary con-
dition is added, whose role is to prevent early microcrack initiation and enable relaxation in the
45◦ loading case. The auxiliary condition states that the driving energy part must be less than a
prescribed fraction of the total free energy for initiation to happen:

〈ψd〉
ψh +ψr +〈ψd〉

< 0.73 (4.30)

How the energy ratio in Eq. (4.30) changes with time for the off-axis angles of 90◦ and 45◦ is shown
in Fig. 4.6, where the data correspond to the same points as in Fig. 4.5. For the 90◦ loading angle
the reported results show no intersection between the energy ratio and the auxiliary condition. On
the other hand, for the 45◦ loading angle the value of 0.73 crosses the energy ratio close to the end
of increasing loading phase, practically preventing the microcrack initiation in the early loading
phase.

With the energy-based initiation criterion, it is possible to have cohesive segments along every
edge of the bulk finite element. Since this situation may lead to computational instability, initia-
tion is allowed along maximum two edges of the 12-node wedge-shaped finite element, while the
remaining edge must remain intact. Another consequence of the energy-based initiation criterion
for interelement cohesive segments is that the orientation of the cohesive zone may be any orien-
tation defined by the edges of the bulk finite element. To prevent initiation along a physically less
favorable direction, a cohesive segment cannot initiate if the angle between the projection of the
maximum principal stress direction in the x y-plane of the RVE (the plane perpendicular to fiber
direction) and the potential cohesive surface normal is larger than 60◦.

4.4.4. TIME-DEPENDENT COHESIVE ZONE MODEL

After initiation takes place, a cohesive zone model controls the process of decohesion. A CZ model
used as the base model in this work is the shifted mixed-mode damage cohesive law elaborated
by Liu et al. [36], and extended to 3D in [19]. Mode I representation of this CZ model is shown
in Fig. 4.7, where the normal traction component is plotted versus the normal component of the
displacement jump. The area below the diagram is defined as the fracture energy Gc . When co-
hesive segment is inserted in the RVE the traction on the cohesive surface is non-zero, while the
displacement jump is zero. In a mixed-mode loading scenario this combination would lead to the
singularity problem [25], therefore the cohesive law is evaluated with a shifted displacement jump:

�ū�sh = �ū�+�ū�0 (4.31)
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Figure 4.7: Mode I representation of the shifted mixed-mode damage cohesive law

where �ū�0 is the displacement shift:

�ū�0 = t̄0

Km
(4.32)

Here, t̄0 is the traction vector at the moment of CZ initiation, and Km is the dummy stiffness. The
constitutive law for the traction is given by the following relation:

t̄ = (I−Ω)Km�ū�sh = (I−Ω)t̄eff (4.33)

In this equation t̄eff is the effective traction on the cohesive surface, I is the second-order unit
tensor, and Ω is the damage tensor accounting for stiffness recovery in normal direction under
compression:

Ωi j =ωmδi j

(
1+δi 1

〈−t eff
n 〉

t eff
n

)
(4.34)

TheΩ depends on the damage variableωm which is a non-decreasing function of time defined as:

ωm = max
τ≤t


0, ∆≤∆0
∆ f
∆

(
∆−∆0
∆ f −∆0

)
, ∆0 <∆<∆ f

1, ∆>∆ f

(4.35)

where ∆ is the equivalent shifted displacement jump:

∆=
[

(〈�u�sh
n 〉)2 + (�u�sh

s )2 + (�u�sh
t )2

]1/2
(4.36)

with the subscripts n, s and t representing normal and two shear orthonormal directions respec-
tively. In Eq. (4.35) ∆0 is the equivalent displacement jump at the instant of initiation:

∆0 =
t 0
eq

Km
(4.37)

which depends on the equivalent traction t 0
eq at the same moment:

t 0
eq =

[
(t 0

n )2 + (t 0
s )2 + (t 0

t )2
]1/2

(4.38)

The decohesion process is completed when the equivalent shifted displacement jump attains a
failure value ∆ f :

∆ f = 2Gc

t 0
eq

(4.39)

The fracture energy Gc provided to the model interpolates between a lower bound value GI c and
an upper bound value GI I c as a function of the local stress ratio at the moment of CZ initiation
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Figure 4.8: Cohesive law fracture energy depending on local stress ratio when cohesive segment is initiated
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�ū�2 = �ū�1
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Figure 4.9: Displacement jump and traction of a cohesive zone governed by time-independent constitutive model during creep
loading of polymer material not changing at different time instants

[19], see Fig. 4.8. In this figure t⊥ is the stress component on the cohesive surface perpendicular to
the fiber direction when the cohesive segment initiates, while t∥ is the stress component parallel
with the fiber direction.

This CZ model is time-independent, and in a creep rupture scenario the traction vector on the
cohesive surface may not change at all as the time progresses. This fact is explained with a simple
example illustrated in Fig. 4.9. A polymer material is loaded in tension with a constant stress. As
the consequence of the creep stress a cohesive segment is inserted in the polymer material when
a suitable initiation criterion is satisfied. Due to the equilibrium condition the stress transmitted
through the CZ from the right piece of the material to the left piece is equal to the creep stress ap-
plied. Given the viscous material, the deformation will keep increasing, but for the same amount
for the left and the right part, keeping the displacement jump unchanged from the previous time
instants. Being purely a function of the displacement jump, the cohesive law would keep the con-
stant stress in this deformation process, and rupture would never occur. This fact holds true for
any CZ model whose traction vector is defined only in terms of the displacement jump.

The time-independent cohesive law remains ineffective also in the context of a more complex
RVE geometry. Some decohesion due to stress redistribution is possible, but any changes in trac-
tion are very slow resulting in the material time-to-failure being much longer than experimentally
observed1. Due to this reason a modification is proposed to the base cohesive law, such that the
traction on the cohesive surface also depends on time through the viscous degradation tensor Dv :

t̄ = (I−Ω)Dv Km�ū�sh (4.40)

1This statement is actually true when the time needed to initiate cohesive segments is on the same order as the material time to
failure, and the number of initiated cohesive segments in the model is small. As shown in Chapter 5, with the presence of many
cohesive cracks from early on in the simulation, it is possible to achieve creep rupture within the experimental timescale.
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Figure 4.10: Experimentally measured engineering strain versus time due to constant engineering stress for two loading angles;
constant load level is reached after 10 s; failure of specimen coincides with termination of the strain curves

To define components of the tensor Dv , the viscous degradation variable Dv at time step n is de-
fined as a non-increasing function:

Dn
v = Dn−1

v exp(−∆t/τr) (4.41)

where ∆t is the time increment, and τr is the relaxation time which depends on the normal com-
ponent of the traction vector through the following relation:

τr = τr0
tn /(Dv t0)

sinh[tn /(Dv t0)]
(4.42)

In this equation τr0(T ) is the initial relaxation time that depends on the temperature, while t0(T )
is the traction-like variable also dependent on the temperature. This constitutive relation for the
relaxation time is chosen on the basis of experimentally observed rupture time, see Fig. 4.10, which
indicates that a small change in the applied stress causes a significant change in the rupture time.
The shift function:
[tn /(Dv t0)]/sinh[tn /(Dv t0)] has a similar counterpart in the viscosity definition of the EGP model,
Eq. (4.21), and its role is to shift the initial relaxation time given an adequate stress measure. In this
regard, the time-dependent component of the cohesive law can be perceived as an Eyring-based.
It should be noted that τr moves towards the initial value τr0 as tn decreases. Finally, inclusion of
Dv in Eq. (4.42) prevents the evolution in the relaxation time from drastically slowing down the
rupture event, after the minimum creep strain-rate is observed.

It can be shown that for constant τr the discrete evolution law in Eq. (4.41) is equivalent to the
following continuous rate equation:

Ḋv =−Dv

τr
(4.43)

Under the assumption that τr is changing more slowly than Dv , Eq. (4.41) provides a more accurate
time-integration of this rate equation than the direct Euler forward approach.

The viscous degradation tensor has three non-zero components corresponding with the or-
thogonal directions defining the orientation of the cohesive surface:

Dv =
Dn

Ds
Dt

 (4.44)

With the scalar Dv defined in Eq. (4.41), the components of the tensor Dv assume the following
form: Ds = Dt = Dv , whereas the component Dn restores the initial stiffness in the normal direc-
tion, in the case of compression:

Dn =
{

Dv , tn ≥ 0

1, tn < 0
(4.45)
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Figure 4.11: Red line representing one possible trajectory of the normal traction component as function of the displacement
jump; actual fracture energy of time-dependent cohesive law is reduced due to viscous degradation; dashed line represents
quasi-static cohesive law

Table 4.5: Model parameters of time-dependent cohesive law

Km [N/mm3] GI c [N/mm] GI I c [N/mm] τr0(25◦C) [s] t0(25◦C) [N/mm2]
107 0.03 0.095 109 4.6

The initial value of Dv is equal to 1, and evolves towards 0 with time. To simplify the linearization
and implementation of the cohesive law, the normal traction component and the viscous degra-
dation variable from the previous converged time step are used in Eq. (4.42).

The time-dependent components of the cohesive law trigger a decrease in the traction due to
creep loading and subsequently a change in the displacement jump. One possible trajectory of the
normal traction component plotted against the normal jump component is depicted in Fig. 4.11.
As a consequence of the stress relaxation, the actual fracture energy is lower than Gc defined for
the time-independent cohesive law. The parameters used to run simulations with the described
time-dependent cohesive law are listed in Table 4.5.

4.5. RESULTS AND DISCUSSION

In this section several examples are considered to illustrate the model performance. Since the main
purpose of the chapter is to formulate the framework and indicate necessary components to model
creep deformation and rupture, only one RVE was considered in the study, with 9 (3×3) fibers in
total and the fiber diameter of 5 µm.

The first example aims at showing the inability to model creep rupture with the time-independent
cohesive zone model, i.e., without the viscous degradation introduced in Eq. (4.40). In Fig. 4.12
the homogenized strain-rate is plotted versus time for two off-axis angles, 45◦ and 90◦, and several
stress levels. The strain-rate at the current time step is computed as: ε̇n

y y = (εn
y y −εn−1

y y )/∆t , where
εn

y y is obtained from Eq. (4.7) or Eq. (4.9). Unless otherwise stated, the creep stress is reached at
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Figure 4.12: Homogenized strain-rate versus time for T = 25◦C, different off-axis angles and stress levels, with time-
independent cohesive law governing decohesion process
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Figure 4.13: Comparison of experimental results with simulations assuming constant engineering stress and constant true
stress on the material, for two off-axis angles and T = 25◦C

t = 10 s. After the increasing loading phase is completed, the strain-rate corresponding to the creep
stress is gradually decreasing. When the initiation criterion is satisfied cohesive segments are in-
serted in the RVE, causing a disturbance in the displacement field, which is reflected in oscillations
of the homogenized strain-rate. Apart from these brief oscillations, the strain-rate is monotonically
decreasing and comparison with experiments in terms of the rupture time cannot be made.

Next, the difference when considering a constant engineering stress and a constant true stress
in the analysis is illustrated in Fig. 4.13. Without inserting cohesive segments in the RVE, the engi-
neering strain is computed for two loading angles, and comparison is also made with experimental
data. For the homogenized strain of approximately 0.03 and higher, the difference in the outcome
for the two stress measures becomes significant. A constant engineering stress in tension implies
an increase in the actual stress on the material, see Eq. (4.8), leading to higher strains as opposed to
the case of a constant true stress applied. Because the experimental results are reported in terms
of the engineering strain as the result of a constant engineering stress, the following simulation
results consider engineering stress and strain measures.

The ability of the time-dependent cohesive law to trigger a global increase in the homogenized
creep strain-rate is shown in Fig. 4.14(right), where the strain-rate evolution corresponding to χ=
90◦, T = 25◦C and different stress levels is plotted. The minimum point in the strain-rate curve
is taken as the point of rupture and used to define the material time-to-failure. Comparison of
the homogenized strain plotted against time with experimental results is shown in Fig. 4.14(left),
where the rupture points obtained from the strain-rate plot are also indicated. The model predicts
reasonably well the creep strain response, whereas the accuracy in predicting the rupture time
decreases with a decrease in the creep stress. The largest difference is for the stressσy y = 92 MPa. It
is important to notice that in all considered cases the experimentally observed failure mechanism
is brittle, with the lack of tertiary creep and without large macroscopic deformation. For plotting
the strain-rate curves in Fig. 4.14 and the subsequent figures for T = 25◦C, median filtering is
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Figure 4.14: Evolution of homogenized strain for χ= 90◦ and T = 25◦C (left); evolution of homogenized strain-rate (right); solid
lines: model response, markers: model creep rupture points, dotted lines: experiment
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Figure 4.15: Evolution of homogenized strain for χ = 45◦ and T = 25◦C (left); change in homogenized strain-rate with time
(right); solid lines: model response, markers: model creep rupture points, dotted lines: experiment

performed on the data, see e.g. [37]. This is because the oscillations become substantial around the
minimum point, making it difficult to clearly mark the rupture point. Comparison of the filtered
curves with the unfiltered ones is shown in Fig. 4.24 in Appendix B.

In the next example the off-axis angle of 45◦ is considered, with the temperature T = 25◦C and
different stress levels. In Fig. 4.15 the homogenized strain and the homogenized strain-rate are
plotted versus time. Similarly to the previous example, the creep strain response is reasonably well
reproduced by the model as well as the general trend of a rupture time that decreases with increas-
ing stress. The difference in the predicted rupture time relative to the experiment is pronounced
for the stress level of 110 MPa and 117 MPa.

The possibility to model the creep response at an elevated temperature is presented next. First,
all the parameters are kept the same as in the previous cases, including the initial relaxation time
τr0 and the traction-like variable t0 in Eq. (4.42) The evolution of the homogenized strain and
strain-rate are shown in Fig. 4.16, for χ= 90◦, T = 90◦C and different stress levels. The creep strain
is captured reasonably well, except for σy y = 72 MPa. According to the experimental observation
there is a significant change in the response when increasing the creep stress from 71 MPa to 72
MPa. This change is not captured by the model. Correspondingly, the model overestimates the
time-to-failure that is experimentally observed (a minimum in strain-rate is not observed in the
considered time range, see Fig. 4.16). On the other hand, if different values are assigned to τr0
and t0 at the higher temperature, better results are obtained. Accordingly, we consider a case with
τr0(90◦C) = 103 s and t0(90◦C) = 10.5 N/mm2, see Fig. 4.17, where the homogenized strain and
strain-rate are plotted versus time. The newly obtained results lead to a better match with the
experiment in terms of the rupture time, even though a difference remains present, particularly for
a creep stress of 72 MPa.

Although the homogenized strain and strain-rate curves are plotted in the previous graphs, the
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Figure 4.16: Creep response at elevated temperature with all parameters the same as before; homogenized strain versus time for
χ= 90◦ and T = 90◦C (left); evolution of homogenized strain-rate (right); solid lines: model response, dotted lines: experiment
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Figure 4.17: Creep response at elevated temperature with updated parameters for the time-dependent part of the cohesive
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Figure 4.18: Distribution of equivalent plastic strain in RVE at the end of increasing loading phase t = 10 s, and when failure is
observed t = tf for different off-axis angles, stress levels and temperatures

numerical framework also provides for the microstructural distribution of stress, strain and history
variables. As an example, the distribution of the equivalent plastic strain is shown in Fig. 4.18 for
different off-axis angles, temperatures and stress levels, at the moment of failure t = tf and at the
time when the constant stress level is reached, t = 10 s, for one of the cases. As can be observed
from the figure, after t = 10 s there is practically no visible plastic strain in the model. The situation
has changed at the moment of rupture, with significant plastic strain predicted in the polymer
matrix throughout the RVE domain. Notably, the case of χ= 90◦ and T = 25◦C features much less
plastic strain than the other depicted cases, which is due to the higher viscosity compared to the
T = 90◦C case, see Eq. (4.21), and the lower deviatoric deformation compared to the χ= 45◦ case.

Beside the equivalent plastic strain, it is interesting to show initiated cohesive zones when the
minimum creep strain-rate is reached, that defines the rupture time and is followed by a sudden
change in the homogenized strain. In Fig. 4.19 cohesive segments in the RVE at t = t f are shown for
two loading angles and two temperature conditions. The number of initiated cohesive segments
varies with the loading angle and temperature. For T = 90◦C this number is rather limited, indicat-
ing that a small zone of degrading material triggers a sudden change in the creep strain and leads
to rupture. The effect of cohesive segments on the evolution of homogenized strain is illustrated
in Fig. 4.20, for the same loading cases considered in the previous figure. Again it is observed that
localization of deformation in the present framework cannot be achieved without a cohesive zone
model.

The microscale model accounts for finite strains in the material, which implies the change in
orientation of the RVE with respect to the loading direction, see Fig. 4.2. It was already shown that
this rotation of the RVE has an important effect on the material strength for a constant strain-rate
loading scenario [19]. The effect of this rotation on the creep response is illustrated next. In Fig.
4.21 the RVE response, without including the rupture process, is plotted for when the rotation is
allowed (φ ̸= 0) as well as for when the rotation is restrained (φ= 0) in comparison with the exper-
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Figure 4.20: Evolution of homogenized strain without cohesive zone model (CZM), and with cohesive zone model in the RVE,
for different loading angles and temperature conditions; x marks predicted rupture time

iment. This is done for three loading angles: 15◦, 30◦ and 45◦. The change in orientation implies
an alignment of the stiff fibers with the loading direction and the change in the actual off-axis an-
gle, which reduces the material compliance. The rotation of the microstructure has a drastic effect
on the creep response for lower off-axis angles: 15◦ and 30◦. For these loading angles the fibers
carry most of the loading, and a small variation in the off-axis angle leads to a significant increase
in the material stiffness, with a corresponding decrease of the creep deformation rate. Given the
experimental setup which does not allow for completely free shear deformation as assumed in
the rotating RVE simulation (cf. Fig. 4.2), it may be expected that the experimental response is a
combination of the two limit cases considered here: one in which material points align with the
loading direction and the other in which orientation of material points is fixed. This hypothesis
may be checked by a multiscale analysis, in which different integration points represented by in-
dividual RVEs would undergo different deformation depending on their position in the specimen.
The stiffening effect due to the reorientation of the microstructure is present for χ= 45◦ as well, al-
though to a lesser extent. It is because of this reason that the creep rupture time was compared with
the experiments for χ = 45◦, and also χ = 90◦ for which there is no rotation of the microstructure
during the loading process.
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Figure 4.21: Creep response of rotating RVE (φ ̸= 0) and non-rotating RVE (φ= 0) compared with experiments for T = 25◦C and
three off-axis angles: 15◦ (290 MPa), 30◦ (154 MPa) and 45◦ (110 MPa); creep stress for χ= 15◦ reached at t = 15 s

A recommendation stemming from the previous discussion is that numerical models aiming to
simulate the mechanical behavior of orthotropic materials should account for the potential reori-
entation of the microstructure in the course of deformation. Quite often semi-analytical models to
predict the creep behavior of composites under off-axis loading assume an equation which, among
other parameters, depends on an off-axis angle. In the prediction, this angle is assumed a constant.
Raghavan and Meshii [38] have proposed one such model to predict creep response of UD compos-
ites. For the off-axis angle of 30◦ and 60◦ they report more compliant results than experimentally
obtained. Beside the explanation provided therein, an additional reason for this discrepancy might
be a change in the actual off-axis angle during the process of creep deformation.

Bauwens-Crowet et al. [39] noticed a relation between the response of glassy polymers when
tested under constant strain-rate and creep loading conditions. Namely, when plotted in a semi-
log plot, yield stresses versus the corresponding constant strain-rates and creep stresses versus the
corresponding minimum creep strain-rates lie on a single straight line (the same statement holds
for a loglog plot). Erartsin et al. [5] confirmed the similar relation for UD glass/iPP composites for
different off-axis angles, only instead of the yield stress, the failure stress of the composite material
is paired with the strain-rate. Fig. 4.22 shows the plot for the material system investigated here,
with creep results (filled markers) from this chapter together with constant strain-rate results from
[19] (empty markers). Results from χ = 45◦ and χ = 90◦ are shown in red and green respectively,
triangles are used for experimental measurements and circles for simulation results. As observed
from the figure, the experimental creep data indeed follow the trend established by the constant
strain-rate data. On the other hand, the trend is less followed by the creep data as predicted by
the model, resulting in a lower stress dependency of the minimum creep strain-rate. The com-
parison of the numerical model presented in this chapter with the model from [19] is made, even
though notable differences exist between the two. The cohesive zone model used in [19] does not
feature the viscous degradation term and assumes a different initiation criterion. Furthermore, the
relaxation spectra of the EGP model are different. For the constant strain-rate simulations, a relax-
ation spectrum was calibrated on stress-strain curves obtained from extensometer measurements.
Finally, the stress values computed in [19] are the Cauchy stress values, as opposed to constant en-
gineering stress considered in creep simulations.



4.6. CONCLUSION

4

81

10−8 10−7 10−6 10−5 10−4 10−3

90

100

110

120

130

ε̇y y

σ
y

y
[M

Pa
]

χ= 45◦

χ= 90◦

Figure 4.22: Material failure stress versus corresponding strain-rate, obtained from the model (circles) and from the experiment
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A unified numerical framework to model progressive failure of a UD composite material un-
der off-axis creep, constant strain-rate and eventually under general time-dependent loading has
not yet been achieved, but the formulations provided in this chapter and the preceding one on
constant strain-rate tests together introduce essential ingredients for this purpose.

4.6. CONCLUSION

In this chapter a micromechanical model has been developed to simulate creep rupture in UD
composites subjected to off-axis loading. The main ingredients of the model are a state of the art
rate-dependent plasticity model, a recently developed formulation for off-axis loading on RVEs
and a new time-dependent cohesive formulation. Creep deformation in the polymer matrix of the
RVE is represented by the viscosity-dependent Eindhoven Glassy Polymer material model. The
creep rupture process, which terminates creep deformation, is triggered by inserting cohesive seg-
ments along the finite element edges when an initiation criterion is satisfied. For this matter, an
energy-based criterion depending on the critical Helmholtz free energy stored in the polymer ma-
trix is proposed. After the CZ initiates, the necessity to apply a time-dependent cohesive law to
further drive the decohesion process in creep loading is illustrated. The composite material even-
tually fails when the homogenized creep strain-rate of the RVE reaches a minimum value, which
defines the creep rupture time.

The model is compared with experiments on UD thermoplastic carbon/PEEK composite sys-
tem tested at different stress levels, temperatures and loading angles. The accuracy in predict-
ing creep deformation is satisfactory, but a discrepancy is observed in the rupture time. Three
new parameters are introduced to describe creep rupture, the critical energy ψcr for initiation, the
traction-like variable t0 and the initial relaxation time of the cohesive law τr0. Of these, the last two
needed to be made temperature-dependent to get a reasonable agreement with experimentally
observed creep rupture times. Kinematical relations allow for finite strains and, correspondingly,
the change in orientation of the RVE during the loading process. This reorientation affects the
creep response, reducing the material compliance especially for lower off-axis angles.

4.7. DATA AVAILABILITY

Data presented in this chapter are available at the 4TU.ResearchData repository through
https://doi.org/10.4121/21835773.v1

4.8. APPENDIX A
Homogenized strain curves for two loading cases (χ= 45◦ and χ= 90◦), without inserting cohesive
segments are shown in Fig. 4.23. The evolution of the creep deformation corresponds with the free
energy evolution shown in Fig. 4.5.

https://doi.org/10.4121/21835773.v1
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Figure 4.23: Homogenized strain evolution without initiated cohesive zones for two loading cases: 45◦ (112 MPa) and 90◦ (95
MPa); creep stress reached at t = 10 s
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4.9. APPENDIX B
The unfiltered strain-rate curves are compared with the filtered ones for RVE simulations with in-
cluded cohesive segments and for two loading angles in Fig. 4.24.
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5
UNIFIED MODEL FOR CREEP AND FATIGUE

5.1. INTRODUCTION

The problem of fatigue in composites sparks research effort in experimental characterization as
well as in computational modeling. Experiments represent the starting point to understand the
thermo-mechanical behavior of the material under different loading conditions. However, exper-
imental campaigns for characterizing composites under fatigue loading are expensive and time
consuming [2]. In that regard, modeling offers the possibility to reduce the number of required
experiments, but also to better understand the mechanisms underlying the fatigue failure process.

Usually two failure regimes are observed in composites under long-term loading. These two
failure regimes are sometimes called plasticity controlled failure, for ductile failure, creep rupture
or low-cycle fatigue, and crack growth controlled failure for brittle fracture or high-cycle fatigue [3].
When fatigue results are plotted in the form of S-t curves (maximum applied stress versus time to
failure in a double logarithmic plot), the plasticity controlled regime is insensitive to the loading
frequency, i.e., the material response can be approximated with a single line for different frequen-
cies [4]. On the other hand, the time to failure in the crack growth controlled regime shows depen-
dence on the loading frequency and shifts towards shorter timescales with increasing frequency.
Alternatively, and more commonly in the composites literature, fatigue results can be reported in
the form of S-N curves (maximum applied stress versus number of cycles to failure in a loglog
plot). In this representation, the plasticity controlled mechanism is frequency-dependent, while
the crack growth controlled fatigue behavior is often regarded as frequency-independent. How-
ever, frequency dependency of the crack growth mechanism was reported for glass fiber-reinforced
polyphenylene-ether (PPE)/polystyrene (PS) blend by Kanters et al. [4], depending on the load ra-
tio R:

R = σmin

σmax (5.1)

where σmin and σmax stand for the minimum and the maximum stress in the experiment, respec-
tively. For lower values of the load ratio, the number of cycles to failure is largely independent of
frequency [4], and can be approximated with a single line. However, as the load ratio increases, the
measured number of cycles to failure in the crack growth regime varies with frequency [4].

The literature on micromechanical modeling of composites is rich, where representative vol-
ume elements (RVEs) with a random fiber distribution have been used to model different features
of the material: stiffness [5], plastic flow [6], strength [7], water diffusion [8], in-situ effects [9],
etc. However, the number of numerical models dealing with the long-term time-dependent be-
havior of the material, including fatigue, is limited. The majority of microscale models for fatigue
are based on the mean-field homogenization techniques [10–12], which are computationally ef-
ficient but miss the actual geometry of the material microstructure. In a multiscale approach, a
unit cell was used by Fish and Yu [13], and Crouch et al. [14] to simulate the fatigue response of
structural components. A model developed by Ni et al. [15] takes into account the more detailed
geometry of composites in a bond-based peridynamics framework. Although dimensionally not
the microscale, an example presented in that paper closely resembles the composites microstruc-
ture loaded in transverse tension. Rocha et al. [16] also introduced a micromechanical model for
high-cycle fatigue under transverse loading together with techniques to speed-up the simulations.
To the best of our knowledge, there is no computational model in the literature able to reproduce
the observed frequency dependency of the S-N (or S-t ) curve, for both plasticity controlled and

Apart from minor text adjustments and the lack of appendix, this chapter is reproduced from [1].
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crack growth controlled regimes. We aim to develop a model that can capture these dependencies,
believing that such ability indicates that the model describes the relevant physics for time- and
cycle-dependent failure of thermoplastic composites. Here, we tackle this issue by introducing
a microscale spatial and two-scale temporal framework to predict failure of unidirectional (UD)
composites under cyclic loading.

To impose an off-axis stress on the RVE, kinematical and stress relations inherit the form from
our previously published RVE model for creep rupture [17]. Two important requirements are set
for numerical models describing the long-term behavior under cyclic loading. Firstly, the load-
ing strategy must ensure computational feasibility, where tracing the loading path in detail is too
demanding, and secondly, the material models must be formulated such that deformation of the
constituents under the simplified loading strategy matches the deformation obtained for the actual
loading scheme. Accordingly, we propose an adaptive two-scale time stepping scheme with time
homogenization including the macro time steps where viscoplasticity evolves in the polymer ma-
trix, and micro time steps where the material response is elastic, but the stress evolution over the
cycle is recorded. The polymer response under cyclic loading is represented with the Eindhoven
Glassy Polymer (EGP) material model [18] for which a two-scale temporal version is formulated.
The state variables of the two-scale EGP model are updated at macro time steps using an effective
time increment, based on information collected at micro time steps. Carbon fibers are modeled
with a hyperelastic transversely isotropic constitutive model [19]. Microcracking of the matrix due
to cyclic loading is accounted for by means of Dávila’s cycle-dependent cohesive model [2], with
the fatigue damage function as presented in [20]. Cohesive segments are added on the fly [21],
when a suitable initiation criterion is satisfied [22], for which we introduce a small modification
in this study. The cohesive model is able to represent the kink point in S-N curve distinguishing
between the low- and high-cycle failure mechanisms, but not the frequency dependency of each
failure mechanism. Its formulation is built on the notion that for a given stress, the number of
cycles governs failure, and includes no frequency or time dependence. The timescale, and corre-
spondingly the observed frequency dependency, is introduced in the model through the viscous
response of the matrix represented with the (two-scale) EGP model. To make the cohesive zone
model compatible with the two-scale EGP model, cohesive initiation and damage evolution are
blocked at micro time steps. The RVE model results are compared with available experimental S-
N (or S-t ) curves of UD carbon/PEEK thermoplastic composite material, tested at different load
ratios, frequencies and loading angles [23].

The content of the chapter includes the following topics: homogenized kinematical and stress
relations to impose an off-axis stress on the RVE; description of the bulk material models including
the formulation of the two-scale EGP model; review of the cohesive zone model (CZM); introduc-
tion of the adaptive time stepping strategy; evaluation of the model performance in comparison
with experimental results and conclusions.

5.2. OFF-AXIS LOADING: HOMOGENIZED KINEMATICS AND STRESS

Uniaxial cyclic loading is applied on a unidirectional composite material under an off-axis angle,
see Fig. 5.1 (left), where the initial off-axis angle χ is defined as: χ = 90◦−θ0, θ0 being the initial
angle between the global x-direction and the local e1-direction. In this setting, the orthotropic ma-
terial deforms in extension as well as in shear, see Fig 5.1 (middle). Allowing for finite strains in the
material, the local coordinate frame aligned with the reinforcement may change orientation from
the angle θ0 to a new angle θ1. In this deformed configuration, the stress state can be transformed
from the global coordinate system to the local frame, to obtain the Cauchy stress components
shown in Fig. 5.1 (right). The goal is to simulate this deformation process on the microscale by
means of a thin slice 3D RVE, aligned with the local frame. The homogenized deformation and
stress state of the RVE must be the same as that in Fig. 5.1. Correspondingly, the homogenized
Cauchy stress components acting on the RVE faces are shown in Fig. 5.2 (left). This stress state
is imposed on the RVE with periodic boundary conditions through the force vector components
applied on the four master nodes of the RVE, see Fig. 5.2 (right). In the same figure, along with the
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Figure 5.2: Homogenized Cauchy stresses on RVE faces (left) as a result of the force vector components applied on the master
nodes (right); nonzero displacements of master nodes also indicated in the right figure

force vector components, the corresponding nonzero displacements of the master nodes are also
indicated. A detailed discussion on this choice of boundary conditions is part of [24] and Chapter
2. The boundary conditions enforce periodicity in the deformation process [6], also allowing for
microcracking [25].

Equations needed to impose an off-axis loading on the RVE assuming finite deformations were
introduced in [24]. A small adjustment to impose an off-axis creep stress, including a constant en-
gineering stress, was presented in [17]. Exactly the same framework is used here, with the adjust-
ment that the applied stressσy y cyclically changes its magnitude. Relevant equations are repeated
here, without detailed explanation. Expressions for the nonzero force vector components on the
master nodes read:

f11 =σy y A0
1 J̄

(
s2

1

F̄11
− c1s1

F̄12

F̄11F̄22

)
f21 =σy y A0

2 J̄
c1s1

F̄22

f22 =σy y A0
2 J̄

c2
1

F̄22

(5.2)

where A0
i is the initial surface on which the corresponding stress component is acting, J̄ is the

determinant of the RVE homogenized deformation gradient in local frame F̄, s1 and c1 are sin(θ1)
and cos(θ1) respectively, while F̄i j are components of F̄:

F̄ =
F̄11 F̄12 0

0 F̄22 0
0 0 F̄33

=


1+ u11

l 0
1

u21
l 0

2
0

0 1+ u22
l 0

2
0

0 0 1+ u33

l 0
3

 (5.3)

Here, ui j is the displacement of master node i in direction j , whereas l 0
i is the initial length of the

RVE in direction i . F̄ can be related to the homogenized deformation gradient in global frame F
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through the following relation:
F = QT

1 F̄Q0 (5.4)

where Q0 is the transformation matrix:

Q0 =
 cos(θ0) sin(θ0) 0
−sin(θ0) cos(θ0) 0

0 0 1

 (5.5)

The transformation matrix Q1 shares the same form with Q0, but depends on the angle θ1. This
angle is computed as: θ1 = θ0 +φ, where the angle φ measures reorientation of the RVE in the
deformation process. The procedure to compute the angle φ is detailed in [24] and Chapter 2.

By knowing F, different strain measures in the global loading direction can be computed. For
example, the true (logarithmic) strain reads:

εy y = ln(Fy y ) (5.6)

where Fy y is a component of F. Alternatively, the engineering strain can be computed as:

ε
eng
y y = Fy y −1 (5.7)

If a constant engineering stress is considered in the analysis, the actual stress σy y in Eq. (5.2) is
obtained by correcting the engineering stress for the previous deformation:

σy y =
σ

eng
y y

Fxx Fzz
(5.8)

where Fxx and Fzz are components of F.
The expression for the internal force vector in the presence of cohesive microcracks and the

absence of body forces is adopted according to [26].

5.3. CONSTITUTIVE MODELS

5.3.1. EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

To represent the behavior of the polymer matrix under cyclic loading we formulate a two-scale
temporal version of the EGP material model. The governing equations of the EGP model are briefly
reviewed, in order to set the stage for the two-scale version of the model.

Different from many material models dealing with plasticity, the EGP does not define a yield
surface. Instead it features a viscosity function, which changes with the stress applied on the ma-
terial [27], such that the yielding is considered as the stress-induced melting [18]. Several assump-
tions are introduced in the EGP formulation, starting with the multiplicative decomposition of the
deformation gradient into elastic and plastic parts:

F = Fe ·Fp (5.9)

In this equation the italic font is used to distinguish the deformation gradient at the integration
point level, from the homogenized deformation gradient of the RVE, Eq. (5.4). The plastic defor-
mation is assumed volume preserving, i.e.:

J = det(F ) = det(Fe) (5.10)

Yet another assumption says that the Cauchy stress is additively decomposed in three stress ten-
sors:

σ=σh +σr +σd (5.11)

where σh is the hydrostatic, σr the hardening, and σd the driving stress tensor. The hydrostatic
stress tensor is defined as:

σh = κ(J −1)I (5.12)
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in which κ is the bulk modulus and I is the second-order unit tensor. The hardening stress tensor
σr has the following form:

σr = 1

J
GrB̃d (5.13)

Here, Gr is the hardening modulus, whereas B̃d is the deviatoric part of the isochoric left Cauchy-
Green deformation tensor defined as:

B̃ = J−2/3
(
F ·F T

)
(5.14)

The mechanical analog for the driving stress of the EGP is shown in Fig. 5.3. This part of the
total stress tensor admits multiple relaxation processes in the model, representing the thermorhe-
ologically complex behavior of the material [28]. Each process may be modeled with multiple
modes, that is with multiple Maxwell elements connected in parallel. Assuming two relaxation
processes α and β, the definition of the driving stress tensor σd reads [29]:

σd =
p∑

k=1
σα,k +

q∑
l=1

σβ,l

= 1

J

p∑
k=1

Gα,k B̃d
eα,k + 1

J

q∑
l=1

Gβ,l B̃d
eβ,l

(5.15)

Here, Gx, j is the shear modulus of Maxwell element j from process x, where x is either α or β and

j is either k or l ; B̃d
ex, j is the deviatoric part of the isochoric elastic left Cauchy-Green deformation

tensor in Maxwell element j belonging to process x; p and q represent the total number of α and
β modes, respectively. To compute B̃d

ex, j it is necessary to integrate the rate equation:

˙̃Bex, j =
(
L̃−Dpx, j

)
· B̃ex, j + B̃ex, j ·

(
L̃T −Dpx, j

)
(5.16)

where L̃ is the isochoric velocity gradient and Dpx, j is the plastic part of the rate of deformation
tensor belonging to process x and Maxwell element j . This tensor is defined by introducing a
constitutive relation of the following form:

Dpx, j =
σx, j

2ηx, j (τ̄x , p,Sx ,T )
(5.17)

where ηx, j is the viscosity of the corresponding Maxwell element. In the context of the EGP model,
the viscosity function motivated by the Eyring flow theory [30] depends on the equivalent stress
τ̄x , the hydrostatic stress p =−κ(J −1), the state parameter Sx and the absolute temperature T :

ηx, j = η0x, j
τ̄x /τ0x

sinh(τ̄x /τ0x )
exp

(
µx p

τ0x

)
exp(Sx )exp

[
∆Hx

R

(
1

T
− 1

Tref

)]
(5.18)

In this equation η0x, j is the initial viscosity of the corresponding Maxwell element, τ0x the charac-
teristic shear stress, µx the pressure dependency parameter,∆Hx the activation enthalpy, R the gas
constant, and Tref = 298.15 K is the reference absolute temperature. The equivalent stress reads:

τ̄x =
√

1

2
σx :σx (5.19)

Gβ,l ηβ,l

Gα,k ηα,k σdσd

Figure 5.3: Mechanical analog for driving stress of the EGP model; multiple Maxwell elements connected in parallel can also
distinguish between two different relaxation processes: α and β



5

90 5. UNIFIED MODEL FOR CREEP AND FATIGUE

where σx =∑
σx, j . The characteristic shear stress reads:

τ̄0x = kBT

Vx
(5.20)

in which kB is the Boltzmann constant, and Vx is the activation volume.
The state parameter Sx takes into account the thermodynamic history of the material, and is

defined as a product of the ageing parameter Sax and the softening function Rγx [31]. However,
following earlier work on creep rupture [17], the ageing parameter is set to zero.

In the EGP model, the equivalent plastic strain γ̄p is obtained by integrating the corresponding
rate equation:

˙̄γp = τ̄α,1

ηα,1
≡C , τ̄α,1 =

√
1

2
σα,1 :σα,1 (5.21)

where τ̄α,1 is the equivalent stress of the mode with the highest viscosity ηα,1. For the sake of time
homogenization procedure, this ratio is also denoted by C .

Since the time derivative of the isochoric elastic left Cauchy-Green deformation tensor, Eq.
(5.16), is not an objective tensor, the formulation for the driving stress is cast into a form relying
on the plastic right Cauchy-Green deformation tensor Cp that is invariant. A relation between this
tensor and the tensor B̃e can be derived. In the context of the Updated Lagrangian formulation,
this relation in the modal form reads:

Cpx, j =∆F̃ TB̃−1
ex, j∆F̃ (5.22)

where ∆F̃ is the incremental isochoric deformation gradient. Once Cpx, j at current time step is
computed, Eq. (5.22) can be used to express B̃ex, j that is further used in the driving stress update,
Eq. (5.15). To this end, the rate equation for Cpx, j is considered:

Ċpx, j =
Gx, j

ηx, j

(
∆C̃− 1

3
tr

(
¯̃Bex, j

)
Cpx, j

)
(5.23)

Because the right Cauchy-Green deformation tensor and its derivatives are invariant, while the left
Cauchy-Green deformation tensor is objective, the rotation neutralized version of B̃ex, j is consid-
ered in the previous equation, which is defined as:

¯̃Bex, j =∆RTB̃ex, j∆R (5.24)

Assuming that tr( ¯̃Bex, j )/3 ≈ 1 in Eq. (5.23), the expression for Cpx, j at current time step n can be
derived as:

Cn
px, j = (1−λn

x, j )∆C̃n +λn
x, j Cn−1

px, j (5.25)

where the plasticity parameter λn
x, j measures the amount of plastic deformation in the time step

and emerges as:

λn
x, j =

1

1+Γn
x, j∆t

(5.26)

where Γn
x, j = Gx, j /ηn

x, j is the ratio between the modal shear modulus and viscosity, and ∆t is the

time increment. When λn
x, j = 1 the deformation increment is purely elastic; when λn

x, j = 0 the in-

crement is completely plastic. The modal plasticity parameters depend on the viscosity through
Γn

x, j , which in turn depends on the equivalent stress that defines the equivalent plastic strain rate,

Eq. (5.21). With this in mind, a coupled system of equations is iteratively solved, whereby the plas-
ticity parameters are computed together with the equivalent plastic strain, assuming the backward
Euler integration scheme:

λn
x, j

(
1+Γn

x, j∆t
)
= 1

γ̄n
p − ˙̄γn

p∆t = γ̄n−1
p

(5.27)

Values of the model parameters used in this work are listed in Table 5.1, followed by the relax-
ation spectrum in Table 5.2. All these EGP model inputs are the same as in [17].
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Table 5.1: EGP model parameters

κ [MPa] Gr [MPa] Vα [nm3] Vβ [nm3]
2600 25 3.518 3.518

∆Hα [kJ/mol] ∆Hβ [kJ/mol] µα =µβ Sα = Sβ
375.87 325.28 0.08 0

Table 5.2: Relaxation spectrum of the EGP model

x, j Gx, j [MPa] η0x, j [MPa·s]

α,1 521.96 1.992·1026

β,1 455.96 4.965·1022

β,2 385.58 5.518·1021

β,3 312.50 6.761·1020

β,4 238.85 2.108·1019

β,5 166.87 1.591·1015

β,6 98.51 2.571·1012

β,7 35.14 7.086·109

5.3.2. TWO-SCALE EINDHOVEN GLASSY POLYMER CONSTITUTIVE MODEL

In this section, a two-scale version of the EGP model is developed to efficiently take into account
the high-cycle loading scenario. Following the concept of time homogenization (TH), see e.g. [16,
32–34], the model distinguishes between two timescales: micro timescale (tµ) and macro timescale
(tM ). In that regard, the physical time t is represented as a combination of the slowly varying time
coordinate tM and the rapidly varying time coordinate tµ:

t = tM +T tµ (5.28)

where T is the load period and tµ ∈ [0,1]. With this decomposition in mind, any field variable ζ can
be expressed as a function of the initial position X and two time coordinates: ζ(X, tM , tµ). Since the
whole consideration concerns an integration point initially located at X, the position coordinate
is dropped from further equations. The total derivative of ζ with respect to the physical time then
reads:

ζ̇= ∂ζ

∂tM
+ 1

T

∂ζ

∂tµ
(5.29)

The field variable ζ can be asymptotically expanded in a series:

ζ(tM , tµ) =
∞∑

i=0
T i ζi (tM , tµ) (5.30)

where ζi (tM , tµ) is almost periodic in tµ due to the evolving viscosity in the EGP model, and its
relative contribution to ζ decays as the power i increases.

If a field quantity, e.g. the equivalent plastic strain rate in Eq. (5.21), admits a gradient at a
point, its first-order asymptotic expansion can be written as the following [34]:

C =C0 +T DC (τ̄0,η0) · (τ̄1,η1)+O(T 2) (5.31)

where O is the Landau notation for higher-order terms, DC (τ̄0,η0) · (τ̄1,η1) is the inner product of
the gradient of C with respect to τ̄0 and η0 with the corresponding quantities of the order 1 (τ̄1,
η1). The subscripts here should not be confused with different modes of the EGP model: they
represent quantities of different order associated with the mode of highest viscosity. Applying the
asymptotic expansion on γ̄p and performing the total time differentiation, Eqs. (5.30) and (5.29),
yields an expression for the equivalent plastic strain rate:

˙̄γp = ∂γ̄p0

∂tM
+ 1

T

∂γ̄p0

∂tµ
+T

∂γ̄p1

∂tM
+ ∂γ̄p1

∂tµ
+T

∂γ̄p2

∂tµ
+O(T 2) (5.32)
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If we now group the terms of the same order of T in Eqs. (5.31) and (5.32) the following relations
are obtained (up to order 0): (

T−1
)

:
∂γ̄p0

∂tµ
= 0

(
T 0

)
:
∂γ̄p0

∂tM
+ ∂γ̄p1

∂tµ
=C0

(5.33)

It follows from the (T−1) problem that the zero-order equivalent plastic strain does not evolve with
the micro time coordinate, i.e., γ̄p0 = γ̄p0(tM ). Further, ∂γ̄p1/∂tµ ≈ 0 in Eq. (5.33), since γ̄p1 is
almost periodic in tµ and the equivalent plastic strain is a non-decreasing function. Therefore,
by solving the zero-order problem we update the material state elastically at tµ, and account for
viscoplastic deformation at tM , i.e., at macro time steps. Because the analysis is geometrically
nonlinear, it is still necessary to utilize an iterative Newton-Raphson solver at micro time steps.

EFFECTIVE TIME INCREMENT

At the micro timescale, the cyclic variation of the load is accounted for, but the constitutive re-
sponse is simplified. At the macro timescale, a constant load is applied and the complete constitu-
tive model is used, but information from the micro time steps is used to perform the update. The
stress-dependent plastic flow is averaged over the load cycle by replacing ∆t in Eq. (5.27) with an
effective time increment ∆teff.

One load cycle with the proposed time stepping scheme is illustrated in Fig. 5.4, where the load
period coincides with the time increment ∆t . The loading cycle is divided into micro time steps
at which the information necessary to compute ∆teff for the macro time step is collected. The
material update at micro time steps is elastic, without evolution in viscoplastic deformation, which
means that λn

x, j = 1, see Eq. (5.25). However, in order to compute the effective time increment at

an integration point, ˙̄γp is computed from Eq. (5.21) in the elastic micro time steps. Also, symmetry
is used at tµ, such that ˙̄γp is mirrored to the corresponding micro time step, see Fig. 5.4.

When all micro time steps for a single cycle are completed, a macro time step is made, with
a jump from the previous converged macro time step to the current one. Macro time steps n −1
and n correspond to the same load level, that is σmax

y y in this case. If no information is conveyed
from micro time steps, the standard update of the EGP model would lead to a creep response, with
the actual time increment ∆t . In order to include the effect of cyclic loading, an effective time
increment is introduced to correct for the variation in equivalent plastic strain rate over the cycle:

˙̄γn
p∆teff =

∫ t n

t n−1
˙̄γpd t (5.34)

where the integral on the right hand side is evaluated with a trapezoidal integration rule using ˙̄γp
from the micro time steps of the last cycle, as well as from the previous and current macro time

mirror
∆Ftµ

∆FtM

σmax
y y

σmin
y y

t n−1 t n = t n−1 +∆t

Figure 5.4: One load cycle divided in micro time steps (squares) and macro time steps (circles); increment in deformation
gradient ∆Ftµ computed with respect to previous converged macro time step for the first micro time step, and with respect to
previous micro time step for other micro time steps; ∆FtM computed with respect to previous converged macro time step
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steps, ˙̄γn−1
p and ˙̄γn

p , respectively. From Eq. (5.34) the expression for ∆teff emerges as:

∆teff =
∫ t n

t n−1
˙̄γpd t

˙̄γn
p

(5.35)

The concept of effective time in the EGP model was used by Janssen et al. [35] to capture the en-
durance limit in polymers at cyclic loading. It was computed employing stress- and temperature-
based shift functions on the actual time, and used to evolve the ageing parameter in a phenomeno-
logical way. Despite the similar terminology in [35], our approach shows more resemblance to an-
other paper by Janssen et al. [36], in which the so-called acceleration factor was computed as the
ratio of the incremental equivalent plastic strain in cyclic loading to that in static loading, for one
typical load cycle. The acceleration factor eventually multiplies the plastic strain rate due to static
stress, in an analytical framework (not used in the EGP model) determining the time to failure in
static as well as in cyclic loading. In our case, the product of the effective time increment and the
equivalent plastic strain rate in static loading equals an increment in the equivalent plastic strain
due to cyclic loading, Eq. (5.34).

5.3.3. TRANSVERSELY ISOTROPIC CONSTITUTIVE MODEL FOR CARBON FIBERS

Assuming absence of failure in the reinforcement, we use a hyperelastic transversely isotropic con-
stitutive model for carbon fibers formulated by Bonet and Burton [19], with a minor modification
reported in [24]. Since no additional changes are made to the model, only the elastic constants
used to run simulations are listed here, see Table 5.3. The adopted values are the same as in [17].
E1 is the Young’s modulus in the preferential stiffness direction of the material, that is the fiber
direction in this case; E2 and ν23 are the Young’s modulus and the Poisson’s ratio defining the ma-
terial behavior in the plane of isotropy; G12 and ν12 are the shear modulus and the Poisson’s ratio
for the planes perpendicular to the isotropic plane.

5.3.4. FATIGUE COHESIVE ZONE MODEL

To model microcrack propagation through the polymer matrix under the high- and low-cycle fa-
tigue loading we utilize the cohesive zone model formulated by Dávila [2], in its implicit formu-
lation with consistent linearization by Hofman et al. [22]. Dávila’s model, originally developed
for problems of delamination in composites, assumes a damage variable which grows with either
quasi-static or fatigue loading. It is meant to represent creation of microcracks at a lower scale of
observation. We apply the same CZM in the RVE, also assuming that the damage variable repre-
sents corresponding cracking processes in the polymer matrix at a yet lower scale.

The cohesive model is formulated in local orthonormal coordinate frame (n,s,t), which defines
the orientation of the cohesive surface at the integration point: n is the unit vector in the normal
direction associated with the normal dummy stiffness Kn ; s and t are the unit vectors tangent to
the surface, associated with the shear dummy stiffness Ksh . Cohesive segments are inserted on
the fly [21] when a suitable initiation criterion is satisfied, meaning that zero displacement jump
corresponds with a nonzero traction vector. Because this combination may lead to the singularity
problem in mixed-mode loading [37], the cohesive model is evaluated with the shifted displace-
ment jump �u� [38]:

�u� = �u�fe +�u�0 (5.36)

where �u�fe is the displacement jump obtained from the finite element space, and �u�0 is the dis-

Table 5.3: Elastic constants of the transversely isotropic constitutive model

E1 [GPa] E2 [GPa] G12 [GPa] ν12 ν23
125 15 5 0.05 0.3
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placement shift:

�u�0 =
(

t 0
n

Kn
,

t 0
s

Ksh
,

t 0
t

Ksh

)T

(5.37)

with t 0
n , t 0

s , t 0
t the traction vector components at initiation.

QUASI-STATIC DAMAGE

The evolution of damage under quasi-static loading is described with Turon’s cohesive model [39],
which can be written in the following form:

t = (I−Ω)K�u� = (I−Ω)teff (5.38)

where teff is the effective traction on the cohesive surface; I is the identity matrix and K is the
dummy stiffness matrix:

K =
Kn 0 0

0 Ksh 0
0 0 Ksh

 (5.39)

In Eq. (5.38),Ω is the damage tensor defined as:

Ωi j = dδi j

(
1+δi 1

〈−t eff
n 〉

t eff
n

)
(5.40)

The Kronecker delta δi j ensures nonzero components only on the main diagonal of Ω, while the
Macaulay brackets restore the dummy stiffness in the normal direction, in the case of compres-
sion. The damage variable d measures the stiffness loss in a mixed-mode loading scenario, and its
thermodynamically consistent evolution is ensured by relating the dummy stiffnesses:

Ksh = Kn
GI c

GI I c

(
fsh

fn

)2
(5.41)

Here, GI c and GI I c are the fracture energies for the mode I and mode II loading, while fn and fsh
are the quasi-static strength parameters in the normal and shear direction, respectively. To com-
pute the stiffness loss d , the cohesive model can be represented with an equivalent 1D traction-
separation relation:

σ= (1−d)KB∆ (5.42)

where σ is the equivalent stress, KB the mixed-mode dummy stiffness, and ∆ is the equivalent
displacement jump. The mixed-mode dummy stiffness reads:

KB = (1−B)Kn +BKsh (5.43)

where B is the mode-mixity variable defined as:

B =
Ksh�u�2

sh

Kn〈�u�n〉2 +Ksh�u�2
sh

(5.44)

In this expression �u�sh is the Euclidean norm of the displacement jump sub-vector corresponding
with the shear components:

�u�2
sh = �u�2

s +�u�2
t (5.45)

The equivalent stress σ is defined as:

σ=
[
〈tn〉2 + t 2

s + t 2
t

]1/2
(5.46)
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∆ f

fB

σmax

σ

∆
∆
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σmax
fB

1

σend
fB N

Figure 5.5: The quasi-static cohesive model [39] represents the failure envelope of the traction-separation response in fatigue
loading (left). The evolution of fatigue damage is such that the CZM is able to reproduce an S-N curve, but does not account
for actual loading frequency (right)

whereas the equivalent displacement jump emerges as:

∆=
Kn〈�u�n〉2 +Ksh�u�2

sh[
K 2

n〈�u�n〉2 +K 2
sh�u�2

sh

]1/2
(5.47)

To track the damage process, the state variable D is introduced as an energy-based damage
variable:

D ≡ Gd

Gc
= ∆−∆0

∆ f −∆0
(5.48)

D represents the ratio between the dissipated energy Gd and the fracture energy Gc , and alter-
natively can be written as a function of the equivalent displacement jump. The state variable is
evaluated by knowing the equivalent displacement jump at initiation ∆0, and at the moment of
fracture ∆ f :

∆0 =
 Kn (�u�0

n )2 +
(
Ksh (�u�0

sh )2 −Kn (�u�0
n )2

)
BηBK

KB

1/2

∆ f =
Kn�u�0

n�u� f
n +

(
Ksh�u�0

sh�u� f
sh −Kn�u�0

n�u� f
n

)
BηBK

KB∆0

(5.49)

In this equation ηBK is the Benzeggagh-Kenane (B-K) interaction parameter [40], while the pure
mode I and the pure mode II displacement jump at initiation (superscript 0) and the moment of
fracture (superscript f ) are defined as:

�u�0
n = fn

Kn
, �u� f

n = 2GI c

fn

�u�0
sh = fsh

Ksh
, �u� f

sh = 2GI I c

fsh

(5.50)

Finally, the relation between the energy-based damage variable D and the damage variable d is:

d = 1− (1−D)∆0

D∆ f + (1−D)∆0
(5.51)

FATIGUE DAMAGE

Taking the quasi-static cohesive model as the failure envelope, Dávila formulated a fatigue cohe-
sive zone model [2]. In the model, the state variable D may evolve before the quasi-static strength
fB is reached, given an increment in the number of load cycles ∆N . When the pair (σmax,∆)
reaches the softening line of the quasi-static CZM, failure of the material ensues, see Fig. 5.5 (left).
The fatigue damage variable D f is defined in such a way that the model reproduces the S-N curve
of the material, but without considering effects of the actual loading frequency. The fatigue dam-
age changes with the number of cycles N according to the evolution law:

dD f

dN
= fD (∆,∆∗,D) (5.52)
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Figure 5.6: Graphical representation of the quantities used in formulation of fatigue cohesive zone model

where ∆∗ is the equivalent displacement jump corresponding with the residual strength σres, see
Fig. 5.6, defined as:

∆∗ =D(∆ f −∆0)+∆0 (5.53)

To make sure that the traction-separation curve in fatigue scenarios remains inside the failure
envelope, the quasi-static damage variable Ds is also computed:

Ds = ∆−∆0

∆ f −∆0
(5.54)

Finally, the state variable D is the maximum of Ds and D f :

D = max
(
Ds ,D f

)
(5.55)

The fatigue damage function, Eq. (5.52), is integrated numerically using the trapezoidal rule
[22]:

Dn
f =Dn−1

f + 1

2
∆N

[
f n−1
D + f n

D

]
(5.56)

The evolution of fatigue damage, Eq. (5.52), is represented with the CF20 function [20]:

f CF20
D = 1

γ

(1−D)β−p

Eβ(p +1)

(
∆

∆∗
)β

(5.57)

Here, γ= 107 is the number of cycles without failure at the relative endurance limit E , p is a fitting
parameter adopted as: p =β+1, and β is the parameter defining the slope of the S-N curve:

β= −7η

logE
(5.58)

In this equation, η is the brittleness parameter which marks the kink in the S-N curve, that distin-
guishes between the low-cycle fatigue and the high-cycle fatigue regime. The relative endurance
limit is defined as:

E = 2Cl ϵ

Cl ϵ+1+R(Cl ϵ−1)
(5.59)

where ϵ is the relative endurance limit at R = −1 and mode I loading, while Cl is the correction
factor that takes into account mixed-mode loading [41]:

Cl = 1−0.42B (5.60)

To evaluate Eq. (5.59) the load ratio R is computed locally for every cohesive surface, following the
idea presented by Joosten et al. [20]. With a small adjustment that the Macaulay operation is not
performed on tn , the severity vector is defined as:

S̄ =
(

tn

fn
,

ts

fsh
,

tt

fsh

)T
(5.61)
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In a loading scenario where the only nonzero traction component is tn and the Macaulay brack-
ets are included, it is not possible to distinguish between R = 0 and negative R. Eventually, R is
computed as:

R = S̄min · S̄max

∥S̄max∥2
(5.62)

where S̄min and S̄max are the minimum and the maximum severity vector encountered in one
loading cycle, respectively. For this purpose, the severity vectors computed at t n−1 macro time step
and at the micro time step with the minimum applied stress are utilized (S̄M and S̄µ, respectively).
Of these two vectors, the one with larger Euclidean norm is assigned to S̄max in Eq. (5.62).

Parameters used to run simulations with the presented cohesive model are tabulated in Table
5.4, where the last three parameters are related to the fatigue damage part. The dummy stiffness
acquires the high value in order to reduce the compliance effect introduced in the RVE by the pres-
ence of many cohesive segments. The fracture energies are adopted according to [26]. The relation
for p follows the form presented in [42]. The B-K interaction parameter has a value according to
[43]. The strength parameters fn and fsh , as well as the fatigue damage parameters ϵ and η, are
calibrated on experimental S-t curves for R = 0.1, f = 1 Hz, χ= 90◦ and χ= 45◦, see Section 5.5.2.

5.3.5. COHESIVE MICROCRACK INITIATION

Inter-element cohesive segments are included in the RVE on the fly, when an initiation criterion
is satisfied. Dealing with the low- and high-cycle fatigue, in this study we use the endurance
limit-based initiation criterion introduced in [22]. In the criterion, the equivalent endurance limit
(stress) is defined as:

σend = E fB (5.63)

where E is computed with Eq. (5.59), and fB is the mode-dependent quasi-static strength, fB =
KB∆0. It can be expressed in terms of the cohesive model input parameters and the mixed-mode
variable B:

fB =
([

(1−B)Kn +BKsh
][

f 2
n /Kn +

(
f 2

sh /Ksh − f 2
n /Kn

)
BηBK

])1/2
(5.64)

When the cohesive initiation criterion is checked, the corresponding cohesive segment is not present
and the displacement jump is a zero vector. Therefore, the direct application of Eq. (5.44) to com-
pute B is not possible, and B is expressed through the traction vector components on a potential
cohesive surface:

B =
t 2

sh /Ksh

〈tn〉2/Kn + t 2
sh /Ksh

(5.65)

where a potential cohesive surface is any surface between bulk finite elements in the matrix, or
on the fiber/matrix interface, and the traction vector is obtained from the local stress as t = σn.
Finally, a cohesive segment will initiate if the equivalent stress on the potential cohesive surface,
Eq. (5.42), is larger than the relative endurance limit stress:

σ

σend
> 1 (5.66)

In this study we introduce a modification when checking for cohesive initiation by not letting
the R used for computing E exceed a value of 0.1, i.e., for the initiation criterion E(R) is replaced
with E(min(R,0.1)). The reason for this constraint can be explained considering the creep rupture

Table 5.4: Values of cohesive zone model parameters; last three related to fatigue damage

Kn [N/mm3] GI c [N/mm] GI I c [N/mm] fn [N/mm2] fsh [N/mm2]
108 0.03 0.095 117.5 80
ηBK ϵ η p

2.284 0.5 0.39 β+1
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Figure 5.7: Strain response of single finite element with EGP model under uniaxial cyclic loading, where engineering stress
σmax = 90 MPa and R = 0.1

problem. In that case R = 1 → E = 1, and σend = fB in Eq. (5.63). By setting the initiation thresh-
old to quasi-static strength a large range of applied stresses is cut off from possible creep rupture.
Therefore, we found this adaptation to be crucial for obtaining creep rupture at relevant stress lev-
els. In this regard, the value of 0.1 was prescribed, but detailed sensitivity analysis on its value was
not performed.

Given the endurance limit based initiation criterion, cohesive segments may initiate almost
everywhere in the matrix and the fiber/matrix interface, see Section 5.5.2. To reduce computa-
tional complexity, cohesive initiation is allowed if the angle between a potential cohesive surface
normal and the projection of maximum principal stress in the e2-e3 plane (plane perpendicular to
the fiber direction, see Fig. 5.2) is less than 45◦.

5.4. ADAPTIVE TIME STEPPING

The time stepping procedure outlined in the two-scale EGP formulation (Fig. 5.4) is part of a big-
ger, adaptive time stepping scheme. In this scheme, time increments between macro time steps
vary depending on the convergence rate of the global Newton-Raphson scheme. If the number of
iterations in a converged macro time step is less than a prescribed optimal number of iterations,
the time increment of the next macro time step will increase, and vice versa. The change in time
increment is according to Verhoosel et al. [44]:

∆t n =∆t n−1
(

1

2

)(
nn−1

iter −nopt
iter

)
/4

(5.67)

where nn−1
iter is the number of iterations in the last converged macro time step, and n

opt
iter is the

prescribed optimal number of iterations. The updated time increment is then used to evaluate the
integral in Eq. (5.35), to obtain the effective time increment for the bulk material.

This computational procedure assumes that the time increment equals the loading period T ,
which is then changing throughout the analysis. This change in T is obviously in contrast with the
experimental situation, where T (or the load frequency f ) is constant. The assumption of changing
T in the simulation can be introduced given the fact that the EGP response under cyclic loading is
largely frequency independent. To support this statement, the full-field response of a single hexa-
hedral finite element with the EGP model subject to different loading frequencies, with load ratio
R = 0.1 and engineering stress σmax = 90 MPa, is shown in Fig. 5.7. As observed from the figure,
there is practically no influence of f on the time-dependent response. A very minor influence is
observed for the evolution of the strain atσmin, and even less for the evolution of the strain atσmax.
This frequency independence allows for adaptive time stepping and taking that ∆t = T , because
the time homogenized response aims at capturing the maximum deformation in the matrix.

Given the elastic updates at micro time steps (tµ), the time increment size is irrelevant for these
computations, and the data collected at tµ for computing the effective time increment is not al-
tered if the macro time update is repeated due to the lack of convergence. Other implications of
elastic updates at tµ are that cohesive initiation is not allowed, and that the cycle increment to the
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Table 5.5: Algorithm for adaptive time step n

1) update ∆t , Eq. (5.67)
2) perform nµ/2 micro time steps

- record ˙̄γp, Eq. (5.21); elastic update of the matrix; no damage evolution in CZM
3) macro time update; matrix plasticity with ∆teff from Eq. (5.35); cohesive initiation with
Eq. (5.66) and damage evolution with ∆N from Eq. (5.68)

- if converged, go to 1)
- if not converged, reduce ∆t and repeat 3)
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Figure 5.8: EGP response under uniaxial cyclic loading: R = 0.1, σmax = 70 MPa (left) and σmax = 90 MPa (right); full-field
response compared with TH response for different number of micro time steps; the creep response corresponding to σmax is
also included

cohesive model is nonzero only at tM . Given the actual time increment, the cycle increment at
macro time steps is computed as:

∆N n =∆t n · f (5.68)

where f has a constant value equal to the actual frequency in the analysis. With ∆N ̸= 0 only at
macro time steps, the fatigue cohesive model can also be regarded as time-homogenized. Although
not derived from the TH formalism, see Section 5.3.4, by following the similar reasoning as in Sec-
tion 5.3.2, it can be shown that in the zero-order approximation (T 0) the fatigue damage variable
does not evolve with tµ, i.e., D f =D f (tM ).

An algorithm for update of material models in one time step is shown in Table 5.5. Other im-
plementation details on setting the external force vector, checking for cohesive initiation, etc., can
be found in [17], that is based on the algorithm presented in [45]. The model is implemented in
Jive: a C++ library aimed for numerical simulations [46].

5.5. RESULTS AND DISCUSSION

5.5.1. TIME HOMOGENIZATION

The performance of the model is checked with several examples. In all reported cases cyclic en-
gineering stress is applied. To begin with, the accuracy of the time homogenization procedure is
examined on a single hexahedral finite element with the EGP material model. The time homog-
enized response for different number of micro time steps nµ is compared with the fully-resolved
response, which is evaluated with the constant time step of T /40 at a frequency of 0.1 Hz. The re-
sults are plotted in Fig. 5.8, for R = 0.1 and two maximum stress levels, where the creep response for
the same stress level (at R = 1) is also included. As noticed from the figure, all time homogenized
cases yield a lower strain compared to the creep response, which is in line with the observation
that less plastic strain accumulates in cyclic loading. Furthermore, as the number of micro time
steps increases, the TH response approaches the full-field response. For σmax = 70 MPa already at
nµ = 16 the TH response matches the reference result. For σmax = 90 MPa, however, much more
plastic deformation develops during cyclic loading and the TH response slightly deviates from the
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Figure 5.9: Unit cell RVE under cyclic loading: R = 0.1, σmax
y y = 100 MPa, χ= 45◦; creep and full-filed cyclic response ( f = 0.1 Hz)

compared with TH response for different number of micro time steps (left); TH response in scatter form illustrates adaptive
stepping (right)
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Figure 5.10: Unit cell RVE under cyclic loading: R =−1, σmax
y y = 100 MPa, χ= 45◦ (left), χ= 90◦ (right); TH response compared

with creep and full-field cyclic results; ηµ is viscosity computed at micro time steps and ηM is viscosity from last macro time
step

reference result: for nµ = 16 the relative error in the ε
eng
y y at t = 5 ·104 s is 0.74 %.

The accuracy of the TH procedure is also checked on a unit cell RVE. Finite elements repre-
senting bulk material are 12-node wedge-shaped elements, while, if present, cohesive zones are
represented with 12-node cohesive elements [26]. The unit cell consisting of 274 finite elements
with the minimum element length of 0.7µm is loaded under 45◦. The maximum engineering stress
in the global loading direction is σmax

y y = 100 MPa, see Fig. 5.1, the load ratio is R = 0.1 and cohe-
sive segments are not included. Comparison of the TH results with the full-field cyclic and creep
response is shown in Fig. 5.9 (left). It is concluded again that increasing nµ leads to more accurate
TH results, with convergence around nµ = 16. In Fig. 5.9 (right), the TH response for nµ = 16 is plot-
ted with markers to indicate the adaptive time stepping feature of the model. If significant plastic
deformation develops in the model, the time step size is reduced to properly capture the equilib-
rium path, whereas in the absence of significant plastic deformation, or nonlinearity in general,
the time step size is enlarged.

However, the TH procedure is not accurate in all loading situations. Let us consider the case
where R =−1 and σmax

y y = 100 MPa, meaning that significant plastic deformation develops also at
reversed loading. The creep and full-field cyclic response are compared with TH results for two
loading angles, χ = 45◦ and χ = 90◦, see Fig. 5.10. It follows from the figure that the TH proce-
dure is unstable: in the 45◦ case it fails to enter the cyclic loading phase, while in the 90◦ case the
TH procedure fails quickly after the cyclic loading is started. The reason for this instability lies in
the elastic updates at micro time steps, where the neglect of significant plastic deformation in the
material leads to an overestimated equivalent stress and, correspondingly, to a lower viscosity, Eq.
(5.18). Consequently, the equivalent plastic strain rate, Eq. (5.21), computed at micro time steps
acquires high values, which reflects in an extremely large effective time increment at some integra-
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Figure 5.11: Unit cell RVE under cyclic loading: R =−0.5, σmax
y y = 100 MPa, χ= 45◦ (left), χ= 90◦ (right); TH response compared

with creep and full-field cyclic response; ηµ is viscosity computed at micro time steps and ηM is viscosity from last macro time
step

tion points, leading to the convergence problems. The computational instability may be circum-
vented by limiting the value of viscosity computed at micro time steps by setting, e.g., ηµ ≥ ηn−1

M .
This condition says that the viscosity at tµ cannot be less than the value obtained at the last macro
time step. Note that the update of viscosity at micro time steps is only relevant for the computation
of ˙̄γp, since in the elastic update of the stress state there is no actual update of the state variables
controlling viscoplasticity. With the added condition the computation becomes stable, although
still inaccurate, because the equivalent plastic strain rate does not account for the direction of
equivalent plastic strain, but only for the absolute value of its rate. Therefore, when computing
∆teff, Eq. (5.35), ˙̄γp from the compression side is added to that from the tension side, leading to an
overestimated effective time increment. It is possible to introduce information on the direction of
plastic deformation by multiplying ˙̄γp with the normalized inner product ( σM :σµ/|σM :σµ| ) to
define its sign, whereσM is the Cauchy stress tensor computed at last converged macro time step,
andσµ is the Cauchy stress tensor computed at current micro time step. However, this action ren-
ders unstable computations and does not solve the problem, because ˙̄γp collected at elastic micro
time steps corresponding with high compressive stress levels remains inaccurate.

The conclusion is that the introduced TH procedure is accurate as long as there is no signif-
icant reverse plasticity in the cycle. This claim is confirmed with another example on the unit
cell, in which R = −0.5 and σmax

y y = 100 MPa. The TH response without limiting viscosity at mi-
cro time steps and the response with limited viscosity are compared with the creep and full-field
cyclic response for two loading angles: χ= 45◦ and χ= 90◦, see Fig. 5.11. Although the load ratio is
negative, the material behavior at reversed loading is predominantly elastic with diminishing ˙̄γp,
resulting in an accurate TH prediction.

5.5.2. FAILURE PREDICTION

Cohesive segments are now also included in the RVE, and a comparison is made with available
experiments on fatigue of UD carbon/PEEK thermoplastic composites [23]. All examples assume
room temperature conditions, such that T = Tref in Eq. (5.18). The fiber volume ratio is 0.4. The
number of micro time steps between two macro time updates is nµ = 16, with actually running
only half of them, see Section 5.3.2. Since the main intention here is to show the capabilities of the
model, a micromodel that is too small to be entirely representative with 4 (2×2) fibers in total is
considered, with a diameter of 5µm. Similar conclusions on the mechanical behavior are expected
from a bigger RVE size, especially because calibration of the cohesive model parameters was done
particularly for this micromodel, improving its representativeness. Gmsh was used to generate the
finite element mesh [47].

The model is calibrated on experimental S-t curves obtained for R = 0.1, f = 1 Hz, χ= 90◦ and
χ = 45◦, see Fig. 5.12, where the experimental data are compared with the model results. Several
things can be observed from the figure. First, the model is able to make a distinction between the
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Figure 5.12: Maximum stress applied versus time to failure for two off-axis angles; solid lines represent model response, with x
marking stress levels considered in simulations; empty markers represent experimental data used for calibration; R = 0.1, f = 1
Hz

plasticity controlled and crack growth controlled failure regimes. However, there is an offset in the
model results from the experimental data in the transition zone between the two failure regimes
for χ = 90◦. It should be noted that all the EGP parameters, including the relaxation spectrum,
were adopted according to our previous work on creep rupture [17], and their calibration was not
part of this work. Only the four parameters of the cohesive model were calibrated ( fn , fsh , ϵ and η).
While the strength parameters fn and fsh have an overall effect on the S-t (or S-N ) curve, the two
are also controlling the slope of the plasticity controlled part on which ϵ and η have no effect, with
fn being most dominant for the 90◦ loading case, while the influence of fsh is stronger in the 45◦
case. The fatigue damage parameter ϵ largely controls the slope of the crack growth failure regime
[20], and was adopted such that the slope in χ= 90◦ loading is properly reproduced, see Fig. 5.12,
where the last two points of the 90◦ case are considered to define the slope of the crack growth
regime. Given all the inputs, the fatigue damage parameter η determines the moment when the
transition between the two failure mechanisms occur, horizontally shifting the onset of the crack
growth controlled regime [20]. The value of η was adopted such that a good match was found for
the last two points of the χ = 90◦ case, also checking for the proper transition between the failure
mechanisms when χ= 45◦. Possibly, a further calibration of the constitutive models including the
relaxation spectrum of the EGP and the cohesive model parameters could reduce the error in the
results for χ= 90◦ and f = 1 Hz.

Another observation from Fig. 5.12 indicates a shortcoming of the model related to off-axis
dependence of the crack growth controlled failure mechanism. For the carbon/PEEK compos-
ite system considered here, the same slope in S-t curves is reported for different loading angles
[23], which is in contrast with the model results, where χ = 45◦ features a different slope in the
crack growth regime than χ = 90◦. Although for some composite systems a change in the slope
is reported when changing off-axis angles [48], the reported change is in the opposite direction:
lowering the off-axis angle lowers the slope of the crack growth regime.

The following example considers the RVE loaded under 90◦ off-axis angle. Different stress lev-
els and frequencies are considered at the load ratio of 0.1. In Fig. 5.13 (left) the model prediction
of the time to failure is compared with the experimental data in a loglog plot. The model is able
to properly capture the experimentally observed frequency dependency of the two mechanisms.
While the plasticity controlled part is insensitive to the loading frequency, the crack growth con-
trolled part is frequency dependent, leading to shorter lifetimes at higher frequencies. Overall, the
accuracy of the model is good, with an already discussed offset from the experiment at f = 1 Hz
in the transition zone between two failure regimes. In Fig. 5.13 (right), the number of cycles to
failure is plotted for different stress levels, showing a different effect of the frequency on the failure
regimes. In this representation, the plasticity controlled regime shows sensitivity to the loading
frequency, while the crack growth controlled part is largely independent of the loading frequency.

The loading angle of 45◦ is considered next. The time to failure versus stress applied is plotted



5.5. RESULTS AND DISCUSSION

5

103

101 102 103 104 105 106

70

80

90

100

t f [s]

σ
en

g
y

y
[M

Pa
]

f = 1 Hz

f = 3 Hz

f = 5 Hz

f = 10 Hz

100 101 102 103 104 105 106 107

70

80

90

100

N f

σ
en

g
y

y
[M

Pa
]

RVE, f = 1 Hz

RVE, f = 3 Hz

RVE, f = 5 Hz

RVE, f = 10 Hz

Figure 5.13: Maximum stress applied versus time to failure for χ = 90◦, R = 0.1 and different frequencies (left); corresponding
number of cycles to failure (right); empty markers represent experimental data, solid lines represent RVE response with x
marking stresses considered in simulations

in Fig. 5.14 (left) for the load ratio R = 0.1 and two different frequencies in a double logarithmic
plot. The model response compares satisfactorily with the experiment results, and again captures
two failure mechanisms. A moderate offset from the experimental data is observed in the crack
growth regime. Fig. 5.14 (right) illustrates the corresponding number of cycles to failure, where the
conclusion regarding the frequency dependency of each failure mechanism follows that observed
for χ= 90◦.

Another aspect in which the model may be improved is the R-dependence of the crack growth
failure mechanism. In Fig. 5.15 the model response for R = −0.5 and R = 0.2 is compared with
experimental data for χ = 90◦. The loading frequency is 1 Hz and 10 Hz, respectively, and the
response for R = 0.1 is included for reference. We conclude from the figure that the trend in the
number of cycles to failure with different R is captured, but the quantitative prediction is wrong.
In the model, the slope of the crack growth failure mechanism is controlled by the parameter β,
Eq. (5.57), which in turn depends on the brittleness parameter η and the relative endurance limit
E , Eq. (5.58). In the current formulation, the parameter η has a constant value, while E is locally
changing with R. This change affects the slope of the crack growth regime and shifts the cycles
to failure in the correct direction. Nevertheless, the experimental data does not show a change in
the slope of the crack growth controlled part for different (global) R, indicating that for the specific
material system the brittleness parameter η in Eq. (5.58) may also be a function of R.

It is reported in the literature, e.g. [4], that for a stress level in the crack growth regime, the
number of cycles to failure changes with frequency for different R values. Considering a different
composite system Kanters et al. [4] report an increase in the cycles to failure when increasing the
frequency and the load ratio. How the model proposed here behaves in this regard is investigated
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with x marking stress levels considered in analyses
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Figure 5.16: Dependence of time to failure on load ratio for σmax
y y = 85 MPa and different frequencies predicted by the model

(left); corresponding number of cycles to failure versus load ratio (right); χ= 90◦

next. The stress level of 85 MPa is chosen, well within the crack growth-controlled regime (cf. Fig.
5.13). Load ratios ranging from 0 to 1 are considered, with three different frequencies: 0.1 Hz, 1
Hz and 10 Hz. Fig. 5.16 (left) shows the time to failure as a function of R and f . Like in [4], for a
given load ratio the time to failure increases with a decrease in the frequency. As the load ratio in-
creases, the logarithmic difference in time to failure for different f reduces, eventually converging
to a unique value for R = 1. The case of R = 0.9 and f = 0.1 Hz actually shows longer time to failure
than the R = 1 case, since the material here enters the plasticity-controlled regime where low am-
plitude cyclic loading only prolongs the lifetime. The corresponding number of cycles to failure is
plotted in Fig. 5.16 (right), and follows the trend reported in [4]. For lower load ratios, N f shows
a small but nonzero dependence on f . For larger R values, the influence of f is much stronger as
plasticity becomes more significant.

EFFECT OF VISCOPLASTICITY

The effect of viscoplastic deformation in the matrix, which introduces the timescale to the model
and correspondingly the frequency dependency in the cycles to failure, is discussed next. For f = 1
Hz and R = 0.1, simulations are repeated for the same range of stress levels, but this time assum-
ing an elastic behavior of the matrix (λn

x, j = 1 in Eq. (5.25) ). The results are compared with the

model response allowing for viscoplastic deformation in the matrix, see Fig. 5.17 (left) for χ= 90◦
and Fig. 5.17 (right) for χ = 45◦. As calibrated in this study, the cohesive model combined with
an elastic matrix represents quite well the crack growth failure regime for both loading angles, but
does not capture the transition to plasticity controlled failure at higher stresses. Although a dedi-
cated calibration of the cohesive model with elastic matrix could improve corresponding results at
higher stresses, the adequate frequency dependence of the S-N curve would still be absent, since
the number of cycles would be the quantity governing the failure process. Including viscoplas-



5.5. RESULTS AND DISCUSSION

5

105

100 101 102 103 104 105 106 107

70

80

90

100

N f

σ
en

g
y

y
[M

Pa
]

exp. f = 1 Hz

RVE, elastic matrix

RVE, VP matrix

103 104 105

100

110

120

N f

σ
en

g
y

y
[M

Pa
]

exp. f = 1 Hz

RVE, elastic matrix

RVE, VP matrix

Figure 5.17: Influence of viscoplastic (VP) deformation in the matrix on failure of the RVE; χ= 90◦ (left), χ= 45◦ (right), R = 0.1;
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tic deformation in the matrix drastically affects the model response at higher stresses for which
significant yielding occurs inside the RVE and viscoplasticity practically dominates the response
in this stress range. The mechanism at which the viscoplastic bulk deformation contributes to
failure is the following: under the applied (creep or cyclic) stress the polymer matrix undergoes
viscous deformation that increases in time. In the heterogeneous microstructure of the RVE with
already initiated cohesive segments there may be a nonuniform plastic flow of the material from
the two sides of the cohesive segment, leading to an opening of the cohesive zone and activating
the quasi-static damage variable1. It is known in the polymer literature that crack propagation in
cyclic loading features a static (creep) component and a cyclic component [49, 50]. As for physical
interpretation, the cyclic component of crack propagation is due to bending, buckling or crush-
ing fibrils [51], and is represented with the fatigue damage variable in the model. On the other
hand, the creep component relates to failure of the fibrils in the fracture process zone (or craze
zone) due to disentanglement or chain scission [52]. In the present model, it becomes dominant at
higher stresses applied on the RVE, as opposed to the cyclic component that is dominant at lower
applied stresses. Finally, the small but nonzero influence on the lifetime that is found from vis-
coplasticity in the crack growth regime mirrors the small frequency dependence that was found
for the number of cycles to failure for low R-values in Fig. 5.16. Both observations point at a small
but non-negligible influence of time-dependent plasticity on the lifetime in high-cycle fatigue.

CREEP RUPTURE

In order to elucidate the role of the loading amplitude on the time to failure in the plasticity con-
trolled regime, the model response for R = 1 (creep) is compared with the model response for
R = 0.1 and f = 1 Hz, see Fig. 5.18 (left), where the experimental results for creep rupture are
also included [23]. Note that for R = 1, there is no micro time stepping in the simulations. As ob-
served from the figure, the model predicts well the time to failure in creep, which shifts to shorter
timescales as compared to the plasticity controlled regime in cyclic loading. This shift is due to
the faster viscous deformation in the bulk material under a constant loading than that under cyclic
loading. Despite this difference, both cases feature the same slope in the S-t curve, indicating the
same failure kinetics. It is worth noting that the present model better predicts creep rupture than
the model we introduced in [17]. There, a general cohesive initiation criterion based on the critical
energy stored in the bulk material was considered, that further required the presence of another
failure mechanism on the cohesive surface, to speed up the failure process for different loading
angles. However, that approach led to a lower predictive accuracy compared to the current results.
However, the described mechanism to activate the quasi-static damage in the current model is not
possible in a homogeneous material like neat polymer, where the uniform viscous deformation
of the surrounding bulk material will not change the cohesive zone opening, and the quasi-static

1Yet another mechanism at which the quasi-static damage variable can be activated in the present context is the application
of the engineering stress, which means that in tension the actual stress on the RVE is increasing with deformation, Eq. (5.8).
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Figure 5.18: RVE prediction of time to failure for different load ratios and off-axis angles, where along dotted and solid lines x
marks stress levels considered in simulations; empty markers represent experimental data on creep rupture (left); influence of
dummy stiffness on time to failure in creep loading for two off-axis angles (right)

damage variable will not be activated for the stresses lower than the quasi-static strength. In such
a scenario, the modeling of creep rupture or plasticity controlled failure in fatigue requires the
existence of another failure mechanism if the cohesive zone approach is followed, e.g., viscous
degradation on the cohesive surface [17].

Another important aspect about the model is that the cohesive model dummy stiffness Kn af-
fects the model response. An indication for this is found in the observation that early initiation of
cracks (using the endurance limit at R = 0.1) is essential to obtain failure in creep loading that is
within the timescale of experimental data, even though the fatigue damage remains inactive for
R = 1. To support this claim, the RVE is again exposed to a constant load, R = 1, with the dummy
stiffness reduced from 108 N/mm3 to 107 N/mm3. The corresponding time to failure curves are
shown in Fig. 5.18 (right), for two off-axis angles. It follows from the figure that for χ = 45◦ the
response is almost unaltered by the change in stiffness. Nevertheless, the χ = 90◦ case shows a
significant shift in the lifetime when changing the dummy stiffness. By lowering the value of Kn ,
it becomes easier for the two sides of the cohesive segment to detach, increasing the effect of vis-
coplastic flow in the surrounding matrix.

Although not every mechanism is fully captured, the proposed model shows a very good ability
to reproduce highly-complex failure behavior.

FAILURE STATE OF THE RVE

A failure state of the RVE is reached by propagating microcracks through the matrix. The RVE is
considered to have failed when the adaptive stepping algorithm cannot find a converging time
increment anymore. It is checked from looking at the homogenized strain rates whether this non-
convergence is preceded by increased deformation rates, as can be expected to happen just before
the material cannot carry the applied load anymore. The homogenized strain rate is computed at
macro time steps, when the applied stress is at its maximum. Fig. 5.19 illustrates the evolution of
the strain rate for χ= 90◦ and χ= 45◦, R = 0.1, f = 1 Hz and different stress levels. After the initial
loading phase is over (t = 10 s) and the cycling has started, the homogenized strain rate gradually
decreases. Subsequently, the strain rate reaches a minimum value after which it transitions to an
abruptly increasing phase. It is clear that the non-convergence of the model, that is taken as failure
of the material, is caused by instability in the homogenized material response. A similar evolution
of the strain rate is observed experimentally for creep loading, see e.g. [53].

For some loading cases, capturing the equilibrium path after the minimum strain rate is passed,
may be computationally demanding. In Fig. 5.19 (left), points A and B are indicated for the stress
level of 85 MPa, both of which belong to the phase of quickly increasing strain rate. The number of
macro time steps needed to reach the point A (t = 4.217 ·105 s, r unti me = 4.66 ·104 s) is 153, while
the point B (t = 4.357 · 105 s, r unti me = 9.776 · 104 s) was reached after 1008 macro time steps.
Also, in some loading cases including the considered one, transition from point A to point B is not
monotonic, i.e., the strain rate value oscillates, with the overall trend to increase. Furthermore, it
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Figure 5.19: Homogenized strain rate versus time computed at macro time steps for different maximum stress levels, f = 1 Hz,
χ = 90◦ (left) and χ = 45◦ (right); failure of RVE coincides with abrupt increase in strain rate; 153 macro time steps needed to
reach point A (t = 4.217 ·105 s) and 1008 macro time steps needed to reach point B (t = 4.357 ·105 s)

is possible to lose convergence at micro time steps in this last phase of the simulation. In such
a case, the data collected from the last successful micro time stepping are used to compute ∆teff
at macro time steps. This is the reason why the runtime between the points A and B differs by a
factor of 2, while the number of macro time steps differs by a factor of 7, approximately. The clear
increase in strain rate that is consistently found in the final phase of the simulation indicates that
the non-convergence with which the simulation ends is indeed caused by the material losing the
ability to carry the prescribed load.

Deformed RVEs at the moment of failure are shown in the contour plots of Fig. 5.20, where the
distribution of the equivalent plastic strain is illustrated together with cohesive microcracks for
two loading angles. Although it features much less equivalent plastic strain than the 45◦ example,
the 90◦ case does not lack yielding in the matrix, which brings it to the plasticity controlled failure
regime, see Fig 5.17. The difference in γ̄p for two loading angles is due to the difference in shear
deformation, which, by definition, promotes the accumulation of the equivalent plastic strain in
the EGP model. In Fig. 5.20 (right) the discretization and the crack pattern are visualized, where
the thicker lines indicate initiated cohesive segments in one typical simulation. In the depicted
example, except for two cohesive segments (encircled green lines) in the elastic/unloading phase,
all other cohesive segments (black lines) are in the loading phase, i.e., the damage increases at the
moment of failure.

When changing the mode of failure, the density of developing cohesive microcracks in the do-
main changes as well. This fact is illustrated in Fig. 5.21, where the network of cohesive microc-
racks is shown for χ = 90◦ and three stress levels at the moment of failure. In the plasticity con-
trolled regime, σmax

y y = 100 MPa, two dominant cohesive cracks are running through the RVE. As
the applied stress decreases and the failure mode transitions to the brittle mechanism, the density
of developing cohesive microcracks increases.

χ= 90◦, σ
eng
y y = 100 MPaχ= 45◦, σ

eng
y y = 110 MPa

γ̄p

Figure 5.20: Front view of 3D thin slice RVE showing equivalent plastic strain and cohesive microcracks in the matrix at the
moment of failure for two loading angles, R = 0.1 and f = 1 Hz; grey lines indicating finite element mesh, with thicker lines
representing initiated cohesive segments for typical simulation (right); black lines indicate damaging cohesive segments, while
(encircled) green lines represent cohesive segments in elastic/unloading phase
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Figure 5.21: Density of developing cohesive microcracks at failure for χ= 90◦, R = 0.1, f = 1 Hz and three stress levels; 100 MPa
belongs to plasticity controlled failure regime; the other two are in crack growth failure regime, see Fig. 5.13
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Figure 5.22: RVE prediction of S-N curves for different mesh sizes defined by minimum length of finite element; χ= 90◦, f = 1
Hz (left); χ= 45◦, f = 3 Hz (right); R = 0.1

MESH DEPENDENCY

Finally, S-N curves are generated with three different mesh sizes, see Fig. 5.22 (left) for χ = 90◦
and Fig. 5.22 (right) for χ = 45◦, where the mesh size is defined by the minimum finite element
length. While for χ= 90◦ refinement of the mesh leads to a similar model response, for χ= 45◦ the
results indicate a significant dependence on the mesh density. In this regard, careful studies on
mesh dependency of the model are needed, particularly on the objectivity of viscosity evolution in
the EGP model, and the influence of inter-element crack patterns on the model response.

5.6. CONCLUSION

In this work, a microscale spatial and two-scale temporal framework is introduced to capture the
time- and cycle dependency of failure in unidirectional composites under cyclic loading. To ef-
ficiently pass through the loading signal, an adaptive stepping scheme is proposed. The scheme
consists of macro time steps where viscoplasticity evolves in the polymer matrix, and micro time
steps with an elastic update in the bulk material models, and blocked cohesive initiation and dam-
age evolution in the cohesive zone model. The response of the matrix in cyclic loading is repre-
sented with the Eindhoven Glassy Polymer material model, for which a version based on two time
scales is formulated. Following principles of the time homogenization procedure, an effective time
increment is computed for integration points representing the matrix, and used in macro time step
updates. The carbon fiber reinforcement is represented with a hyperelastic transversely isotropic
material model. For considered examples, the time homogenization approach is shown to accu-
rately capture the cyclic evolution of viscoplastic deformations for a range of stress ratios from
R = −0.5 to R = 1. Only for lower negative R-values, when reverse plasticity becomes significant,
the proposed approach loses accuracy.

Failure of the RVE is achieved by propagation of microcracks through the domain, whereby mi-
crocracking is represented with Dávila’s cycle-dependent cohesive model, combined with an en-
durance limit-based cohesive initiation criterion. Eventually, the time-dependent failure process
features two components. Firstly, there is cyclic failure due to the buckling and crushing of fibrils
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in the process zone, represented with the fatigue damage in the cohesive model. Secondly, there
is nonuniform viscoplastic flow in the bulk material around cohesive segments, which may trigger
quasi-static damage of the cohesive model. The static (creep) component is dominant at higher
applied stresses, as opposed to the cyclic (fatigue) component, which dominates the response at
lower stresses.

The model performance is compared with available experiments on fatigue of UD carbon/PEEK
thermoplastic composites, tested under different off-axis angles, load ratios and frequencies. The
model is able to capture the transition from plasticity controlled to crack growth controlled fail-
ure, and properly captures the frequency dependency of each mechanism. Despite showing very
good performance for the aforementioned cases, the R-dependence and the off-axis angle depen-
dence of the number of cycles to failure in the crack growth controlled regime is still not captured
well. For the studied material system, modification of the cohesive zone model will be required to
achieve a model that can make accurate predictions for a wider range of load cases.

As a limit case when R = 1, the model is able to capture the failure kinetics in creep loading,
which are the same as in the plasticity controlled regime under cyclic loading. The difference is
that the creep rupture state shifts toward shorter lifetimes due to the faster viscoplastic deforma-
tion under a constant loading. Regarding the accuracy of the predicted time to failure, the model
proposed here outperforms our earlier model specifically developed for creep rupture [17]. A no-
table difference is that here we use a different initiation criterion that allows for early initiation
of many cohesive segments. The heterogeneity of the microstructure allows for nonuniform vis-
coplastic flow of the matrix around cohesive segments, which triggers quasi-static damage and
leads to creep rupture. However, this mechanism is not possible in neat polymer, where the matrix
uniformly flows around cohesive segments and quasi-static damage does not evolve. In such a sce-
nario, another failure mechanism is required to trigger the failure process, e.g., viscous degradation
on the cohesive surface [17].

5.7. DATA AVAILABILITY

Data presented in this chapter are available at the 4TU.ResearchData repository through
https://doi.org/10.4121/c9592e56-9284-42ba-92b3-b6448e5beddb
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[17] Kovačević D, Sundararajan BK, Van Der Meer FP. Micromechanical model for off-axis creep
rupture in unidirectional composites undergoing finite strains. Composites A, 176, 2024, p. 107860.
DOI: 10.1016/j.compositesa.2023.107860.

[18] Van Breemen LCA, Klompen ETJ, Govaert LE, Meijer HEH. Extending the EGP constitutive
model for polymer glasses to multiple relaxation times. J Mech Phys Solids, 59 (10), 2011,
pp. 2191–2207. DOI: 10.1016/j.jmps.2011.05.001.

[19] Bonet J, Burton AJ. A simple orthotropic, transversely isotropic hyperelastic constitutive equa-
tion for large strain computations. Comput Methods Appl Mech Eng, 162 (1), 1998, pp. 151–
164. DOI: 10.1016/S0045-7825(97)00339-3.

[20] Joosten MW, Dávila CG, Yang Q. Predicting fatigue damage in composites subjected to gen-
eral loading conditions. Composites A, 156, 2022, p. 106862. DOI: 10.1016/j.compositesa.
2022.106862.

[21] Camacho GT, Ortiz M. Computational modelling of impact damage in brittle materials. Int J
Solids Struct, 33 (20), 1996, pp. 2899–2938. DOI: 10.1016/0020-7683(95)00255-3.

[22] Hofman P, Van der Meer FP, Sluys LJ. A numerical framework for simulating progressive
failure in composite laminates under high-cycle fatigue loading. Eng Fract Mech, 295, 2024,
p. 109786. DOI: 10.1016/j.engfracmech.2023.109786.

https://doi.org/10.1016/j.compscitech.2007.08.023
https://doi.org/10.1016/j.compscitech.2017.08.002
https://doi.org/10.1016/j.compscitech.2017.08.002
https://doi.org/10.1016/j.compstruct.2014.06.014
https://doi.org/10.1016/0142-1123(91)90007-L
https://doi.org/10.1016/j.compositesb.2023.110855
https://doi.org/10.1016/j.compstruct.2021.114100
https://doi.org/10.1016/j.compstruct.2021.114100
https://doi.org/10.1016/S0045-7825(02)00401-2
https://doi.org/10.1007/s00466-012-0707-9
https://doi.org/10.1007/s00466-012-0707-9
https://doi.org/10.1098/rsta.2021.0217
https://doi.org/10.1098/rsta.2021.0217
https://doi.org/10.1016/j.cma.2018.11.014
https://doi.org/10.1016/j.cma.2018.11.014
https://doi.org/10.1016/j.compositesa.2023.107860
https://doi.org/10.1016/j.jmps.2011.05.001
https://doi.org/10.1016/S0045-7825(97)00339-3
https://doi.org/10.1016/j.compositesa.2022.106862
https://doi.org/10.1016/j.compositesa.2022.106862
https://doi.org/10.1016/0020-7683(95)00255-3
https://doi.org/10.1016/j.engfracmech.2023.109786


REFERENCES

5

111

[23] Sundararajan BK. Matrix dominated failure in continuous carbon fibre reinforced poly(ether
ether ketone). PhD thesis. Enschede, The Netherlands: University of Twente, 2024. DOI: 10.
3990/1.9789036560405.
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6
CONCLUSION

A microscale computational framework is introduced to simulate time- and cycle-dependent fail-
ure of unidirectional (UD) polymeric composites under off-axis loading. The micromodel is a 3D
Representative Volume Element (RVE) defined in the local frame aligned with the fiber reinforce-
ment. With the focus on matrix dominated failure, carbon fibers respond elastically in the sim-
ulations, according to [1]. Two nonlinear processes are included in the matrix: viscoplastic de-
formation and microcracking. Viscoplastic deformation is represented with the Eindhoven Glassy
Polymer (EGP) material model [2], whereas microcracking is accounted for by means of cohesive
zone modeling. Cohesive segments are added on the fly [3], when a suitable cohesive initiation
criterion is satisfied. The model allows for finite deformations locally, at every integration point,
but also globally for the RVE as a whole. Finite homogenized deformations of the RVE imply re-
orientation of the microstructure in a loading process. Failure of the material is studied for three
different loading scenarios: constant strain rate, creep and cyclic loading, assuming that failure of
the RVE corresponds with macroscopic crack formation in the matrix.

6.1. NEW DEVELOPMENTS

- A strain rate-based arclength model to impose a constant strain rate on the RVE under off-
axis angle was introduced, with a dedicated constraint equation and expressions for the unit force
vector. With small adjustments, the derived kinematical and stress relations can be used to impose
a constant or a cyclic stress on the RVE, in a load control procedure.

- A cohesive model formulation was derived in 3D space, with detailed expressions for com-
ponents of the internal force vector and the tangent stiffness matrix stemming from geometric
nonlinearity.

- To model strain rate-dependent failure of the material, a power law cohesive initiation crite-
rion based on the local stress and the local rate of deformation was proposed.

- A viscous degradation tensor was added to a quasi-static cohesive model, to simulate failure
in the matrix under creep loading.

- In order to allow for representation of creep rupture for a large range of applied stresses, a
cohesive initiation criterion based on a critical free energy in the matrix was proposed.

- Creep rupture was studied computationally for different temperature conditions and off-axis
angles.

- A two-scale adaptive stepping scheme was introduced to efficiently go through a cyclic load-
ing signal. The scheme consists of micro time steps where the response of the RVE constituents
is elastic, and macro time steps where viscoplasticity evolves in the polymer matrix and damage
grows in the cohesive zones. Depending on the global convergence rate of the analysis, the step
size between macro time steps changes.

- Based on time homogenization and the effective time increment, a two-scale EGP model was
formulated to represent the behavior of the matrix under cyclic loading.

- Failure state of the RVE under cyclic loading was defined as the moment when the homog-
enized strain rate in the global loading direction abruptly increases, after the point of minimum
strain rate is passed.

- Viscoplastic deformation of the matrix was combined with Dávila’s cycle-dependent cohesive
model to address the behavior of (thermoplastic) composites under cyclic loading. With a single
model it is possible to:

• capture the transition between plasticity controlled and crack growth controlled failure regimes
and their frequency dependency
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• represent the effect of the load amplitude on the time to failure in the two failure regimes

• represent creep rupture as a limit case when load is constant

6.2. CONCLUSIONS

- The change in orientation of the composite microstructure in a loading process has a signifi-
cant effect on the material response under off-axis loading, especially for lower off-axis angles.

- To model rate-dependent failure of the material by relying on cohesive zone modeling, some
aspect of the cohesive model (maximum traction, fracture energy) needs to be rate-dependent.
Otherwise, the model will fail prematurely when increasing the strain rate with respect to the cal-
ibrated case. In the case of the carbon/PEEK composite system considered in the thesis, making
the maximum traction rate-dependent led to more accurate results than making the fracture en-
ergy rate-dependent.

- Modeling creep rupture in a neat polymer by means of a quasi-static cohesive model is not
possible, due to the uniform viscoplastic flow of the matrix around cohesive segments and the ab-
sence of change in the cohesive displacement jump. In the situation of a constant displacement
jump in the cohesive zone, an additional failure mechanism is required to trigger the failure pro-
cess, e.g., viscous degradation.

- The heterogeneity of the composite microstructure allows for a nonuniform viscoplastic flow
of the matrix around cohesive segments in cyclic or constant stress loading, triggering quasi-static
damage of a cohesive model. In this way, creep rupture or plasticity controlled failure in cyclic
loading can be reproduced by the RVE model.

- Modeling of failure in polymeric materials (composites) under cyclic or constant stress load-
ing by means of cohesive surface methodology, requires an initiation criterion that admits material
failure for a large range of stresses. At present, an endurance limit-based cohesive initiation crite-
rion, combined with a cohesive law enabling elastic loading until the quasi-static strength and
featuring a finite dummy stiffness, is the most promising approach for cohesive modeling of creep
rupture, as well as of cycle-dependent failure in polymeric (thermoplastic) composites.

- The EGP model for viscous deformation in the matrix and cohesive surface methodology for
cracking is an effective combination for modeling matrix dominated failure in polymeric compos-
ites under different loading conditions, including constant strain rate, constant stress and cyclic
loading.

6.3. FUTURE PERSPECTIVES

Before discussing the possible avenues to improve the micromodel and use it in new research,
several recommendations regarding experiments are listed:

- To approach the uniform stress state as much as possible in a UD specimen under uniaxial
off-axis loading, oblique-end tabs are recommended to use [4]. Furthermore, the uniformity of
deformation across the specimen could be monitored using Digital Image Correlation (DIC) [5].

- Experiments on creep loading using an extensometer are recommended to increase the accu-
racy in recorded strain-time curves. These data combined with stress-strain curves obtained from
the same setup and constant strain rate loading would provide a basis for obtaining a unique re-
laxation spectrum for the EGP model, to be used in different loading scenarios. A direct calibration
of the EGP parameters on the composite material response is necessary due to a difference in the
crystallinity of neat PEEK and the PEEK matrix in the presence of carbon fibers [6], rendering the
relaxation spectrum from neat PEEK data inadequate in RVE simulations.

- It is stated in [6] that the crack growth controlled failure regime in cyclic loading features the
same slope for different off-axis angles, namely forχ= 90◦ andχ= 45◦. Collecting more data in this
failure regime and for more off-axis angles is desired to clearly establish the off-axis dependence of
the crack growth controlled failure mechanism in the carbon/PEEK composite system.

- Cyclic off-axis loading is associated with heating of the specimen at higher frequencies and
lower off-axis angles [6]. It would be relevant to record the change in the temperature field for dif-
ferent loading conditions and represent the observation in a computational framework. This effort
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would be compatible with a potential usage of the material in high strain rate loading conditions,
where polymeric composites undergo an adiabatic heating process [7].

- Although notably time consuming, additional experiments on the crack growth controlled
failure in cyclic loading for different frequencies and load ratios would help in establishing a proper
relation between the cycles to failure, the frequency and the load ratio in the crack growth con-
trolled failure regime for the carbon/PEEK composite material.

Several aspects in which the micromodel can be improved, and ideas for the future research are
discussed next:

- As indicated in Chapter 5, some of the loading situations may result in a mesh-dependent
response of the RVE. Preliminary results indicate that the evolution of the EGP viscosity function is
not objective with respect to the mesh density. It is expected that an integral-type nonlocal compu-
tation of the viscosity would regularize the width of bands where deformation localizes [8, 9]. An
alternative solution may be sought in gradient-enhanced plasticity, where recently a micromor-
phic plasticity formulation was used to regularize the inelastic behavior of polymeric composites
at the microscale [10]. Furthermore, detailed investigation on mesh dependency is needed in the
presence of many cohesive cracks whose degradation evolves inside the quasi-static cohesive en-
velope, whereby the cohesive segments dissipate energy as a function of the number of load cycles.
Even if an increase in cohesive crack density has no significant effect on the total number of cycles
to failure, it might have an effect on the homogenized deformation of the material. However, it is
not clear to the author how to remedy the potential problem.

- Following discussion on the non-uniqueness of crystallinity in neat PEEK and in the PEEK
matrix of a composite material, and the necessity to calibrate the EGP parameters directly on the
composite material response, an efficient calibration procedure for the EGP model and the model
representing the fiber reinforcement is necessary. The starting point for such a procedure may be
the one introduced by Van Breemen et al. [2], where the EGP model represents a neat polymer.

- Although in Chapter 4 simulations on creep rupture consider different temperature condi-
tions, other loading scenarios deserve the same attention in this regard.

- Regarding cyclic loading, R-dependence and off-axis dependence of the crack growth con-
trolled failure mechanism need a correction for the carbon/PEEK material system, by modifying
the cycle-dependent cohesive model. The study should provide a broader insight in how the men-
tioned dependencies can be controlled in the model, such that a different material system showing
a different R- or off-axis dependence may be readily represented with the framework.

- As discussed in the previous sections, modeling of creep rupture in a neat polymer by means
of a quasi-static cohesive zone model is not possible. Therefore, a unified cohesive zone model for
time- and cycle-dependent failure of polymeric materials is yet to be formulated. A good starting
point is Dávila’s cohesive model [11, 12], already featuring a quasi-static and a cyclic component
to failure. A time-dependent component is still necessary.

- The examples considered in the thesis indicate that the RVE model could be used to assess
failure of the material under different loading scenarios. However, the examples rely on a small RVE
size, due to a fairly high computational cost associated with the model. Beside the already men-
tioned improvements in constitutive modeling, a bigger size of the RVE is necessary to increase
fidelity of the predicted results. In the current implementation, two computational bottlenecks
can be identified: update of the EGP model and enforcement of the periodic boundary conditions.
Emerging data-driven surrogate modeling offers an alternative for these two aspects of the model
[13, 14], whereby the EGP model may be replaced with an efficient and reliable surrogate model, as
well as the procedure to impose periodicity in boundary conditions accounting for microcracking
in the RVE.

- Performing analysis on a single RVE and homogenizing the obtained results is sometimes
termed numerical homogenization, and is used to obtain effective (or apparent) properties of a
heterogeneous material [15]. Therefore, failure envelopes obtained from simulations on a single
RVE can be used as a guidance in the design process of composite structures. An example is pre-
sented in Fig. 6.1, where the Hill anisotropic failure criterion [16, 17] is fitted through the RVE



6

116 6. CONCLUSION

Hill’s fit

χ [◦] χ [◦]

simulation

Hill’s fit

simulation

st
re

n
gt

h
[M

Pa
]

st
re

n
gt

h
[M

Pa
]

Figure 6.1: Hill’s failure envelope fitted through simulation results (left); zoom in on the data range including the RVE model
results [18]

data to obtain a failure envelope for the strain rate of 10−4/s and the fiber volume ratio of 0.4
[18]. Furthermore, the obtained failure envelopes may be used as a failure criterion by meso- and
macroscale models. The term failure envelope should be considered in a general sense, pertaining
to S-N and S-t curves as well.

- The main idea behind multiscale modeling of heterogeneous materials is that an RVE repre-
sents a constitutive model of a macromodel. Therefore, the proposed RVE model may be employed
in a multiscale computational framework to study different aspects of a macroscopic response
given a detailed microstructure of the material. For example, the effect of the microstructure re-
orientation in a loading process on the global response of a laminate may be studied for different
layups and boundary conditions. Furthermore, failure of laminates under different loading con-
ditions, including fatigue, may be investigated. In this sense, the RVE model may be combined
with an emerging model for simulating fatigue of multidirectional laminates [19, 20]. It would be
necessary to ensure objectivity of such a multiscale framework with respect to the size of the RVE,
as well as with respect to the mesh density of the macromodel [21].

- A long runtime hampers the straightforward application of the RVE in multiscale simulations.
Again, data-driven surrogate modeling offers a possibility to substantially speed-up the simula-
tions, while keeping the accuracy of the original RVE model. Based on the idea of embedding con-
stitutive models in a data-driven surrogate [13, 22], a Physically Recurrent Neural Network (PRNN)
has been trained to replace the RVE model without cohesive microcracks, resulting in a reliable
rate-dependent orthotropic plasticity model [23]. Further developments require a PRNN able to
mimic the effect of evolving cohesive microcracks through the RVE, eventually leading to softening
(failure) of the RVE. Such a data-driven surrogate model can be integrated in an efficient multiscale
framework for failure analysis of structural components, or even whole composite structures, un-
der the time- and cycle-dependent loading conditions.
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3. D. Kovačević, B. K. Sundararajan, F. P. van der Meer, Micromechanical model for off-axis creep
rupture in unidirectional composites undergoing finite strains, Composites A 176, p. 107860
(2024).
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