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FIGURE 1: Caption

“Thanks to my solid academic training, today I can write hundreds of words on virtually any topic
without possessing a shred of information, which is how I got a good job in journalism.”

Dave Barry
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Abstract
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A machine learning approach to hybrid renewable system power forecasting

by Flip VAN DER WEIJDEN, 5403448

The unprecedented growth of renewable energy has introduced the negative effect of vari-
ability in the Dutch grid. The most important risk associated with this variability is an
unstable grid due to the difficulty of matching production and consumption. A novel way
of mitigating this risk is by accurate power forecasting with the aid of machine learning.
This research aimed to create insight into the application of machine learning in the space
of renewable power forecasting, by comparing hybrid renewable energy system forecast-
ing models with proposed benchmark models. Improved grid planning and value creation
could be two potential benefits of this. In this way, the Dutch TSO, TenneT, and commercial
operators can profit from an improved forecasting method.

This study proposes two machine learning techniques for the application of power forecast-
ing. Namely, the tree regressor XGBoost (XGB) and a neural network (NN). Both techniques
were used for the models of an individual PV plant and wind farm for the 1-hour and 6-
hour ahead forecast horizon. Then, the hybrid models were built with the machine learning
techniques and were compared to the individual models and Persistence with respect to the
normalized root-mean-squared error (NRMSE). Next to the NRMSE the value creation of
the models was studied with respect to Persistence on the 6-hour forecast horizon.

The results show that all proposed models outperform Persistence on the 6-hour forecast
horizon. Furthermore, the results show that the hybrid models for both XGB and NN out-
perform the individual models on the 6-hour forecast horizon. Overall, the XGB models
outperform the NN models on both the forecast horizons. Lastly, the proposed models all
created positive value with respect to Persistence. However, there was a non-linearity be-
tween the NRMSE performance and the cumulative value creation over the test period.
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Chapter 1

Introduction

This chapter first introduces the context and the problem statement that form a foundation
for the relevance of this research. Subsequently, the objectives and supplementary research
questions are given. Lastly, the outline of this report is presented.

1.1 Context

In the last decade, renewable energy got more attention and is seen as one of the primary
solutions to tackle climate change. The most popular renewable energy sources are solar
photovoltaic (PV) and wind power. Since the beginning of the year 2000, the European in-
stalled renewable capacity has seen a growth of 480 GW. This included over 120 GW of PV
and over 150 GW of installed wind power (Errard, Diaz-Alonso, and Goll, 2021).

FIGURE 1.1: Installed renewable capacity from 2000 to 2019 of EU27 (Errard,
Diaz-Alonso, and Goll, 2021).

The rapid growth of these intermittent technologies has had several significant impacts on
the current European and Dutch electricity grid. First, the infrastructure of the electricity
grid was and is not ready for connecting all the proposed power installations. This resulted
in a physically congested grid, and not everyone could connect because substations were
simply full concerning their technical capabilities (Weibelzahl, 2017). Combining PV and
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wind in a hybrid renewable system could potentially accelerate the penetration of renew-
able energy when sharing the same grid connection.
Secondly, the intermittency of renewable power production poses a potential risk of im-
balance in the grid, which can negatively impact grid stability. This can even happen on
small-scale energy systems, e.g. hybrid PV and wind systems that need to curtail their
energy. On larger scales, an unstable grid can obstruct further penetration of renewable ca-
pacity and transportation of renewable energy. Nonetheless, several studies have shown
that the application of accurate power forecasting, on PV and wind production, can allevi-
ate the problem of intermittency which can help stabilize the entire grid (Dong et al., 2016),
(Chaouachi et al., 2009), (Kemmoku et al., 1999), (Bjørndal, Bjørndal, and Rud, 2017).

The Dutch grid operator (TSO), TenneT, is responsible for grid quality and stability and is
thus an essential beneficiary of accurate power forecasting. The TSO has many subdivided
parties, Balance Responsible Parties (BRPs), who have an obligation to balance their respec-
tive portfolio to minimise imbalances in the grid. Accurate planning of actual production
is essential for these parties since this minimises their additional costs. Renewable energy
producers are obligated by their respective BRPs to communicate their day-ahead power
forecast to balance their portfolio if necessary. Accurate power forecasting can play a vital
role to minimize costs for these parties.

Current studies on power forecasting generally focus on predicting the output of one single
generation type. The aforementioned hybrid energy systems are relatively new to the cur-
rent Dutch power system, and current literature on power forecasting is scarce (Qadir et al.,
2021), (Pang et al., 2021). This study proposes a forecast model for hybrid renewable energy
systems, where features and variables of a PV plant and a wind farm are combined. In this
way, the opportunity for improved prediction quality is studied for two machine learning
techniques. The studied forecast horizons are the 1-hour and 6-hour forecast horizons, so
grid stability and commercial profit could be researched.

To conclude, the application of accurate power forecasting on hybrid renewable energy sys-
tems could potentially contribute to solving significant risks in the current electricity grid.
This could possibly serve a technical and a financial benefit for commercial- and grid oper-
ators.

1.2 Objectives and research questions

This research has two primary objectives:

• Create insight into the advantage of hybrid system power forecasting when combining
individual data streams of production units into one overarching model.

• Create insight in the forecast value created by the hybrid prediction model.

To realize the above-mentioned objectives, the following supporting research questions have
been formulated:

1. What is the current state of the art in the space of short-term renewable power fore-
casting?

2. What are the most relevant and important input variables for the proposed forecast
horizon?
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3. How do the individual models’ performance compare to the proposed respective bench-
mark methods?

4. How do the proposed hybrid models perform in comparison with the benchmark
method and the sum of the individual models?

5. What is the financial advantage of implementing a hybrid model over the splitting of
the predictions into separate models?

1.3 Outline

This research project is structured in the following way:

• Chapter 1: This chapter includes the introduction. Here the context of the project is
discussed with the problem statement. Lastly, the objectives and the research ques-
tions are explained.

• Chapter 2: Here, the literature review is provided. First, a short introduction on solar
and wind energy is given, then the relevant background on forecasting is explained,
and lastly, an elaboration on two machine learning techniques is given.

• Chapter 3: This chapter provides the methodology. The process of acquiring data for
the modelling and evaluating the results is discussed.

• Chapter 4: Here, the experimental results are presented with the rationale and limita-
tions.

• Chapter 5: This chapter presents the main conclusions on the posed research ques-
tions. Furthermore, this chapter reflects on the results and provides recommendations
for further research.
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Chapter 2

Literature Review

This chapter gives insight into the theoretical background and presents relatable studies in
the space of solar & wind power forecasting.
Section 2.1 gives insight into current knowledge on the physics concerning solar and wind
power and their relationship. Then, Section 2.3 elaborates on the different techniques of
handling data, how to modify data and how to engineer features to enhance model perfor-
mance. Thereafter, Section 2.4 and 2.5 provide an overview of different forecasting tech-
niques and provide a deep dive into two machine learning models. Lastly, state-of-the-art
on current solar and wind power forecasting is provided in Section 2.2 and 2.6.

2.1 Solar & wind energy

The production of solar and wind energy are two well-known means of producing electric-
ity. The first signs of a Photovoltaic (PV) device originated in 1839 when Becquerel demon-
strated the PV effect by illuminating Pt electrodes coated with a thin layer of gold. This
device had an efficiency of around 1% (Rhodes, 2010). The first signs of harvesting electric-
ity from wind date back to 1887 in Scotland. Prof. James Blyth created a cloth-sailed turbine
to power the lighting in his cottage (Price, 2005). Both techniques have endured techno-
logical breakthroughs ever since and are anticipated to be the primary sources of electricity
generation shortly (Ellabban, Abu-Rub, and Blaabjerg, 2014).

2.1.1 Solar energy

The source of solar energy on earth is the sun. Nuclear interactions in the core where hydro-
gen is converted into helium induce energy emission in the form of heat and radiation. This
radiation travels to earth in the form of electromagnetic waves and are called photons. The
irradiance is a measure of the amount of power per unit area or radiant flux received by the
earth’s surface and is given in Watts per square meter (W/m2) (Meinel and Meinel, 1977).
When photons enter the earth’s atmosphere, they are reflected, absorbed, or radiate further
to the earth’s surface. This results in three different radiation components:

• Direct Normal Irradiance (DNI) or direct radiation is the component that has the an-
gle of incidence (AOI) perpendicular to the solar panel.

• Diffuse Horizontal Irradiance (DHI) or diffuse radiation is the group of photons in-
cident on the solar panel that are radiated by clouds or reflected by the surroundings,
e.g. trees, buildings, ground, etc.
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• Global Horizontal Irradiance (GHI) or global radiation is the combination of DNI and
DHI and represents the total W/m2 incident on the panel. The mathematical expres-
sion is given with Equation 2.1 and a schematic representation is presented in Figure
2.1.

GHI = DHI + DNI · cos(AOI) (2.1)

FIGURE 2.1: Schematic representation of the three radiation components in
earth’s atmosphere on a solar panel. GHI is a combination of direct, diffuse

and reflected components (El Mghouchi, 2022).

Electricity generation

Nowadays, two main techniques exist for generating electricity from solar radiation: Photo-
voltaic technologies and Concentrated Solar Power (CSP). The main principle of PV technol-
ogy is incoming photons from the sun transferring energy to electrons in the semiconductor
material. These electrons jump to a higher energy level and move from the valence band to
the conduction band. At the back of the PV cell, a back-electrode exists that closes the circuit
enabling the utilisation of electron flow (Rhodes, 2010) (Meinel and Meinel, 1977).
CSP is the technique of transferring the energy from the photons to a solid, liquid or gas in
the form of heat. In this way, steam is generated, which eventually drives a steam turbine.

2.1.2 Wind energy

In meteorology, wind speed is an atmospheric variable that originates from air particles
that move from high to low-pressure areas. These pressure differences arise from fluctu-
ating temperatures in different areas. Other physical causes for the disturbances in wind
speed are given in table 2.1. Wind speed is given in (m/s) and is usually measured with an
anemometer.
Wind turbines are used to convert the energy from the wind into usable electrical energy.
The blades of the turbine create thrust and rotational speed. A powertrain transfers the
rotational speed to the generator where the electrical energy is generated. The theoretical
formula of wind power is represented by Equation 2.2. As can be seen Pw ∝ v3. Losses and
power factors are not taken into account in this formula.

Pw =
1
2

ρAv3 (2.2)

Here, Pw is the generated power in Watts, ρ is the density of air in (kg/m3), A is the cross-
sectional area of the rotor in (m2) and v the wind speed in (m/s). This formula is also used
for physical forecasting models, as will be discussed in Section 2.4.3.
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TABLE 2.1: Frequency domains with physical cause on wind speed (Zhang,
Wang, and Wang, 2014)

Frequency domain Time domain Physical cause

Extra-low Months Climatic changes and human activities

Low Days General changes of weather patterns

Medium Hours Atmosphere thermal exchange

High Minutes Local meteorological effect

Extra-high Seconds Turbulence effects of wind speed

2.2 State of the Art

A review on the state of the art was performed in addition to the existing literature review.
This study on previous work focused on the use of machine learning techniques for the
purpose of forecasting PV, wind and hybrid renewable system power outputs. The hybrid
systems were preferred to be a combination of PV and wind generation units. Furthermore,
the focus was on the short-term forecast horizon and the use of multiple meteorological fea-
tures.

(Milligan, Schwartz, and Wan, 2003) proposed a model based on time-series analysis that
could improve over relatively simple persistence forecasts. The forecast technique was cho-
sen to be an auto-regressive moving average (ARMA) model to predict both wind speed
and wind power. The selection was made because of its simplicity and well-known charac-
teristic as a time-series predictor. The proposed models and methodology beat persistence
by 7% in the 1-hour prediction horizon and by 18% in the 6-hour horizon. On the contrary,
the 10-minute horizon unperformed with respect to persistence and thus showed that the
use of ARMA is heavily dependent on the time period of the forecasts.
The implementation of neural networks (NN) for wind speed and wind power forecasting
has been researched by (Panteri and Papathanassiou, 2008), (Kariniotakis, Stavrakakis, and
Nogaret, 1996) and (Cadenas and Rivera, 2009). All studies have shown that the NN models
outperform persistence on multiple hours ahead predictions. Furthermore, (Cadenas and
Rivera, 2009) constructed separate models for each month of the year with seven years of
data from measurement systems in La Venta, Mexico. This study concluded that for the
short-term predictions a model with two hidden layers had an overall better performance.
The model had a mean squared error (MSE) of 0.0016 and thus the model showed very high
accuracy for the implementation of local energy security control.
(Dong et al., 2016) proposed a NN prediction model for the day ahead forecast, with an
hourly and quarter-hourly resolution, with the use of numerical weather prediction (NWP)
data. This study developed three different NN models by clustering the NWP data. First, the
historical NWP data is divided into clusters by k-means. Then, the NN was trained on the
NWP variables of air pressure, wind speed, temperature and wind direction. The proposed
NN prediction model outperformed the persistence model with a normalized root-mean-
square error (%) of 12%. This study confirms that the implementation of NWP data on pre-
diction models can have a positive impact on outperforming persistence forecasting models.
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In predicting PV power output, (Chaouachi et al., 2009) developed four NN models to pre-
dict the 24-hour ahead solar power of a 20 kW PV system, with a resolution of an hour. The
proposed models were: multi-layered perceptron, radial basis function and two recurrent
neural networks (RNN). Here, (Chaouachi et al., 2009) concluded that the NN ensemble
had the highest accuracy because the NN ensembles improved on the generalization and
noise tolerance of the original dataset.
In addition to the previous research, (Kemmoku et al., 1999) developed a multi-stage NN
to further reduce the mean error of an earlier constructed single-stage NN. With these NN
models, the insolation of the next day was predicted. The multi-stage NN was developed
with three stages. The first stage predicted the average atmospheric pressure for the next
day on the basis of atmospheric pressure data of the past day. The second stage predicted
the level of insolation for the next day based on pressure and weather data of the past day.
The last stage predicted the insolation of the next day based on the earlier predicted insola-
tion level and weather data of the previous day. The research concluded that the multi-stage
NN reduced the mean error by about 10% with respect to the single-stage NN. The persis-
tence forecast was outperformed with about 6% by the multi-stage NN.

(Qadir et al., 2021) studied the performance of several machine learning models in pre-
dicting the power of hybrid PV- and wind systems in 2021. The study incorporated seven
weather factors with a significant impact on the PV and wind power output. The goal of the
study was to identify the best performing and fasted performing machine learning model.
The performance of seven different forecast methods was studied: ExtraTrees, AdaBoost,
Support Vector Regression (SVR), K-Neighbors, Gaussian Process, Multilayer perceptron
(MLP) and Linear regression. The performance of these models was tested over the MSE,
MAE and R2 metrics.
The ExtraTrees regressor had an MSE score of 4.93 ∗ 10−5, an MAE score of 0.005 and an R2

score of 0.98. The MLP model had an MSE score of 2.86 ∗ 10−5, an MAE score of 0.004 and
an R2 score of 0.99. The linear regressor scored the best with an MSE score of 1.041 ∗ 10−6,
an MAE score of 0.00083 and an R2 score of 0.996.
(Pang et al., 2021) proposed a long short-term memory (LSTM) network to predict the com-
bined power production of hybrid renewable systems including concentrated solar power,
PV- and wind generation. The model was trained on historical power and meteorological
data for all three generation units. The location of the generation units was chosen to be
Northwest China. First, an analysis of correlation was performed. Then, the predictions of
the models were tested on RMSE and NRMSE.
The first analysis showed a weak correlation between PV and wind power. (Pang et al., 2021)
states that during the day, the DNI is high and wind speed is generally weak. After sunset
at night, the wind speed increases in strength because of the surface temperature change.
A benchmark of three individual models was created to test the hybrid model’s perfor-
mance. The group of three individual models had a combined NRMSE of 6.25% whereas
the hybrid model, for PV, wind and CSP had an NRMSE performance of 5.50%. The main
reasons for the increase in performance, following (Pang et al., 2021), is the aforementioned
weak correlation between PV and wind and the strong correlation between DNI, PV and
CSP.

To sum up, the aforementioned studies showed that both statistical models as deep learning
models are capable of outperforming the traditional benchmark models. Additionally, all
studies in this literature review incorporated multi-variable inputs. These inputs were all
related to relevant meteorological variables both historically as predicted by NWP models.
What stands out is that both the discussed research papers on forecasting hybrid renewable
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system power reported the advantage of the hybrid forecast models over the individual
forecast models. Hence, the objectives, research results and conclusions of (Pang et al., 2021)
were the basis of this research project.

2.3 Data Analysis

This section presents best practices in the space of data analysis. First, data exploration
and visualization methods will be discussed. Then, several techniques on cleaning data are
presented. Finally, the last subsection provides an overview of various data transformation
methods.

2.3.1 Data exploration

This subsection focuses on the exploration of raw datasets. Methods for visualizing correla-
tions between variables and for the decomposition of individual variables are explained.

Correlation

When first assessing a multivariable dataset a correlation analysis can potentially provide
useful insights. Dependencies of different variables are usually given on a scale from -1 to 1.
The most common and user-friendly correlation metric is the Pearson correlation coefficient
(PCC) or the r-value. It is a linear correlation of two sets of variables. In general, the PCC
can be described as the ratio between covariance and the product of the standard deviation,
i.e. the normalized covariance as can be concluded from Equation 2.3. Here, n presents the
number of samples, xi the variable x at instance i, yi the variable y at instance i, x̄ and ȳ rep-
resent the means of both variables. R-values of 1 would represent 100% positive correlation
whereas an r-value of 0 has no correlation and an r-value of -1 represents 100% negative
correlation (Rodgers and Nicewander, 1988).

rxy =
n ∑i(xiyi − nx̄ȳ)√

∑i(x2
i − nx̄2)

√
∑i(y2

i − nȳ2)
(2.3)

With this coefficient, a graph can be generated to provide an overview of the underlying
correlations in a dataset. An example of such a graph is the Pearson correlation matrix, as
presented in Figure 2.2.

(Hodge and Florita, 2013) conducted research in 2013 where the correlation between wind
and solar power was investigated. The forecasts and historical data were obtained from the
Western Wind and Solar Integration Study. During this study, the 4-hour ahead and the day
ahead prediction errors were analyzed. The research concluded that solar and wind power
have a weak correlation of around -0.1 for the day ahead predictions and -0.3 for the 4-hour
ahead predictions. As (Hodge and Florita, 2013) expected, the short-term predictions had a
higher Pearson correlation than the day-ahead forecast.

Decomposition

Next to analyzing the correlation between variables in a dataset it can also be useful to de-
compose a single variable for analysis. In this way, cyclical and frequential behaviour can
be observed for a better understanding of the individual variables.
When decomposing a time-series dataset, one breaks down the original series into multiple
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FIGURE 2.2: Example of a Pearson correlation matrix. The numbers inside this
matrix are indicative. They represent the Pearson value of the two respective

variables.

subsequent series. These series can be systematic and non-systematic, whereas the system-
atic series contain structure and thus are predictable. For each of the series, a separate fore-
cast can be constructed to improve the overarching forecast value (Dhiman and Deb, 2020).
In classical decomposition the original series is broken down into three different compo-
nents:

• Trend, the fluctuating value of the original series that can either increase or decrease

• Seasonal, which is the cyclic component of the original series

• Noise, which is the random value of the original series

With these components there exist two methods of combining into one overarching forecast
value: the additive model and the multiplicative model, as described in equations 2.4 and
2.5 respectively (Nwogu et al., 2019).

y(t) = trend + seasonal + noise (2.4)

y(t) = trend · seasonal · noise (2.5)

In both equations, y(t) represents the overarching forecast value.

2.3.2 Input data wrangling

The acquisition of data concerns a large part of any research in the space of data science.
Data acquisition can be done by mining algorithms, real-time measurement systems, etc.
With every technique, the data can potentially have many irrelevant and missing parts. This
might be due to the fact that an algorithm misinterprets a value or by downtime of a mea-
surement installation. To handle missing or incorrect noisy parts, data cleaning is performed
to enhance the overall model performance.

Missing data

The occurrence of missing data in acquired datasets is a common understanding in data
science. Missing values range from missing dates in a time-series or a NaN value in the



2.3. Data Analysis 11

acquired variables (García et al., 2016). Treating missing values can be difficult since the
nature of variables vary much. Inappropriate handling of the missing values can easily re-
sult in decreasing performance of the model and in drawing the wrong conclusions (García
et al., 2016). There are various ways to tackle the problem of missing values in a dataset. The
most commonly used methods are erasing the instance or Do Not Impute (DNI), forward
and backward filling, K-means clustering, K-means neighbour and moving average impu-
tation (Luengo, García, and Herrera, 2012). Simply erasing instances with missing values
can be effective if working with large datasets that are not a time-series (Luengo, García,
and Herrera, 2012). This is mainly due to the fact that time-series models require consistent
DateTime values to work properly.

Noisy Data

Noisy data is meaningless data that isn’t interpretable by machines or computers. It can
occur due to messy data mining algorithms, data entry errors, etc. In supervised learning
problems, noise can impact the input features, the output values or both. If noise is present
in the input variables, one refers to attribute noise (García et al., 2016). A less common
instance of noise problems is when noise is present in the output values, which means the
performance decreases rapidly. This kind of noise is known as class noise (Zhu and Wu,
2004) (Luengo, García, and Herrera, 2012).
Two common methods of reducing noise are data polishing and the use of noise filters. Data
polishing is usually meant for smaller sizes of noise, whereas noise filters can be applied
more easily and do not require any modification to the data acquisition technique (Zhu and
Wu, 2004).

2.3.3 Pre-processing

This subsection explains the different techniques of transforming cleaned data into usable
features to feed into the forecasting models.

Normalization

When feeding numerical data into a statistical or learning model one should take standard-
izing and normalizing the dataset into account. The main cause for using these methods is
that a given dataset can contain data from multiple different sources and thus contain dif-
ferent distributions and ranges. These distributions and ranges are usually not equal which
can cause problems with inaccurate results. Varying ranges can maliciously influence a tar-
get value due to higher values having more importance over smaller values. So, cleaning
the data with standardization, normalization and regularization methods can potentially
improve the performance of a data-driven model.

x =
x − min(x)

max(x)− min(x)
(2.6)

x =
xi − Q1(x)

Q3(x)− Q1(x)
(2.7)

Z =
x − µ

σ
(2.8)

µ =
1
N

N

∑
i=1

(xi) (2.9)
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σ =

√√√√ 1
N

N

∑
i=1

(xi − µ)2 (2.10)

When normalizing a data set all ranges will be scaled to a value between [-1,1] or [0,1],
e.g. the MinMax scaler as described in equation 2.6. Standardization is usually performed
with the robust or Z-standardization equation, represented by Equations 2.7 and 2.8 respec-
tively.

Wavelet transform

Wavelet transform (WT) is the method to transform data into domain and frequency domain
features. The time-series is converted to a spectrum where the spectrum will be analyzed as
features. The main advantage of the WT method is that outliers in the dataset have a lower
effect on the prediction results (Wu et al., 2022).
(Zhang, Yu, and Huang, 2019) proposed a PV power forecasting model using WT combined
with an extreme learning machine (ELM). A method was introduced to build a separation
prediction model for each instance using historical weather data and PV power output. The
weather data were used as input features whereas the PV power output was used as the
target to develop a supervised learning model. This method was compared with a model
that combined k-nearest neighbours (KNN) with a support vector machine (SVM) that was
trained on the same data. (Zhang, Yu, and Huang, 2019) showed that the proposed WT
model performed much better than the KNN prediction model.

Empirical mode decomposition

Whereas WT is based on domain and frequency, empirical mode decomposition (EMD) is
based on time-domain processing. EMD can instantly decompose original time-series into
various individual mode functions and residuals. These mode functions are then arranged
from high- to low frequency. With this technique, non-linear signals can be decomposed
without using any base functions (Wu et al., 2022).
In 2017, (Majumder, Behera, and Nayak, 2017) studied the implementation of EMD for PV
forecasting purposes. A PV power forecasting method was proposed that combined EMD
with ELM in a hybrid model. Here the signals were further decomposed into different in-
trinsic mode functions (IMF) to decompose the non-linearity. The results showed that the
hybrid EMD-ELM model outperformed the single ELM model. Additionally, the 5-minute
ahead forecast models outperformed the 30-minute models with an average of an NRMSE
value of 8%.

2.3.4 Feature engineering

After processing and transforming the acquired data, the last step is engineering extra fea-
tures to improve the model performance. The construction of these new features can either
be a modification or combination of existing features or can be a form of time indication.
Generally feature engineering consists of the following categories.

Date & Time related features

In time-series data the date and time variables are important. When acquiring data these
variables are usually given in DateTime or are given in the respective range for an hour,
day, month, etc. Since every data point should have the same importance in the model one
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FIGURE 2.3: The PACF of wind speed data (Zhang et al., 2020).

approach is to transform the date and time variables into cyclical features. Engineering a
sine and cosine component ranging from -1 to 1 a variable can never be zero and thus have
zero influence on the forecast value. This approach of using a time variable is especially
useful for solar forecasting because of the cyclical behaviour of the irradiance.

Lag features

Lag features are entries that contain information about past values of time-series variables.
This is a useful approach when handling data that has a level of persistence, i.e. that current
values are strongly related to previous values. To identify which lag features to use and
how many steps back in time a feature needs to be engineered, the partial autocorrelation
function (PACF) can be used. This function extracts relationships between past and current
values of a time-series. It computes the partial correlation of a stationary dataset with respect
to its previous values (Zhang et al., 2020). As can be seen in Figure 2.3 the first and second
lag have a strong correlation with the current wind speed value.

Rolling & expanding window

A window feature represents a combination, modification or summary of one or more val-
ues of a variable. Window features consist of sliding window features and expanding win-
dow features. An example of a sliding window feature is the moving average of x values in
the past, which can be seen as a summary of past values.

2.4 Solar & wind power Forecasting

Power forecasting models can be divided into two separate groups. One group is connected
to the analysis based on the time series of historical wind or irradiance-related data. The
other group is based on values from a numerical weather prediction (NWP) model. How-
ever, forecasting of power is typically described by a physical, ordinary statistical or ma-
chine learning model approach. A combination of the aforementioned forecast methods is
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called a hybrid model (Foley et al., 2012).
Power forecasting can be subdivided into different forecasting horizon groups as shown in
Table 2.4. Each forecast horizon has its contribution to a different purpose. Short-term hori-
zons are mainly used for grid planning and dispatch problems. Whereas further horizons
are used for strategic decision-making with respect to financial and market optimization
purposes. This section explains all commonly used forecasting techniques used for solar-
and wind power forecasting.

TABLE 2.2: Forecast horizons for Wind power forecasting (Soman et al., 2010)

Horizon Timescale Purpose

Very-short ≤ 30min Grid planning and market clearing

Short 30min - 6hours Economic dispatch planning

Medium 6hours - 1day Day-Ahead market security

Long 1day - 1week Unit commitment decisions

2.4.1 Persistence

This method is known as the ’Naive predictor’. This approach assumes that the one-step
ahead wind speed is equal to the current value of the wind speed by:

P(t + ∆t) = P(t) (2.11)

This method has very high accuracy at very-short time scales and because of its simplistic
design, it has no need for large computational systems (Soman et al., 2010). Any other
forecast method should be tested against this persistence approach to check how to create a
relevant impact on forecast accuracy.

2.4.2 Smart persistence

Physics-based Smart Persistence model for intra-hour forecasting of solar radiation (PSPI)
that decomposes short-term GHI forecast into the computation of extraterrestrial solar radi-
ation, solar zenith angle and the forecasting of cloud albedo and cloud fraction (Kumler, Xie,
and Zhang, 2019). The solar zenith angle is shown in Figure 2.4, this is a well predictable
variable that makes smart persistence more extensive than regular persistence. Although
the forecasting of cloud albedo and cloud fraction is conducted with an assumption of per-
sistent cloud structures, they have the potential to be improved with more comprehensive
time series analysis or machine learning techniques.
Compared to the persistence and smart persistence models, the PSPI does not require addi-
tional observations of various atmospheric parameters, but it is customizable that additional
observations if available can be ingested to further improve the forecast (Kumler, Xie, and
Zhang, 2019).
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FIGURE 2.4: Schematic representation of the solar zenith angle, altitude angle
and azimuth angle (Zhang et al., 2021)

2.4.3 Physical models

Physical methods or deterministic methods are driven by global data of meteorological mea-
surements and atmospheric mesoscale models. These methods usually require large com-
putational systems to operate. A first step to forecast wind power is to acquire detailed me-
teorological information using mesoscale or linear models that are used to generate wind
speed, e.g. NWP data (Artipoli and Schiavone, 2014).
Physical models are usually run 1 to 4 times per day because of the large computational
requirements of the operating systems. To make the utilization of these physical models
economically feasible they are used for the Medium-term horizon (Soman et al., 2010).

Solar

The physical power calculation approach is based only on the main design parameters of the
PV system, and it does not require any historical data (Mayer and Gróf, 2021). Therefore,
it is a useful way for PV plant owners who have all the necessary information available in
the design documentation of the plant. Regarding its accuracy, evidence can be found for
both lower and higher performance of the physical modelling compared to machine learn-
ing methods. However, most studies agree that hybrid models, e.g., by adding physically-
calculated properties or even just the clear sky irradiance to the inputs of a neural network,
outperform either the purely physical or statistical approach (Schmelas et al., 2015).
Physical PV power forecasting models have a high significance in two main applications,
in power prediction of new PV installations where no historical production data is avail-
able, and hybrid physical and data-driven modelling, which is the most accurate PV power
forecasting technique (Mayer and Gróf, 2021).

Wind

With the acquired NWP data, turbine specifics and topography of the surroundings a phys-
ical model of a wind farm can be useful. Wind speed data is usually measured and used
at a 10-meter height mean wind speed in meters per second. This wind speed data needs
to be scaled to the proper hub height of the respective turbines for the power calculation in
a physical model. This scaling is done with the use of the logarithmic profile or the power
law. The logarithmic profile is used for heights up to 100m and is represented by Equation
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2.12 (Aly, Khaled, and Gol-Zaroudi, 2020). whereas the power law is used for even higher
purposes and is represented bu Equation 2.13 (Touma, 1977).

u(z2) = u(z1)
ln((z2 − d)/z0)

ln((z1 − d)/z0)
(2.12)

Where u(z1) represents the mean wind speed in (m/s) at the desired height, u(z1) represents
the mean wind speed in (m/s) at the initially measured height, d is the zero plane displace-
ment in (m) and z0 that represents the surface roughness length in (m).

u(z2) = u(z1)

(
z2

z1

)α

(2.13)

Where α is the exponent that is a derived coefficient from the stability of the atmosphere, in
neutral conditions, this would be around 1

7 (Touma, 1977). When the wind speed is scaled
properly to hub height, the power generation can be calculated with the use of Equation 2.2,
by use of the manufacturer’s power curve or by a self-constructed power curve.

Power curve
The power curve is the wind turbine or wind farm-specific function of wind speed and ac-
companied power output. A power curve can aid in wind power prediction without taking
into account technical details such as the generating system components. An example of
a power curve is shown in Figure 2.5. As indicated, the cut-in speed (uc) is the minimum
wind speed at which the wind turbine produces relevant power. The rated speed (ur) is the
wind speed at which the turbine produces the maximum power that is rated by the electrical
generator. The wind speed at which the turbine produces its maximum power is called the
cut-out speed (us). This maximum wind speed is usually constrained by the engineering
design and safety measures (Lydia et al., 2014).
Power curves can be constructed in several ways: by the manufacturer, by estimation of
the power characteristics of the rotor, gearbox ratio and efficiencies and by modelling with
the use of historical data wind speed and power data. The latter can be subdivided into
deterministic power curve models and probabilistic power curve models. For deterministic
power curve models, artificial intelligence is used to approximate the power curve (Wang
et al., 2019).
(Pelletier, Masson, and Tahan, 2016) proposed a method to model the power curve of a
wind turbine with the use of an artificial neural network (ANN). The set of input features
consisted among other things of historical power & meteorological data, operational data,
vibration measurements and component temperatures. Other tested models were k-nearest
neighbours (KNN), manufacturer’s power curves and the 5th & 9th order polynomial. Al-
though, the conclusion was made that more input features are required to further decrease
the error in the power prediction. (Pelletier, Masson, and Tahan, 2016) showed that the pro-
posed ANN model produced the lowest MAE of all tested models in the study with an MAE
value of 15.3%. The KNN model produced an MAE value of 18.8% and the best-performing
manufacturer’s curve had an MAE value of 18.9%.

An important advantage of physical models is that one doesn’t need much, historical, data
for the calculation. On the contrary, as mentioned above, acquiring NWP data needs lengthy
calculations and it can be economically challenging to make computations on a more fre-
quent basis.
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FIGURE 2.5: Example of a typical wind turbine power curve. The cut-in speed,
rated speed and cut-out speed are indicated at the respective wind speeds

(Lydia et al., 2014).

2.4.4 Statistical models

Statistical methods are based on large data sets of historical power output measurements
neglecting relevant meteorological processes. The model determines the relationship be-
tween the weather variables and the historical power output to forecast the future power
output. Since the impact of meteorological processes is ignored this statistical method can
be described as a ’black box’ approach (Foley et al., 2012).
Statistical methods can be sub-classified into time-series and learning or artificial intelli-
gence methods.

Time-series

Time-series models are convenient to use for modelling purposes and they are computa-
tionally inexpensive. It is not based on any pre-determined mathematical model or physi-
cal equation and is rather based on patterns. The chance of resulting errors are decreased
to a minimum if patterns are in line with historical ones (Abdelaziz et al., 2012). Auto-
Regressive Moving Average (ARMA) models are the most commonly used type in the time-
series-based approach to forecasting future values of power. Commonly used variations
are Auto-Regressive Integrated Moving Average (ARIMA) and seasonal-ARIMA (SARIMA)
(Soman et al., 2010).
SARIMA consist of:
Seasonal (S), that stands for the cyclical behaviour of the dataset. With this parameter, one
can indicate what the pattern looks like. For example, if there is an annual seasonal depen-
dence on temperature or irradiance.
Auto Regressive (AR), is the autoregression component which means how many instances
in the past a current value is still dependent on, i.e. showing the data is regressed. This
part refers to the parameter p, the lag order. This lag order can be extracted by the partial
auto-correlation function (PACF), as mentioned in 2.3.4.
Integrated (I), this means the data is stationary. Stationary data is obtained by subtracting
the current measured values from the previous values. This part refers to the parameter d,
the number of subtractions for the data to be stationary.
Moving Average (MA), an indication that the forecast is linearly dependent on its past val-
ues. This part refers to the parameter q, the number of forecast errors or window size of the
Moving Average. The moving average is an example of a sliding window and is illustrated
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by the upper three graphs in Figure 2.12.

2.4.5 Deterministic Forecast

The aforementioned forecasting methods have a deterministic output or point forecast. This
means a value for e.g. wind speed, power or multiple variables can be the output. The
advantage of this method is that the accuracy is high but the uncertainty of the forecast
value is unknown (Jung and Broadwater, 2014).

2.4.6 Probabilistic Forecast

Next to the evaluation of a point forecast, it is important to know the expected uncertainty of
the forecast value. In this way, one can make a risk assessment of the result and make deci-
sions on the risk profile. When looking at solar and wind power forecasting, the uncertainty
of the atmospheric variables is important to take into account (Jung and Broadwater, 2014).
The most commonly used probabilistic methods are statistical scenarios, physical-based en-
sembles and perturbation-based ensembles. The first two methods compute a probability
density function from the deterministic NWP calculations. The last two methods use multi-
ple NWP models, which in their turn are heavy in terms of computational capacity and are
more expensive than statistical models (Jung and Broadwater, 2014).

2.5 Machine Learning techniques

This research adopts two machine learning techniques for prediction purposes. The first
technique is decision-tree regression and the second is a neural network. This section pro-
vides background information on both techniques, describes the different prediction hori-
zons and presents important evaluation metrics.

2.5.1 Decision trees

Decision tree algorithms are classification or regression methods for prediction and data
mining purposes. A decision tree is a supervised learning algorithm and consists of a tree
structure, that is built with a root node, branches, decision nodes and leaf nodes, see Figure
2.6. Classification trees are models where the supervised target value can take a discrete
value. Regression trees are models where the supervised target value can take continuous
values, such as power predictions. Decision trees have the advantage of their simple infras-
tructure and low computational costs (Wu et al., 2007).

Gradient boosting

Gradient boosting is a machine learning algorithm that is also used for classification and re-
gression purposes. Gradient boosting is a predictive model which is an ensemble of multiple
other models, which are usually decision trees (Chen and Guestrin, 2016). Since the models
in the ensembles are most commonly weak prediction models, the gradient boosting com-
putes a stronger output by iteration and with the use of a loss function. The principle of
gradient boosting algorithms is to minimize this loss function or regularized objective. The
loss function and the term that penalises the model complexity is Equation 2.14.
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FIGURE 2.6: Schematic representation of a decision tree with a Root node,
Decision nodes and Leaf nodes.

L(ϕ) = ∑
i

l(ŷi, yi) + ∑
k

Ω( fk)

where Ω( f ) = γT +
1
2

λ ∥ w ∥2
(2.14)

Here, l is a differentiable convex loss function that measures the difference between the pre-
dicted ŷi and the target value yi. The Ω term penalizes the model complexity and includes
a regularization term that smooths the learnt weights and avoids over-fitting (Chen and
Guestrin, 2016).

Since not all parameters in Equation 2.14 can be optimized within Euclidian space, the
equation includes functions instead. For the ensemble function to be optimized an extra
term is added to Equation 2.14, resulting in Equation 2.15. This term ft, for the i-th instance
and t-th iteration is added in a greedy way which means that branches and leafs are added
iteratively instead of enumerating all possible tree structures (Chen and Guestrin, 2016).

L(t) =
n

∑
i=1

l(yi, ŷi
(t−1) + ft(xi)) + Ω( ft) (2.15)

Extreme gradient boosting

Extreme gradient boosting (XGBoost) is a scalable machine learning algorithm for tree boost-
ing developed and published by (Chen and Guestrin, 2016). XGBoost has been utilised in
many machine learning competitions and is seen as one of the most used winning algo-
rithms in the Kaggle community (Chen and Guestrin, 2016). XGBoost has several advan-
tages over general Gradient Boosting designs.
XGBoost stands out because of its scalability in all scenarios. The computational speed is
ten times faster than other comparable methods and it requires limited memory from the
operating system. The scalability is mostly due to the handling of sparse data which is a
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quantile sketch method that enables instance weights in tree learning. The combination of
the computational speed, the low memory usage and the ability to handle fast amounts of
data makes XGBoost an exciting technique for data scientists to process millions of examples
on a simple desktop (Chen and Guestrin, 2016).
Another important advantage of using XGBoost is the ability to compute the Shapley ad-
ditive explanation (SHAP) value of individual features. This means the contribution of the
individual features to the predicted value is calculated. With this method, a selection of
features can potentially improve model performance. The SHAP value doesn’t contain in-
formation on the forecast quality.
At the beginning of this year, (Xiong et al., 2022) studied the performance of an XGBoost
model compared to an SVM and an LSTM model in predicting wind power. They con-
cluded that the XGBoost model outperformed the SVM and LSTM model with an NRMSE
of about 3% and 2% respectively.

2.5.2 Artificial neural network

The neural network (NN) or artificial neural network (ANN) is a relatively new method of
forecasting. It has the advantage of easily creating models and forecast complex systems
with large amounts of input variables. On top of that, it has the advantage to find non-
linear relationships between features and targets. A multilayer perceptron (MLP) is the
feed-forward ANN which refers to the fact that signals are propagated only onward to the
neuron in the next layer (Abiodun et al., 2018).
The MLP usually consists out of 3 or more parts, the input layer where all features are
fed into the model as inputs. One or more hidden layers which are neither an input nor
output layer that contain activation functions to pass on information. Lastly, the MLP has
an output layer that contains the desired amount of targets of the model. The input layer
has the number of neurons equal to the number of features and the hidden layers can vary
in the number of neurons and are an important part of the model optimization (Abiodun
et al., 2018).

FIGURE 2.7: Schematic representation of a MLP infrastructure with two hid-
den layers.

Weights & Bias

In the MLP infrastructure in Figure 2.8 information flows from left to right. Information in
the form of variable values is inbound via the inputs. If the inputs are x1, x2,..., xn and the
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weights are w1, w2,..., wn then the weighted sum is computed with equation 2.16.

Wavg =
1
n ∑(x1w1 + x2w2 + ... + xnwn) (2.16)

A bias is then added to be able to shift the input of the activation function. This is useful since
only multiplying with the weights has its limitations. The resulting input for the activation
function is represented by equation 2.17.

z =
1
n ∑(x1w1 + x2w2 + ... + xnwn + bias) (2.17)

Activation Function

Activation functions are used to compute the output of neural network nodes or neurons.
The various activation functions output a value in a specific range. The functions can be
divided into two types: Linear activation functions and non-linear activation functions. The
common used activation functions are given in Table 2.3. Here the partial derivative of the
activation function f (x) is given. This is used in Machine Learning to update the curve
knowing in which direction the slope is changing. Updating the curve and re-iterating the
weights is a part of backpropagation.

FIGURE 2.8: Schematic representation of the workings of a neuron inside the
hidden layer.

Back propagation

Backpropagation is a commonly used algorithm for training a feed-forward neural network.
The algorithm calculates the gradient of the respective loss function with respect to the ap-
plied weights. This gradient is computed with the use of the chain rule which explains the
relevance of the partial derivatives in Table 2.3. When the gradient of the loss is computed,
the weights are updated until the loss does not decrease any more. Backpropagation is an
algorithm applied in supervised learning.
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TABLE 2.3: Most common used neural network activation functions.

Name Function, f (z) Partial derivative , f ′(z) Range

Identity f (z) = z 1 (-∞, ∞)

Binary step f (z) = 0 if z < 0 f ′(z) = 0 if z ̸= 0 (0,1)

f (z) = 1 if z ≥ 0 f ′(z) = none if z = 0

Sigmoid (logistic) f (z) = 1
1+e−z f ′(z) = f (z)(1 − f (z)) (0,1)

Hyperbolic tangent f (z) = tanh(z) f ′(z) = 1− f (z)2 (-1,1)

Rectified Linear Unit (ReLu) f (z) = max(0, z) [0,∞)

Hyperparameters

The algorithm of neural networks has multiple hyperparameters that tune the model for
optimal forecast performance. Several important hyperparameters are:

• Learning rate: The learning rate is the hyperparameter that controls how quickly a
model adapts to a problem. This parameter can be seen as the step size at every iter-
ation whilst moving to a minimum of the proposed loss function. When the learning
rate is too small, overfitting can occur. Larger learning rates can regularize the training
but can also cause underfitting and diverges the training (Smith, 2018).

• Batch size: For NN models to be able to perform backpropagation a gradient error is
computed to update weights and enhance performance. This gradient error is calcu-
lated for a specific number of samples repeated over the whole validation set in one
epoch. This specific number of samples is called batch size. The batch size is usually
set at a power 2. The main reason for this is the alignment with the physical proces-
sors of the local GPU. The default value is 32. The main advantages of larger batch
sizes are the low computational time & cost and the smoothing of datasets. An advan-
tage of lower batch sizes < 32 is the frequent update of the gradient error and thus the
weights. This can specifically be useful for noisy features, the frequent update has a
regularization effect that can potentially improve the model performance.

• Dropout: The dropout term is implemented as an extra layer. The dropout ‘chooses’
certain neurons at random and lets the model ignore their feedforward information.
In this way, good and or bad weight values are deleted at random to create a stochastic
element in the model. Dropout is seen as a useful hyperparameter with large datasets.
For somewhat smaller datasets a high value of dropout can impact the performance
dramatically. This term has to be treated with care since the randomness can result in
misleading error performance. When using dropout the outputs should be predicted
multiple times to compute an average.

2.5.3 Recurrent neural network

A recurrent neural network (RNN) is a type of NN that uses sequential data or time-series
as input. The main difference between RNN and ANN is that RNNs have a ’memory’.
RNNs take information from previous inputs and utilize them to influence current inputs
and outputs. The outputs of RNNs are thus dependent on previous entries in the sequence
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(Mikolov et al., 2010). An example of an RNN is long short-term memory (LSTM) which is
explained in the following subsection.

Long short-term memory

Long short-term memory (LSTM) is a version of ANN but differs because of the temporal
’storage’ of information from previous entries. An LSTM has the same characteristic as an
ANN with respect to input layers, hidden layers and output layers. In addition to these
layers, LSTM models have a memory block. An illustration of a memory block in a LSTM is
shown in Figure 2.9. This block uses current input values in combination with the previous
values that were stored in the memory for feature extraction. This information is stored in Ct
and are fed to the next cell. The output data that is based on Ct, called ht, is also transferred
to the next cell.

FIGURE 2.9: Schematic representation of one memory block in the LSTM gates
architecture (Yu et al., 2017)

As shown in Figure 2.9, the memory block is comprised of three stages: the forget stage, the
input stage and the output gate. The input and forget stage govern the flow of new input
information, while output information is managed in the output gate. The computation of
Ct is comprised of several formulas within the memory block through the three different
stages.
As illustrated in Figure 2.9, the forget gate is fed with the current entries and the output of
the previous block, xt and ht−1 respectively. These are multiplied with the respective weight
matrices W f and U f whereafter the bias, b f , is added (Yu et al., 2017). The computation is
explained with Equation 2.18. Here σ corresponds to the sigmoid function as presented in
Table 2.3.

ft = σ(W f xt + U f ht−1 + b f ) (2.18)

Then, the input gate, it and the preliminary cell output it are computed with Equations 2.19
and 2.20 respectively. Here the weight matrix is represented by Wi and the respective bias
is represented by bi. The next step is the computation of the new cell state Ct with Equation
2.21. Here, the forget state is multiplied, via the Hadamard product, with the previous cell
state and is added with the multiplication of the input gate and preliminary cell state (Chung
et al., 2014).

it = σ(Wixt + Uiht−1 + bi) (2.19)

ct = tanh(WCxt + UCht−1 + bC) (2.20)
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Ct = ft ∗ Ct−1 + it ∗ ct (2.21)

Finally, the output, ht, is computed with Equations 2.22 and 2.23 and is transferred to the
next cell together with the new cell state, Ct.

ot = σ(Woxt + Uoht−1 + bo) (2.22)

ht = ot ∗ tanh(Ct) (2.23)

2.5.4 Convolutional neural network

Another type of ANN is the convolutional neural network (CNN). CNNs are generally used
for recognizing visual patterns from images and is used for object detection and image clas-
sification. Like an ANN, CNNs have an architecture of multiple layers. The main difference
is that the input for ANNs is a vector, while for CNNs the input is generally a multichannel
image. Examples of popular CNN models are ZFNet, VGGNet, GoogleNet and ResNet (Gu
et al., 2018). A CNN consists of five main parts: a convolutional layer, a pooling layer and a
fully connected layer.
Convolution is the mathematical operation where in the CNN the relationship between
neighbouring pixels is preserved by construction of feature maps with neurons. The convo-
luted feature matrix is constructed with use of a filter matrix or a kernel. This filter moves
over the input image matrix and applies element-wise multiplication, as shown in Figure
2.10 (Patterson and Gibson, 2017).
The pooling layer is usually placed in between different convolution layers. Pooling adds

FIGURE 2.10: Illustration of convolution in a CNN, where the kernel moves
over the input matrix to compute the convoluted feature matrix (Patterson

and Gibson, 2017).

the flexibility of the model to identify patterns, even if the pixels are distorted, e.g. the image
is tilted. General pooling layers are average pooling and max pooling. By stacking multiple
convolution and pooling layers, the model is able to recognize higher-level feature patterns.
Then, a CNN has one or multiple fully connected layers. This layer connects to the last pool-
ing or convolution layer and connects by the same amount of neurons. From this layer, the
input is transformed into a vector and the rest of the model represents a general ANN. The
output of the ANN part can be optimized by minimizing the respective loss function.
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At the beginning of 2022, (Wang, Song, and Cheng, 2022) performed a study where a CNN
model was proposed for short-term wind power predictions. The input variables were
based on a dataset of a real wind farm in China. The interval of the dataset was 1-minute and
fluctuated between 0 and 21 MW. The proposed CNN model was compared with three other
machine learning techniques: DeepAR, LSTM and RNN. (Wang, Song, and Cheng, 2022)
concluded that the proposed CNN model outperformed all other models on every used
evaluation metric with an RMSE of 0.086 compared to 0.43, 1.07 and 0.89 for the DeepAR,
LSTM and RNN respectively.

2.5.5 Forecast horizon

The aforementioned models form the foundation for predicting future values. This predic-
tion can be one-step ahead or multi-step ahead. One-step ahead predictions have a target
where the training values are the t + 1 value of this target. Multi-step ahead prediction
models have several methods for training a model. The most commonly used methods are
discussed in this section (Taieb and Hyndman, 2012).

Direct multi-step

This method makes one prediction at a time and predicts a specific value, t + n, into the
future. Target values in between are not used for the prediction which can potentially lead
to a less accurate model. The main disadvantage of this method is the use of multiple models
when predicting multiple timestamps. This increases the computational cost.

Recursive multi-step

Recursive methods predict a one-step ahead timestamp and use this value as a general input
feature for the timestamp thereafter, as visualised in Figure 2.11. This process is repeated for
more prediction steps into the future.

FIGURE 2.11: Visual representation of the recursive prediction method.

Direct recursive hybrid

This method is a combination of the above-mentioned techniques. For example, a second
model can be constructed for timestamps to be predicted, in parallel each model is able to
use predictions made by models for earlier timestamps as input features.
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2.5.6 Evaluation

When studying the performance of predictive models, evaluation of the accuracy of the
forecast values is most important. Any output without an elaborate evaluation metric can
be classified as useless for further application. Evaluation of a forecasting model can be
divided into two parts: the splitting of the data for training, validation and testing and the
application of evaluation metrics on the forecast values.

Data separation

The data set can be separated into a training set, a validation set and a testing set. The
objective of this method is to train the model on a subset of the total data and evaluate its
performance on unseen data.
The training set generally has the most entries and has the purpose to let the model learn
patterns in the dataset. In each iteration, the forecasting model is fed with the training data
repeatedly until the backpropagation algorithm doesn’t improve the loss function.
The validation set is different from the training dataset and has the objective to validate the
model performance during training. Furthermore, the validation set is used to optimize the
hyperparameters of the model and prevents the model from overfitting.
The testing set is the subset that is used after the model has been trained. With both the
forecast value and the test set the evaluation metrics can be used to determine the perfor-
mance of the trained model.

An important factor in splitting data is the randomness of the split. If the dataset has no
time dimension then the order in which the data is split doesn’t matter. When handling
time-series data the order of splitting is very important. The data must be split taking the
temporal order into account in which the values were measured. For time-series data there
are two methods of cross-validating the model: a sliding window and forward chaining.
In a Sliding window the number of training data points and test data points remain con-
stant per iteration step. With a sliding window, it is not necessary to cover all the data points
at once. The train and test sets slide from the first measurement to the last one. A visual rep-
resentation of both methods is given in Figure 2.12.
Forward chaining is the method where the train and test set expand towards the last data
points per iteration step. In this way, no future measurements can be used for training and
validating the model.

Metrics

After the separation of the data and training of the model, the performance can be evaluated
with the different metric equations plugging in the forecast and test values. In this section,
the most commonly used evaluation metrics are shown and discussed by their advantages
and pitfalls. Equations 2.24, 2.25, 2.26 and 2.27 represent the mathematical expressions of
the evaluation metrics. Where, N is the prediction horizon, p f is the predicted power and p
is the test value (Dhiman and Deb, 2020).

Mean Absolute Error (MAE) describes the mean absolute difference between the predicted
values from the trained model and the test values and is represented by Equation 2.24. It is
also called the sum of absolute errors. The resulting MAE value is of the same scale as the
predicted and test data. The main disadvantage of this is that the comparison with other
datasets is difficult because of the different scales.
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FIGURE 2.12: Schematic representation of two cross-validation methods: the
sliding window and forward chaining.

MAE =
1
N

N

∑
t=1

|p f − p| (2.24)

Mean Absolute Percentage Error (MAPE) describes the mean absolute difference between
the predicted values from the trained model and the test values divided by the test value.
The factor of 100 indicates the resulting MAPE value will be a percentage which makes it
easy to interpret and compare. The difficulty with Equation 2.25 is p f can be zero or close to
zero which causes the resulting MAPE value to blow up or a division by zero.

MAPE =
100
N

N

∑
t=1

|p f − p|
p f

(2.25)

Mean Squared Error (MSE) describes the average squared difference between the predicted
values from the trained model and the test values. The MSE includes both the variance and
the bias of the estimator. The MSE value is a measure of the quality of the predictions of a
model. Since the difference between the predictions and real values is squared, as can be
seen in Equation 2.26. The larger differences are penalized more heavily which makes the
metric very sensitive.

MSE =
1
N

N

∑
t=1

(p f − p)2 (2.26)

Root Mean Squared Error (RMSE) describes the square root of the MSE and is mathemati-
cally represented by Equation 2.27. The RMSE is less sensitive to larger differences between
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the predicted value and the test value. The main advantage is that the original unit is pre-
served which makes it easier to interpret the resulting RMSE value.

RMSE =

√√√√ 1
N

N

∑
t=1

(p f − p)2 (2.27)

The normalized root mean square error (NRMSE) is calculated with the use of the nomi-
nal capacity of the respective generation unit. The NRMSE is then given in percentage and
facilitates easy comparability between the performance of different generation units and
proposed models.

NRMSE = 100% ∗ RMSE
Pnom

(2.28)

2.6 State of the Art summary

TABLE 2.4: Summary of the state of the art renewable energy forecast models.

Renewable source Model Horizon Benchmark Improvement

Wind ARMA 6 h Persistence 7% (NRMSE, 1 h),

(Milligan, Schwartz, and Wan, 2003) 18% (NRMSE, 6 h)

Wind NN 6 h NN 0.0016 (MSE, 6 h)

(Cadenas and Rivera, 2009)

Wind NN, NWP 1 day Persistence 12% (NRMSE, 1 day)

(Dong et al., 2016)

Solar CNN 3 h DeepAR, LSTM, 0.086, 0.43, 0.89 (RMSE, 3 h)

(Wang, Song, and Cheng, 2022) RNN

Solar NN 1 day NN, MLP 1% (MAPE, 1 day)

(Chaouachi et al., 2009) ensembles

Solar NN 1 day Persistence 6% (MAE, 1 day)

(Kemmoku et al., 1999)

Solar XGBoost 1 day SVM, LSTM 3%, 2% (NRMSE, 1 day)

(Xiong et al., 2022)

Hybrid (solar, wind) ExtraTrees, 4 h 0.0000493 (MSE, 4 h)

linear regression, 0.000001 (MSE, 4 h)

(Qadir et al., 2021) MLP 0.0000286 (MSE, 4 h)

Hybrid (solar, wind, CSP) LSTM 1 h Individual 0.75% (NRMSE, 1 h)

(Pang et al., 2021) models
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Chapter 3

Methodology

Section 3.1 describes the data analysis process. This includes the acquisition, the exploration
& visualisation and the transformation of the relevant data. Then, Section 3.2.1 gives insight
into the feature importance methodology and the eventual choice of input features. Section
3.3 describes the infrastructures for both the utilised models based on hyper-parameter op-
timisation. Finally, Section 3.4 provides the evaluation process, including valuation of the
forecast methods.

3.1 Data Analysis

This section first describes the origin and acquisition of the used data. Secondly, the data
is visualised and provided in figures to see the dataset’s average monthly and hourly data
points. Lastly, the process of data transformation and feature engineering is presented.
Decisions made in this section were necessary for the overall model performance and were
based on examples described in the literature review.

3.1.1 Data origination

For this research, three sources were used to acquire the required data. This included the
power and meteorological data of the wind farm Koergorspolder (KGP) in Terneuzen, the
power and meteorological data of the web source PVGIS and the numerical weather data of
the institute of ECMWF.

Windfarm Koegorspolder

The wind farm used in this research is wind farm Koegorspolder located in Terneuzen, Zee-
land, as presented in Figure A.1. The wind farm has an installed capacity of 44 Megawatt
(MW) and has 22 wind turbines of 2MW rated capacity each. The turbines are Vestas
V80/2000 and have a diameter of 80m. The wind farm was commissioned in 2007. Each tur-
bine has it’s own meteorological measurement system that measures: wind speed (m s−1),
wind direction (°), temperature (°C) and power (MW) on a 10-minute interval. System avail-
ability is not measured directly but is indicated with all weather measurements returning
NaN values, which will be treated in 3.1.3 as an engineered feature.
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PVGIS

For the solar data, there was a missing source with real-life solar panel data. PVGIS was use-
ful for replacing this missing source of measured solar panel data. "PVGIS uses high-quality
and high-spatial and temporal resolution data of solar radiation obtained from satellite im-
ages, as well as ambient temperature and wind speed from climate reanalysis models." The
calculation of the total solar irradiance consists of three parts, as mentioned in the 2.1: the di-
rect irradiance, the reflected irradiance and diffuse irradiance. The different solar irradiance
components are calculated using the HELIOSAT method and the SPECMAGIC algorithm
(Gracia Amillo, Huld, and Müller, 2014). The calculation of the surface irradiance is per-
formed in two steps. First, the effective cloud albedo is observed using the METEOSAT
satellite (Gracia Amillo, Huld, and Müller, 2014). With use of equations 3.1 and 3.2

CAL =
ρ − ρcs

ρmax − ρcs
(3.1)

ρ =
D − D0

cos(θ) f (distance)
(3.2)

In equation 3.2 D is the pixel count of the METEOSAT satellite, D0 is the dark offset op
the measurement, cos(θ) is the zenith angle and f (distance) is the variation in Sun-Earth
distance (Gracia Amillo, Huld, and Müller, 2014). In equation 3.1 ρmax is the calculated
reflection per pixel, ρ is the maximum reflection and ρcs is the clear sky reflection.

The resulting effective albedo is then used to calculate the global irradiance using equa-
tion 3.3.

Gglobal = (1 − CAL)Gclear (3.3)

Here, Gclear is the clear sky irradiance for cloudless moments. Gclear is calculated using
the SPECMAGIC model for clear sky irradiance (Müller et al., 2012). The quality of the ob-
served Gclear is dependent on the available information on aerosols and water vapour, which
are the leading variables for clear sky irradiance (Gracia Amillo, Huld, and Müller, 2014).
The information on water vapour originates from the ECMWF Numerical Weather Pre-
diction model (NWP). The information on aerosols originates from the Monitoring Atmo-
spheric Composition and Climate (MACC). This project was used to calculate the monthly
mean of aerosol optical depth. Since the period of the MACC is longer than the satellite data,
the average values are used instead of the mean. Validation of the calculated irradiance was
performed by calculating the mean bias difference (MBD, W/m2) and the root-mean-square
difference (RMSD, W/m2) for a selection of ground stations from the Baseline Surface Radi-
ation Network (BSRN) (Gracia Amillo, Huld, and Müller, 2014).

The next step is to estimate the real power output of the PV modules with use of the
earlier calculated global irradiance. The actual power output depends on several factors:
the angle of incidence, the effect of different solar spectra, the dependence on irradiance, the
module temperature, system losses and degradation and effects not taken into account in
PVGIS.
The angle of incidence on PV modules is essential because of the resulting reflection of light.
This reflection coefficient will increase when the light comes in at a sharp angle. All light is
reflected when the incident light is parallel to the PV module. This effect is also known as
the angular loss and is responsible for an average loss of 2-4% for a fixed-mount PV module
(Martin and Ruiz, 2001).
Different PV module technologies have various sensitivities to incoming light with spe-
cific wavelengths. Amorphous-Silicon (a-Si), for example, operates at lower wavelengths,
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TABLE 3.1: Validation results of the calculated global horizontal irradiance
in comparison with observations from ground stations (Müller et al., 2012)

(Gracia Amillo, Huld, and Müller, 2014).

Station MBD (W/m2) RMSD (W/m2)

Cabauw (NL) 1.3 86.9

Camborne (UK) -1.6 74.3

Carpentras (FR) 6.7 56.5

Linderberg (DE) 2.2 70.0

Toraverre (ES) -1.7 58.6

whereas crystalline-Silicon (c-Si) operates at higher wavelengths. The spectrum of wave-
lengths varies over the time of day and with meteorological conditions. For example, sun-
light is red during sunrise and sunset. The effect of spectral changes is determined using the
radiation data from satellites and calculations for the different spectral bands. The loss by
spectral variations on the PV module power output for c-Si near the Netherlands is around
2% (Müller et al., 2012).
The efficiency of PV modules depends highly on the intensity of solar irradiance, as seen in
Figure 3.1. For all three technologies, the efficiency is close to constant for irradiance val-
ues higher than 400 W/m2. For values lower than 400 W/m2, the efficiency of the module
decreases rapidly. PVGIS takes both the irradiance and temperature into account for the
resulting power output with the use of equations 3.4 and 3.5 (Huld et al., 2011):

FIGURE 3.1: PV module efficiency curve at different temperatures (◦ C) and
different irradiances (W/m2) (Razak et al., 2016).
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P =
G

1000
∗ A ∗ eff =

G
1000

∗ A ∗ effnom ∗ effrel (3.4)

effrel = 1 + k1ln(G′) + k2ln(G′)2 + k3T′
m + k4T′

mln(G′) + k5T′
mln(G′)2 + k6T′

m
2 (3.5)

Where:

G′ = G/GSTC

T′
m = Tm − TSTC

Here, G is the irradiance (W/m2) incident on the PV module, eff is the efficiency (%), A is
the surface area of the PV module (m2) and k1 to k6 are coefficients that are used by PVGIS
and are based on the measurements at the European Solar Test Installation (ESTI), see Table
3.2.

TABLE 3.2: Coefficients used in PVGIS, measured at ESTI for c-Si (Huld et al.,
2011)

Coefficient c-Si

k1 -0.017237

k2 -0.040465

k3 -0.004702

k4 0.000149

k5 0.000170

k6 0.000005

The temperature of PV modules is not only dependent on air temperature but is also
prone to heating by incoming sunlight and to local wind speeds. Increasing module temper-
ature decreases the overall efficiency, as can be seen in Figure 3.1. PVGIS takes the heating
and cooling of the PV module into account by using equation 3.6 (Fairman, 2008):

Tm = Ta +
G

U0 + U1W
(3.6)

Here, W is the wind speed (m/s), Ta is the local air temperature (◦ C), U0 and U1 are coeffi-
cients used in PVGIS coming from (Koehl et al., 2011).

Numerical Weather Data

Numerical weather predictions (NWP) is a method of predicting future weather based on
current conditions by means of mathematical models. Inputs for these models range from
weather stations to aeroplanes and weather satellites as shown in Figure 3.2. Various coun-
tries employ such models and use them for a day, week or even month ahead predictions.
These models are run a few times a day due to the computational intensity of the mathe-
matical equations.
The European Centre for Medium-Range Weather Forecasts (ECMWF) is an institute that
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FIGURE 3.2: Representation of different measurement systems, supplying the
NWP models with meteorological input data for the mathematical equations

(The ECMWF Ensemble Prediction System 2012)

provides these models, access to the forecasts and historical data sets. These forecasts who
are generated twice a day are used in this research for the 6-hour horizon predictions. Sec-
tion 3.2.1 provides a detailed description of the variables that were used in this research.
Table B.1 provides insight into the usage of NWP for the different models and forecast hori-
zons.

3.1.2 Data Exploration

The power production data of KGP is proportional to the installed capacity of the wind
farm. The PV production data on the other hand is initially given for a 1kW system. For this
research, a combination of the wind and PV data will be used in a combined model. In this
research, the installed capacity is scaled with respect to the annual energy production. This
resulted in an installed PV capacity of 63 MW.
Both PV and Wind production data are shown in Figures 3.3 and 3.4 respectively. Both the
power units are given in kW and were averaged over each month to observe the annual
seasonality of the production outputs. This annual seasonality of power production will be
described in Section 3.1.3 as an engineered feature that is used to enhance model perfor-
mance.
Figure 3.5 represents the average hourly production of the PV and wind production units.
Both production data follow the expected respective trends. PV production sees a cyclic pat-
tern between hours 5 and 19, whereas the average wind production profile is more constant
over the day and sees a slight increase in the afternoon.

3.1.3 Pre-processing

After the data was acquired and explored, the dataset had to be pre-processed to fill missing
values, engineer new features and transform the data to ensure standardization and nor-
malization. This section presents the main choices made to optimize the input features.

Data transformation

Since one of the inputs of the PVGIS tool is the size of the system in kW, the decision was
made to scale the PV array to the size where both the total annual energy outputs would be
equal. Furthermore, NaN values were handled in this part of the research. As mentioned in
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FIGURE 3.3: Average monthly solar power output (kW) over 2019

FIGURE 3.4: Average monthly wind power output (kW) over 2019

Section 2.3.2 there are several methods of handling missing data. Missing data in the time-
series were handled with care since time-series modelling relies heavily on continuous time
variables. In such a case, the missing value was inserted according to the continuity of the
series.
Missing values in the meteorological variables were filled by means of forwarding filling
because of the high correlation between lag values of meteorological variables, e.g. Figure
2.3.

Feature engineering

During the data preparation for this research 6 new features were constructed. The goal
of these new features was to prevent higher values for degrees, days of the year or hours
of the day from having a higher impact on the forecast. This is achieved by splitting such
variables into an x and a y part by using sine and cosine. In this way, the dependency on
higher values will normalize. The engineered features are 2 vectors that are a combination of
the wind speed magnitude and wind direction 3.7 and 3.8. There are 4 time-based features
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FIGURE 3.5: Average hourly power output (kW) over 2019 and 2020

that should include seasonality over the year, 3.9 and 3.10, and should include the daily
cycle of the sun by hourly projections 3.11 and 3.12.

vx = v · cos(θ) (3.7)

vy = v · sin(θ) (3.8)

Where, v represents the current wind speed in (m/s) and θ represents the wind direction
in degrees (◦).

Tyearday, cos = cos
(

2π · tday

ntotal, days

)
(3.9)

Tyearday, sin = sin
(

2π · tday

ntotal, days

)
(3.10)

Where, tday represents the current day of the year ranging from 1 to 365 and ntotal,days
represents the total number of days in the year.

Thourday, cos = cos
(

2π · thour

ntotal, hours

)
(3.11)

Thourday, sin = sin
(

2π · thour

ntotal, hours

)
(3.12)

Where, thour represents the current hour of the year ranging from 1 to 24 and ntotal,hours
represents the total number of hours in a day. A visual representation of the hourly x and y
components is shown in Figure 3.6.
As mentioned in Section 3.1.1 the wind turbines have individual measurement systems.
These measurement systems are programmed to return NaN values for all measured vari-
ables when the turbines aren’t operational. This unavailability is not registered as a separate
variable so this had to be constructed as a new feature. The unavailability is not a variable
with information on future operations.
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FIGURE 3.6: Plot of the hourly x- and y-component representing Equations
3.11 and 3.12 respectively.

Feature transformation

After scaling the acquired data, handling missing values and constructing new features the
data was standardized to even out the dependence on the predictions and to prevent looka-
head. The MinMaxScaler from the Scikitlearn package was used to standardize the features
before training the models.

3.2 Tree-based regression

This section provides the selection of the most important features to be used in the two
proposed models for prediction purposes. This selection of features is based on the PACF of
certain features and the feature importance method of computing SHAP values with a tree-
bas regression model XGBoost. After the selection of the most relevant features, the XGBoost
model was used for prediction purposes. Finally, the input infrastructure, hyperparameters
and evaluation of the predictions are presented.

3.2.1 Feature importance

The XGBoost model was used for both the feature importance method for prediction pur-
poses. This feature selection method was used for both the PV and wind models to enhance
the model performances and was used for the hybrid model to gain insight into the comple-
mentarity of both the power production and meteorological variables. All proposed models
were trained and optimized to outperform the benchmark methods. The hyperparameters
are given in Table 3.3.
When the models were trained and optimized the SHAP values were computed with the
use of the SHAP python package. With this information, a selection of features was made to
be used as inputs for the PV and wind models.

3.2.2 XGBoost as prediction model

The main reason a tree regressor was used as a first model type is that it includes the compu-
tation of SHAP values that enhances model performance by feature selection and because
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TABLE 3.3: A selection of hyperparameter settings for the three proposed XG-
Boost feature importance models.

Hyperparameter XGB models

Learning_rate 0.3

min_split_loss 0

max_depth 6

Subsample 0.5

n_estimators 1000

of the relatively simple infrastructure which makes it more convenient to implement any
adjustments to the model. This section presents the chosen input variables with respect to
their lag values, future information and the targets of the models.

With the use of the SHAP and PACF values for the different features a selection was made
for the models. Since for smart persistence, the sun height is used to scale the irradiance
prediction this was also used as an input for the XGBoost PV prediction model. The sun
height variable contains future information just as the time variables so, the models are fed
with the t + 1, t + 2, ... , t + 6 values of these features.
As can be seen from Figure 3.7, not all features contain the lag t − 3 value. The reason for
this is the low accompanying SHAP value and the lack of correlation when computing the
PACF. An example of a feature with low importance for higher lag values is the Availability
feature, as presented in Figure B.1. For the hybrid model, all features of the PV and wind
model were combined and are presented in Figure 3.8.
The target of all the models is the Power production and throughout the research this fea-
ture is predicted for t + 1, t + 2, ... , t + 6. Predictions beyond the 1-hour horizon were made
recursively, as explained in Section 2.5.5. Furthermore, the prediction set for all models had
a maximum and minimum value programmed so predictions couldn’t be larger than the
physical limit, i.e. the installed capacity. The hyperparameters for the models are presented
in Table 3.4.

TABLE 3.4: A selection of hyperparameter settings for the three proposed XG-
Boost models.

Hyperparameter PV Wind Hybrid

Learning_rate 0.3 0.3 0.3

min_split_loss 0 0 0

max_depth 6 6 6

Subsample 0.5 0.5 0.5
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FIGURE 3.7: Visual representation of the input features and output variables
for the solar models. This figure represents the 1-hour till 6-hour horizon.

3.3 Neural Network

This research proposes two machine learning models to predict future power production.
This section presents the design of the neural network and describes the optimisation pro-
cess of the hyperparameters.
As discussed in Section 2.5.2 a neural network is built out of a combination of neurons,
weights, layers and activation functions. It has the advantage of creating simple models
to predict complex datasets and large amounts of input variables. A neural network has
low computational costs due to this simplicity and efficient infrastructure and is able to
outperform more complex models, e.g. long-short-term memory (LSTM) models. A visual
representation of a simple neural network is shown in Figure 2.7.
Three different NN models were constructed in this research for studying the performance
of the proposed hybrid model infrastructure. Each model has been optimized individually
for its respective hyperparameters and neuron layout. The basic layout of the three models
is presented in Table 3.5. Each model has been tuned individually to maximize its perfor-
mance.
The input features were chosen according to the feature importance and PACF results as de-

TABLE 3.5: Layout of the three proposed NN models.

Layer Type Activation Parameter Optimization

Input Dense - # of features -

Hidden 1 Dense Relu 0-200 steps of 5

- Dropout - 0-0.7 steps of 0.01

Hidden 2 Dense Relu 0-100 steps of 5

Output Dense Linear 1
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scribed in Section 3.2.1, a visual representation of the hybrid feature infrastructure is shown
in Figure 3.8. The input feature infrastructures for the NN models are identical to the XG-
Boost input features. The main reason for this is the ability to compare the performance of
the models. Each model was optimized for the 1-hour ahead forecast horizon. For calcu-
lation of the 6-hour ahead forecast the recursive multi-step technique was used to compute
each hour in between, a visual representation is shown in Figure 2.11.

FIGURE 3.8: Visual representation of the input features and output variables
for the hybrid models. This figure represents the 1-hour till 6-hour horizon.

As mentioned, each model was trained and optimized individually. A neural network has
multiple hyperparameters to be tuned which can cause lengthy optimization processes. Im-
portant parameters that were included in the optimization algorithm are the number of
neurons in hidden layers 1 & 2, dropout factor, the optimiser (Adam or Stochastic Gradient
Descent), learning rate and batch size. The number of neurons increased with steps of 5,
the dropout factor with steps of 0.01, the learning rate with steps of factor 10 or logarithmic
steps and the batch size increased with steps of factor 2 starting from 1. The optimisers were
chosen from literature where Stochastic gradient Descent had an additional decay param-
eter that varied with a logarithmic step. The optimisers propagate information about the
gradients back to the hidden layers where weights and biases are updated to enhance per-
formance. The mean squared error (MSE) was used as the loss function for this process.
All parameters were mutated at random with 100 iterations to find the most optimal set of
parameters. The number of epochs was maximized at 500 with the implementation of an
early stopping callback with a patience of 5. This callback interrupted training when the
validation loss did not improve over five epochs.

3.4 Evaluation

In this research, the main method for measuring the accuracy of the models was the cal-
culation of the root-means-squared error (RMSE). As explained in Section 2.5.6 the RMSE
is widely used because of the preservation of the unit. This facilitates for comparing with



40 Chapter 3. Methodology

other predictions or with other comparable research. Furthermore, the RMSE has a low sen-
sitivity for large differences between the predicted value and the test value.
During the training of the NN, the mean-squared-error (MSE) was used to compute the
validation loss and eventually to update the weights and biases via backpropagation.

3.4.1 Valuation

Since one of the research objectives is to create insight into the financial benefit of imple-
menting a hybrid model with respect to the individual models, a valuation method will be
introduced in this subsection. During the research, a 6-hour ahead forecast was made re-
cursively for both the XGB and the NN machine learning technique. Since only a 6-hour
forecast was implemented the intraday and imbalance markets were used in the valuation
assessment. Some important rules for the method are:

• The valuation method is not based on making choices between markets or curtailment
strategies.

• Imbalance prices do not change upon bidding of the hybrid system.

• Only hourly bids are placed.

• The ’trader’ will have a passive strategy, meaning all differences between forecast and
delivery are bought or sold at the imbalance market.

FIGURE 3.9: Illustration of the trading timeline.

To compute an hourly positive or negative impact on the revenue first, the difference be-
tween prediction, at t, and actual delivery, at t + 6, was calculated. As visualized in Figure
3.9, the power forecast is indicated with P′

t+6 and the actual delivery is indicated by Pt+6.
For trading in the imbalance market, the regulation state of this market was taken into ac-
count. Since the regulation state is a measure in what state the energy throughput of the
imbalance market is. For signs 1, -1, 0 and 2 the value of the calculated imbalance delta, as
shown in Equation 3.13, is multiplied by either the marginal price of the upward bid, with
the marginal price of the downward bid, with both respective marginal prices or with a pos-
itive downward regulation and a negative upward regulation respectively (Veen, Abbasy,
and Hakvoort, 2010).

∆P = P′
t+6 − Pt+6 (3.13)

This calculation was performed for the following models: Persistence, XGB hybrid, XGB
summed, NN hybrid and NN summed. The final value creation of all models was set off by
the value creation of Persistence.
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3.5 Software and hardware

3.5.1 Software

The code for the models and figures was written in the Python 3 language. With the use
of PyCharm 2021.3 academic version, the JupiterLab Integrated Development Environment
(IDE) was utilised. The following packages were used for modelling purposes:

• keras 2.8.0

• scikit-learn 1.0.2

• tensorflow 2.8.0

• xgboost 1.6.1

3.5.2 Hardware

This research was performed on a desktop Lenovo Thinkpad X380 Yoga. Some key specifi-
cations are:
Processor: Intel(R) Core(TM) 8th Gen i7-8550U CPU @ 1.80GHz 1.99GHz.
Installed RAM: 16.0 GB (15.9 GB usable).
System type: 64-bit operating system, x64-based processor.
Windows specifications: Windows 11 Pro, version 21H2.
Progress was saved on a local drive and on the cloud-service of ’Box’.
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Chapter 4

Results & Discussion

This section presents the results from this research and discusses its applicability. First, the
results of the feature importance method are shown for the individual models in Section 4.1.
Then, the optimal hyperparameters are given for the neural network with their respective
validation losses in Section 4.2. Subsequently, the prediction results are visualized and eval-
uated on performance in Section 4.3. Lastly, the results of the valuation study are presented
in Section 4.4.

4.1 Feature Importance

An XGBoost tree regression model was used to compute the mean SHAP values to deter-
mine the impact input features would have on the forecast in this research. Higher SHAP
values mean higher importance on the predicted value. The SHAP values are both calcu-
lated for the PV and wind input variables as shown in Figures 4.1 and 4.2.
As can be seen from Figure 4.1, the current power (Power) has the highest dependency on

FIGURE 4.1: Mean SHAP values of the PV input variables calculated using
the tree regressor XGBoost.
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the 1-step ahead power forecast. Furthermore, the hour + 1 (coshour + 1) and the current
global irradiance (Globalirr) have high dependencies on the 1-step ahead forecast. The vari-
ables Year and Month were left out for the research for the lower dependencies since their
dependency is close to or already zero. These variables were replaced with the engineered
features as discussed in Section 3.1.3.

FIGURE 4.2: Mean SHAP values of the wind input variables calculated using
the tree regressor XGBoost.

As can be seen from Figure 4.2, the current power (Power_kgp) has the highest dependency
on the forecast value. Other important variables are current wind speed and temperature.
Lagged features are indicated with the variable name, a minus sign, and the respective lag
value. The high current power and wind speed dependency were as expected and aligned
with the literature. The high dependency on temperature could be linked to the density of
air having an impact on the turbine power curve. Variables like wind speed, wind direc-
tion vector, and availability seem to perform very poorly. The variable Year was left out
for further research since the mean SHAP value was zero. Vectorx and windx represent the
engineered features where wind speed is combined with wind direction and where wind
direction is split into an x- and a y-component, respectively. The latter was excluded for
further research.
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4.2 Hyperparameter optimisation

As mentioned in Section 2.5.2, the basic infrastructures of the neural network (NN) models
were determined before optimising the hyperparameters. All models had an input layer,
two hidden layers, a dropout factor and an output layer, as presented in Table 3.5. The
optimisation process performed 100 iterations, and the results are shown in Table 4.1.

TABLE 4.1: Results for the neural network hyperparameter optimisation.

Model Layer 1 Layer 2 Learning rate dropout Batch size Best val - loss

PV 75 20 0.001 0.05 2 0.0158

Wind 80 20 0.001 0.05 2 0.0074

Hybrid 90 32 0.001 0.1 2 0.0187

First, included hyperparameters in the optimization process were: layer size, learning
rate and dropout factor. The batch size was first excluded since, from literature and other
comparable studies was concluded that a value of 32, 64, 128 or 256 is common for best prac-
tice with the default value of 32 being a reasonably performing value. With this first set-up,
the RMSE (%) did not improve over 20% which is a fairly high error for power prediction
purposes. To enhance the performance the ranges of optimization were increased to widen
the search area for the algorithm. This did not improve the performance. Increasing the
layer size, for example, decreased the performance already from about 100 neurons. Then,
the batch size was included in the optimization algorithm with a search range of 2 to 256
with steps of factor 2. As can be seen from Figure 4.3, the batch size had an extensive impact
on the RMSE (%) of the 1-hour ahead forecast. The RMSE increased rapidly with increasing
batch sizes and had a maximum RMSE of 22.7 % for a batch size of 256. The batch size was
chosen to be 2 as this value represented the lowest RMSE of 6.48 %, this increased the com-
putational time by almost a factor of 2.
As explained in Section 2.5.2, the batch size is the number of samples used to compute the
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FIGURE 4.3: Accuracy results of the optimization algorithm for varying batch
sizes with steps of factor 2.
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error gradient for the learning algorithm. Having a larger batch size means the gradient
will be estimated over a more extensive set of samples which cancels out noise but induces
a higher generalization error. Lower batch sizes, lower than 32 in the case of the results in
Figure 4.3, reduce the generalization error. For noisy data, a lower batch size thus has a
positive impact on the performance since weights are updated more frequently. Since espe-
cially wind data can be classified as noisy data, a lower batch size would be preferable as a
hyperparameter for this research.

The result of the optimization of the learning rate is shown in Figure 4.4 where the RMSE
(%) is plotted versus the learning rate. The learning rate varied from 0.1 to 0.00001 with a
logarithmic step change.
Lastly, the dropout factor was chosen to be 0.05, 0.05 and 0.1 for the PV, wind and hybrid
models respectively. For values smaller than 0.1 the dropout layer had a positive impact
on the RMSE. Beyond a value of 0.1, the RMSE started to decrease. This might be relatable
to the size of the available training data. For larger datasets, a larger dropout factor has a
relatively lower impact and vice-versa.
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FIGURE 4.4: Accuracy results of the optimisation algorithm for varying learn-
ing rates with logarithmic steps.

4.3 Performance evaluation

This section presents the results of the prediction models and compares the proposed mod-
els concerning their RMSE performance. First, the 1-hour ahead prediction models are pre-
sented. Then, the multi-step ahead prediction models are discussed. Additionally, a com-
parison between the two proposed machine learning techniques is displayed.

4.3.1 1-hour ahead predictions

The main research question is to compare the performance of a proposed hybrid model per-
formance with the sum of the two individual models. One of the sub-questions to aid in
answering the main question is to verify if the individual models would outperform the
proposed benchmark methods. This subsection first displays the results of the benchmark
verification for both proposed machine learning techniques. Thereafter, the results of the
comparison between the sum and the proposed hybrid model are presented in more detail
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for the 1-hour ahead predictions.

Table 4.2 displays the RMSE values in percentage for the two proposed machine learning
models, wind persistence, smart PV persistence and the different model types. The RMSE is
normalized to enable comparison between the different model types. Since the installed ca-
pacities differ per model type it makes the comparison with the ordinary RMSE inaccurate.
The best NRMSE value per prediction model is displayed in bold.

TABLE 4.2: Results of the 1-hour ahead power predictions for the proposed
machine learning techniques and the four power prediction models.

Model PV NRMSE (%) Wind NRMSE (%) Sum NRMSE (%) Hybrid NRMSE (%)

Persistence 8.78 6.94 6.92 7.38

XGBoost 8.3 6.80 6.36 5.95

NN 8.43 6.24 6.70 7.11

Two important findings can be drawn from these results. First, both proposed machine
learning techniques for the individual models outperform the respective benchmark meth-
ods. This means the individual models produce relevant predictions. Secondly, it can be
observed that the XGBoost machine learning technique outperforms the neural network
overall with an average of 0.3 % over the four different prediction models. Thirdly, the Per-
sistence of the sum had a better performance than the hybrid Persistence method. The best
performing of the two was considered as the benchmark for further comparisons.
Lastly, no clear performance improvement of the hybrid models over the sum models can
be observed yet. This can also be seen in Figure 4.5. Here the monthly distribution for the
NN summed and hybrid model are presented. What can be seen is the summed model has
an overall more accurate performance than the hybrid model. With an average more accu-
rate performance of 0.41%. On the contrary, the XGBoost hybrid model does outperform the
XGBoost summed model. Figure 4.6 presents the hourly distribution of the NRMSE results.
During all night hours, the hybrid model outperforms the summed model. Whereas, during
the morning the summed model has overall better performance. This is possibly related to
the better performance of the individual PV model during these hours. Overall the Hybrid
model outperforms the summed model with 0.41%.

Detailed result discussion

This subsection provides a more detailed analysis of the results for the 1-hour ahead predic-
tions. The hourly and monthly NRMSE distributions for the individual PV and wind models
are, Figure 4.7 and 4.8 are shown in the appendix. What stands out in the PV XGBoost model
is the performance during sunrise. On average the persistence method is outperformed by
2.7% till hour 10. During peak hours the performance of XGB and persistence are almost
equal. During sunset, the XGB model outperforms persistence again. For the wind XGBoost
model, there is no clear pattern of hourly performance.

Figure 4.9a presents the hourly performance, expressed in NRMSE (%), for the hybrid
and summed XGBoost model. As is displayed in Table 4.2 and as can be observed from
Figure 4.9a the hybrid model outperforms the sum with an average NRMSE of 0.41% over
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FIGURE 4.5: Monthly NRMSE distribution for summed and hybrid NN mod-
els.
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FIGURE 4.6: Hourly NRMSE distribution of summed and hybrid XGBoost
models.

the entire test set. Several important findings can be drawn from the hourly NRMSE dis-
tribution. During sun hours, between hours 6 and 18, the hybrid model outperforms with
respect to the summed model with an average of 0.7%. Whereas between night hours the
hybrid model seems to underperform by almost 0.5% on average. This is the first indication
that the combination of PV and wind enhances performance over total power production
when both units are producing electricity.

Figure 4.9b presents the results of the NN model for the summed and proposed hybrid
model. As displayed in Table 4.2, the hybrid model has a higher NRMSE with respect to the
summed model over all the hours. This is a disappointing result since the summed model
outperforms the hybrid model with an average of 1.6%.

The dependence on seasonality has also been studied and the results for the XGBoost
wind power forecast for July and December are presented in Figures C.5 and C.6 respec-
tively. What can be drawn from these results is that the overall performance of the wind
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FIGURE 4.7: Hourly NRMSE distribution for PV XGBoost model.
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FIGURE 4.8: Hourly NRMSE distribution for wind XGBoost model.
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(A) XGBoost RMSE results.
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(B) Neural network RMSE results.

FIGURE 4.9: Hourly NRMSE distribution for sum vs. Hybrid models, 1-hour
horizon.

predictions is on average more accurate in July. On the contrary, the wind model only out-
performs the persistence method in December. One possible reason could be the more stable
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and lower average wind speed during summer, where persistence thrives.

Furthermore, Figure C.4 presents the comparison between the XGBoost hybrid model per-
formance in July and December. What can be seen is that the overall performance in De-
cember is lower than in July. Especially during night hours, the model seems to constantly
underperform in December. One reason for this difference in performance could be the more
intensive and unpredictable cloud cover during the winter months.

4.3.2 6-hour ahead predictions

After computing the performance of the 1-hour horizon models, the 6-hour horizon predic-
tions were made. These predictions were made for PV-, wind-, summed- and hybrid-model.
The results for the XGBoost and neural network (NN) predictions performances are pre-
sented in Table 4.3 and 4.4 respectively. Figures 4.11a and 4.11b show the graphs related to
the results for XGBoost and neural network respectively. The RMSE values are normalized
for the respective installed capacities to be able to compare the results.
From Figure 4.11a the following findings were observed. First, clearly, the summed and
hybrid model both outperform the persistence NRMSE for all horizons. Secondly, the pro-
posed hybrid model outperforms the summed model over every hour ahead horizon, with
an average NRMSE of 1.05%.
From Figure 4.11b the following findings were observed. First, clearly, the summed and hy-
brid model both outperform the hybrid persistence NRMSE. Secondly, the proposed hybrid
model outperforms the summed model beyond the 2nd hour ahead horizon. The hourly
distribution of the NRMSE for the 6-hour summed and hybrid XGBoost and NN models are
presented in Figures 4.10a and 4.10b respectively. These figures are in line with the finding
that both the XGBoost and hybrid models outperform the summed models at the 6-hour
horizon.
Furthermore, it can be seen that when comparing Figures 4.11a and 4.11b the XGBoost hy-
brid model has a more accurate performance than the neural network hybrid model over all
proposed prediction horizons.
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(A) XGBoost NRMSE results.
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FIGURE 4.10: Hourly RMSE distribution for sum vs. Hybrid models, 6-hour
horizon.

In Figures C.1 and C.2 the results for the PV and wind models are presented. What can be
seen is that in both the XGBoost and the NN models the PV predictions are performing bet-
ter in the 1 and 2-hour ahead horizon than the wind models. From the 3rd prediction hour
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ahead the XGBoost wind model starts outperforming the PV model and at the 6-hour ahead
the wind model outperforms the PV model by 2.34%. For the NN models, the wind model
outperforms the PV model by 1.46% at the 6-hour prediction.

TABLE 4.3: NRMSE performance results of the 6-hour ahead XGBoost models.

Hour 1 2 3 4 5 6

PV 8.31 10.02 11.41 12.35 12.55 13.56

Wind 6.80 9.80 12.30 13.60 15.10 15.90

Combined - persistence 6.92 10.31 13.01 15.4 17.58 19.13

Summed 6.36 8.10 9.56 10.46 11.22 11.88

Hybrid 5.95 7.43 8.35 9.25 9.93 10.38

TABLE 4.4: NRMSE performance results of the 6-hour ahead NN models.

Hour 1 2 3 4 5 6

PV 8.43 10.83 11.94 12.79 13.14 13.4

Wind 6.24 9.29 11.24 12.67 13.97 14.86

Combined - persistence 7.38 10.31 13.01 15.40 17.58 19.13

Summed 6.70 9.01 11.15 12.46 13.69 14.23

Hybrid 7.11 9.62 10.36 10.84 11.12 11.43
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(A) XGBoost NRMSE results.
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FIGURE 4.11: 6-hour ahead NRMSE performance results.

Detailed result discussion

This subsection provides a more detailed analysis of the results for the 6-hour ahead predic-
tions. When comparing the 6-hour ahead hourly NRMSE distribution of the neural network
in Figure 4.10b, with the 1-hour ahead hourly distribution of the neural network for the
wind predictions in Figure 4.9b. One finding is the 6-hour ahead prediction performance is
more constantly distributed over the hours of the day. This could be related to the different
profiles of PV and wind production over the whole day. Where PV is dominant between
hours 10 and 16, the wind is generally more dominant in the afternoon and at night. When
doing a 6-hour ahead forecast the overall average production profile could potentially have
a soothing effect on the error distribution.
Figures 4.5 and 4.12 present the monthly NRMSE distribution for the summed and hybrid
NN models. What can be seen is that the summed and hybrid follow the same seasonality
pattern with an average higher error during winter and a more accurate performance during
summer. The difference in performance near the 6-hour horizon is clearly increasing which
is in line with the results from 4.11b.
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FIGURE 4.12: Monthly NRMSE distribution for summed and hybrid NN
models.

4.4 Valuation

This section presents the results of the valuation performance of the five proposed models.
Table 4.5 shows the cumulative value creation for the XGB hybrid & summed model, the
NN hybrid & summed model and the persistence benchmark per remaining month. As can
be seen, both the hybrid models were the best-performing models. The NN summed model
and the persistence method have the worst cumulative performance. These differences are
mostly related to the imbalance delta, the difference between forecast and actual delivery,
∆P.

TABLE 4.5: Cumulative value creation per month of the 4 proposed models.
The highest cumulative value is shown in bold.

Month 8 9 10 11 12

XGB hybrid 8375 14918 20028 31360 43084

XGB summed 6031 14747 21894 31353 38839

Persistence 0 0 0 0 0

NN summed 7221 12939 19236 26699 35951

NN hybrid 7083 14462 24742 34839 42983

The best-performing model is found to be the XGB hybrid model. However, the difference
between the XGB and NN hybrid models is small at the end of the month. During the
period the NN hybrid model even outperforms the XGB hybrid model in the months of Oc-
tober and November. This might be counterintuitive since the XGB model had an overall
more accurate performance. The reason for this difference in accuracy and value creation
can be related to the regulation state factor of the imbalance market. This brings a luck factor
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into the cumulative value creation since a larger imbalance delta doesn’t directly result in
negative revenue.

Detailed result discussion

To explain this counter-intuitive result a more detailed description is presented in this sub-
section. In Figure 4.13 the cumulative value creation is presented for three days: July 6th,
7th and 8th. Two events are indicated with blue and red respectively. At the blue event, a
clear division in value creation between the four different models in PTU 1 can be observed.
The following happens during this PTU.
The regulation state of the imbalance market was 2. This means the imbalance delta is multi-
plied with a positive downward price or a negative upward price depending on the surplus
of the imbalance delta. What can be seen is that the XGB summed and NN hybrid do not
have an increase or decrease in the cumulative value creation. This is due to the fact that
both these models and Persistence produced a forecast that resulted in a shortage, negative
value, of the imbalance delta. When the regulation state is 2, the upward price is higher than
the mid price and the respective settlement price is positive the BRP has to pay TenneT.
Since the XGB hybrid and the NN summed had a surplus in the imbalance delta, the cumu-
lative value creation spiked at this event. Both because the other models had to pay for their
imbalance and because the price difference was a factor 15, as can be seen in Table 4.6. This
event indicates that the forecast error is not only important from a percentage point of view
but also if the error creates a surplus or a shortage. This could explain why in October and
November the NN hybrid model, which had a higher NRMSE, created more value than the
XGB hybrid model.

TABLE 4.6: Respective prices and regulation states of the two presented
events.

Event Up Down Regulation state

Blue 218.02 15.11 2

Red 22.88 22.88 -1

The PTU in the red event is the case with a regulation state of -1. This means the imbal-
ance delta is multiplied with the marginal downward price, 22.88 in this case. In this PTU
all models produced a forecast with a resulting shortage in the imbalance delta and per-
formed better than Persistence. The difference in value creation here is due to the size of
the resulting imbalance delta. For the XGB hybrid and NN summed model, this delta was
much smaller and resulted in a lower cost and thus a higher value creation with respect to
Persistence and the other models.
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Chapter 5

Conclusion & recommendations

5.1 Conclusions

The fast growth of installed renewable capacity has brought several challenges to the dutch
grid. First, the grid became full in terms of physical connection capacity. Secondly, grid
security is currently at risk due to the higher relative intermittency of the energy producers.
These two main challenges were the reason for this research on power forecasting of PV and
wind hybrid systems.

To best tackle the above-mentioned challenges in the Dutch grid, three topics were intro-
duced to create relevant insight and answer the main research goal. First, the individual PV
and wind models were built for the two proposed machine learning models. These models
were optimized with respect to their hyperparameters to minimize the RMSE metric. These
models were compared to the proposed smart PV persistence and wind persistence to en-
sure the relevancy of further research. Then, the proposed hybrid model was built and was
again optimized to reduce the RMSE metric. This optimisation process was repeated for the
1-hour ahead forecast till the 6-hour ahead horizon. The 6-hour ahead model was used to
evaluate the model performance with respect to the value creation in the energy market.
The final research goal was to compare the performance of the hybrid model with respect to
the individual models on NRMSE and value creation.

The individual models and the hybrid models all had their own set of input features and
hyperparameters. The input features for the PV and wind models were chosen with the use
of a feature importance method based on a tree-based regression model. The machine learn-
ing model was chosen to be the XGBoost (XGB) method. Then, the 1-hour horizon models
were constructed for the two proposed machine learning techniques: XGB and a neural net-
work. The hyperparameters were optimized with the use of a random search optimization
algorithm to reduce the RMSE metric and were first compared with the proposed persis-
tence benchmark methods.
The same process was repeated for the 6-hour horizon where four recursive models were
built with numerical weather prediction (NWP) data as extra input features. Finally, a com-
parison was made with respect to the prediction performance and the value creation of the
individual and hybrid models.

From the results of the above-mentioned research topics, several conclusions were drawn.
First, all proposed models outperformed the respective persistence benchmarks on the 1st
till 6th hour ahead prediction. Secondly, there was no clear increased performance for the
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hybrid model over the summed model for the 1-hour predictions. On the contrary, the XG-
Boost hybrid model did outperform the summed model for all prediction horizons beyond
the first hour. In addition, the NN hybrid model outperformed the NN summed model sig-
nificantly for the 6-hour ahead predictions. Thirdly, all the XGBoost models outperformed
the NN models for both the 1-hour and the 6-hour horizons. Lastly, the proposed summed
and hybrid models created more value than the persistence method. There is no clear rela-
tion between the performance on the NRMSE metric and created value for the 6-hour ahead
horizon. Since the hybrid NN model created more value in October and November while
the hybrid XGBoost had the most accurate performance. All proposed models created posi-
tive value with respect to Persistence over the studied period.

5.2 Limitations

During the research project, the following limitations were identified that had a potentially
negative effect on the results:

• Data origination. The data that was used for the PV models, were variables generated
by a separate online model PVGIS. These generated variables are based on NWP data
and satellite measurements. On the contrary, the input variables for the wind models
were real-time measurements for power and several meteorological variables. Since
the models were meant for local power prediction the PVGIS variables could have
potentially ignored local weather conditions such as cloud formation or shading.

• Data quality. Since the PV features were generated by the PVGIS tool, the data was
relatively clean and complete. The wind variables on the contrary had more impurities
and required pre-processing measures.

• Training, test and validation length. The length of the dataset was spread over 2
years, 2019 and 2020. This data was split over a training, test and validation set to
optimize and evaluate the models properly. This resulted in a test set that didn’t span
a whole year. In this way, not every month and every season could be evaluated.

• Spatial dependence. The location of the project was chosen to be in Terneuzen since
data of the wind farm KGP was made available. The results of this research are now
bound to this specific location and no conclusion can be drawn about hybrid systems
in general.

5.3 Recommendations

Based on the research, the following recommendations for future projects are proposed:

• In this research two machine learning techniques were proposed to construct both the
individual and hybrid models. Future research could implement an ensemble model
to find complementarities between different machine learning techniques.

• Next to the creation of ensemble models, novel machine learning techniques could be
introduced to this topic next to the proposed XGBoost and neural network models. As
presented in the literature review, multiple models have been found to be useful in
power forecasting.

• This research project is meant to study the prediction performance of hybrid system
modelling with real-time data. Since real-time PV data was lacking, the PVGIS tool
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was used. Future research could search for local hybrid systems with real-time data of
both PV and wind power production and meteorological measurements. In this way,
local weather dependence could be studied in addition to larger-scale weather impact.

• The value creation, in this research, was based on the 6-hour ahead forecast. Future
research could increase the prediction horizon and improve the trading strategy by
including the day-ahead market. Future research could investigate the similarities
between production profiles and the imbalance markets. In this way sizing of hybrid
systems could be optimized to reduce imbalance costs.

• To further extend the value creation algorithm, a battery could potentially be added
to the hybrid system so possible imbalance delta’s can be corrected near the actual
delivery.

• For the feature importance model, the 4-hour lagged variables were used to study the
dependence on the predictions. Future research could increase the amount of lagged
values to study if the daily cycle of PV and or wind power increases the forecast per-
formance.

• For this research three NWP variables were used for the multi-step ahead predictions.
Future research could increase the number of features and maybe use more advanced
tools to decrease the grid size.
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Appendix A

KGP location

FIGURE A.1: Screenshot of the Netherlands with the location of wind farm
Koegorspolder in Terneuzen (Lat: 51.284, Long: 3.849).
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Appendix B

Feature input infrastructure

FIGURE B.1: Visual representation of the input features and output variables
for the wind models. This figure represents the 1-hour to 6-hour horizon.
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TABLE B.1: Utilization of meteorological and Power variables of wind farm
Koegorspolder (KGP) and the PVGIS source.

Variable Wind 1h Wind 6h PV 1h PV 6h Hybrid 1h Hybrid 6h

Wind speed (KGP) X X - - X X

Wind speed (NWP) - X - X - X

Wind direction (KGP) X X - - X X

Wind direction (NWP) - X - - - X

Power (KGP) X X - - X X

Temperature (KGP, PVGIS) X X X X X X

Temperature (NWP) - X - X - X

Irradiance (PVGIS) - - X X X X

Power (PVGIS) - - X X X X

Sun height (PVGIS) - - X X X X
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Appendix C

Forecast performance evaluation
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FIGURE C.1: 6-hour ahead predictions for the XGBoost models.
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FIGURE C.2: 6-hour ahead predictions for the Neural Network models.
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FIGURE C.3: Hourly NRMSE distribution for hybrid XGBoost model.
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FIGURE C.4: Hourly NRMSE distribution for the hybrid XGBoost model.



Appendix C. Forecast performance evaluation 67

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Hour of the day

0

2

4

6

8

10

12

14
RM

SE
 (%

)
1-hour horizon wind power forecast, July

XGBoost
Persistence

FIGURE C.5: Hourly NRMSE distribution for the wind XGBoost model.
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FIGURE C.6: Hourly NRMSE distribution for the wind XGBoost model.
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