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ABSTRACT

Acidisation is one of the oldest techniques of enhancing oil recovery, going back more
than a 100 years ago. The accurate description of this physical and chemical phe-
nomenon is not a straightforward task. The Darcy law, which is commonly used
in continuum modelling at macroscale, fails when the porosity approaches the unity
due to a dissolution. In order to accurately capture the acidisation phenomenon, an
upscaling of Navier-Stokes equations is done from pore scale to Darcy scale. The
resulting equation is called the Darcy-Brinkman-Stokes (DBS) equation and the ap-
proach is called hybrid modelling. The hybrid modelling has the advantage of not
having to deal with jumps in velocity and pressure as it makes these variables con-
tinuous without any jumps at the interfaces.

The research presented here models the phenomenon using both the Darcy and
DBS approaches to study the differences. A single phase injection model in 1-D is
simulated to understand the flow dynamics and the chemical kinetics of a single
wormhole in idealistic assumptions. To study different regimes of wormholes forma-
tion, the 2-D model, implemented in Stanford’s Automatic Differentiation General
Purpose Research Simulator (ADGPRS), was employed. The shape of wormholes is
studied and is validated against the published results. The wormholes characteris-
tics, obtained in both Darcy and DBS models, are defined as a function of break-
through parameters and dimensionless variables. A convergence, sensitivity and
performance analysis is performed for key parameters to fully describe and under-
stand the differences in the 2-D solutions. Furthermore, the impact of co-injecting a
gas phase namely COᎴ is simulated and compared with the single phase injection in
both the models.
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1
INTRODUCTION

1.1. Literature review
The near-well area is the most accurately characterised region of the subsurface
porous media. Most logging tools capture the data such as porosity, resistivity, den-
sity, sonic time up to a high degree of accuracy, hence making the near borehole area
well distinguished. This detailed description can be used for an accurate study of
different processes related to well productivity. Based on these studies, we can pre-
dict and further optimize the performance of the well and in addition propose more
accurate models for the large scale representation of well.

One of these processes used to improve well’s productivity is a near-well acidis-
ing. Acid stimulation is one of the most employed techniques used in subsurface
engineering. The first patent for an acid job dates back to 1896 [3], and it is still
a widely used industry practice with a century after it was conceived. In 1994, 79%
of the stimulation jobs in the petroleum industry were comprised only of acid stimu-
lation [4]. Today, this technology is wildly employed in multiple industrial activities
including some geothermal projects [5, 6].

The growing global energy consumption and drive for cleaner energy has gener-
ated an immense interest in low enthalpy geothermal energy resources (LEGERs) as
an alternative and readily available resource. These resources, albeit under 100°C,
can be harvested to provide heating and power generation from household to in-
dustrial scale. One of the challenges encountered during the exploration of such
geothermal reservoirs is the poor hydraulic connectivity of wells caused by drilling
mud. A related and critical challenge is the natural precipitation of rock which leads
to a permeability reduction i.e. formation damage in the near-well area. Although
hydraulic stimulation along the entire reservoir can be applied to improve the effi-
ciency of such wells, the application of chemical stimulation to the near-well region
can also be effective without risks posed by fracking. There are strong similarities
between hydrocarbon and low enthalpy geothermal reservoirs in terms of extraction,
injection and well optimisation methods including matrix acidising [7, 8].

Another reason why the study of the near-well area is of considerable importance
is its impact on the overall pressure profile during extraction. In a radial flow well,
the first 20 ft accounts for 50% flowing pressure gradient drop and just the first 3 ft
account for 25% of it. If these near well areas are affected by formation damage, it
could have a pronounced effect on well performance [9]. To remove formation damage

1



2 1. INTRODUCTION

due to clogging of the pores and to restore and improve permeability, acid stimulation
is employed. If the acid is injected at a pressure above the fracture gradient, it is
called fracture acidising. The acid propagates across the face of the fracture and
penetrates deep into the reservoir. Another strategy is to pump the acid into the
reservoir below the formation pressure so that the acid flows, dissolving the damage
through the reservoir via the existing pores and the natural fractures. This strategy
is known as matrix acidising and it is studied in this report.

Figure 1.1: (a) Acid Stimulation of an hydrocarbon field. (b) A closer look at the complex dendrite shaped
wormholes around a well. Adapted from [1].

1.2. Modelling of acidisation
The modelling of acid stimulation depends heavily on how the flow properties are
handled in the solution. The physics of transport needs to be solved accurately and
on sufficient scale to model the system. The chemical description of the species, the
mineral-fluid reactions and their impact on the the physical model is of great interest
when it comes to acidising. The chemical species have several reversible and mutu-
ally non-exclusive reactions which alter the rate of the reaction. The thermodynamics
of the reactions has an impact on the chemical equilibrium of the species. There-
fore, the complex chemical thermodynamics and equilibria of these species need to
be handled well in a three-phase system of solid, liquid and gas. Although several
species and mutual interactions help to model the system accurately, it leads to a
rigid and complex solution. A wise choice of the key phenomena and simplification
of model without losing any resolution or accuracy also needs to be made a priority.

The main purpose of modelling the acid stimulation is to study the evolution of
wormholes. Wormholes are channels of dissolved carbonate rock with porosity close
or equal to 1. In the modelling process, they can be introduced as high permeability
channels for improved flow of fluid to the production tubing. When the acid is injected
at a very slow rate, the penetration is not effective. Extremely high rates of injection
lead to fracking and are not effective as the residence time is not enough for the acid
to react with the matrix. Hence, intermediate flow rates are desired. At the optimum
rates, the wormholes shape is ideal because the acid is spent for prolongation of
very few dominating wormholes [10]. Accurate representation of these wormholes is
paramount in developing the simulation model of the acidisation process. There are
generally two approaches to model a flow problem in porous media namely Darcy
scale approach and pore-scale approach.
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In 1856, Henry Darcy published his work on water flow in a sandpack which later
became known as the famous Darcy’s law [11]. This law is a great tool while dealing
with any flow in the porous media but it has its shortcomings, specifically, when it
comes to representing reactive fluid transport in COᎴ sequestration [12, 13] where
the permeability is low and the micro-scale flow model is complex. Similarly, Darcy’s
law fails to model the system accurately in the case of dissolution when the porosity
of the grid cells is high and nearly 100%. Moreover, modelling of a moving solid-fluid
boundary with Darcy’s law is a challenging task.

In the pore scale model, the porous media is explicitly defined. The pore and pore-
throat are resolved separately as an object with either the Stokes or Navier-Stokes’
equation. This can be seen as the solution of these equations for a flow past irregular
objects at a small scale. This approach is understandably intensive and difficult to
perform without exact mapping of the porous medium at high resolution. The prac-
tical problems at field scale require a large volume of rock mapping. This approach,
although direct, is not so practical to apply for large scale problems. Hence this pore-
scale is called Direct Numerical Simulation (DNS) or Micro-scale modelling [14]. For
this micro-scale modelling, the momentum equation for single-phase flow i.e. the
Stokes equation (subset of Navier-Stokes’ equations) is given by

∇𝑃 − 𝜇Δ�⃗� = 0, (1.1)

where 𝑃 is the fluid pressure, �⃗� the velocity, and 𝜇 the viscosity. The Darcy scale

modelling relies on an average definition of properties. Instead of explicitly resolv-
ing the millions of pores and pore-throats, Darcy scale model breaks it down to a
limited number of elementary volumes with a variable flow properties such as poros-
ity (volume fraction of solids) and permeability. Using these average properties, the
canonical Darcy’s law can be used to solve the flow problem. Since we translate
information from a very small scale to the Darcy scale, this approach is also called
Continuum modelling or Macro-scale modelling. Figure 1.2 illustrates the two ways of
modelling.

For the macro-scale, the momentum equation, based on a volume average ap-
proach (denoted by ⟨.⟩), is given by the Darcy’s law:

∇⟨𝑃⟩ + 𝜇
𝐾⟨�⃗�⟩ = 0, (1.2)

where 𝐾 is the permeability. The second term in the equation describes the dissipa-
tive momentum loss due to solid-fluid interactions.

Most of the existing research work on carbonate acidising has been done with
a Darcy approach [1, 2, 10, 15]. While being quite useful for understanding the
wormhole formation, these approaches do not capture all dissolution phenomenon
at high fidelity. In particular, the Darcy model is more appropriate for a macro-
scale simulation and it is not completely sufficient in situations where the (averaged)
porosity is approaching 1. An accurate upscaling of pore-scale equations from the
micro-scale to the macro-scale scale or multiscale approaches (e.g. [16–18]) should
ideally resolve this issue. It is first proposed by Brinkman [19] that the equation ca-
pable to bridge the two scales should be reflected by Darcy’s law with an additional
term 𝜇ᖤΔ�⃗� which he motivated purely by a mathematical consideration that it is im-
possible to pose a boundary condition between the first order Darcy’s equation and
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second order Stokes’ equation. This additional term comes directly from the Stokes
equation and physically it describes the viscous shearing stresses acting on a vol-
ume element of fluid. The viscosity coefficient, 𝜇ᖤ, can be different from the true fluid
viscosity, 𝜇.

The resulting equation is called the Darcy-Brinkman-Stokes (DBS) equation and
can be written as

∇⟨𝑃⟩ + 𝜇
𝐾⟨�⃗�⟩ − 𝜇

ᖤΔ⟨�⃗�⟩ = 0. (1.3)

The advantage of this model is that it converges to the Darcy’s law in the control
volumes with low permeability and resolves to the Stokes’ equation in control volumes
with very high permeability. This approach introduces a diffusive layer between solid
and void domains and effectively handles the velocity jumpwhich needs to be resolved
in other approaches (e.g. a two-domains approach). This modelling method is aptly
referred to as the hybrid modelling or micro-continuum modelling. This hybrid model
henceforth is a primary simulation tool used in this research work.

Figure 1.2: (a) Direct Numerical Simulation(DNS) modelling of a typical porous media (b) Volume averaged porosity
mapping in Darcy/Continuum modelling.
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1.3. Research goals
In this thesis, we study the acidisation phenomenon using a micro-continuum ap-
proach with hybrid modelling. The main focus is to understand the difference in-
troduced by DBS approach in comparison to the classic Darcy model and if these
differences are significant enough to prefer the more computationally expensive ap-
proach of DBS.

First, a simple 1D model of a reservoir with constant acid injection is simulated
using Darcy model in MATLAB to understand the governing equations and to check
if this set-up is sufficient to study the phenomenon of acidisation. An incompress-
ible flow with a first order reaction, controlled by the rate of convection, is taken in
the starting model. While this tool is capable to address some questions related to
acidising process, it is not sufficient enough to model wormholes.

That is why we employ both the Darcy and DBS models developed in Stanford’s
Automatic Differentiation General Purpose Research Simulator (ADGPRS) [20–26].
The momentum equation is solved using the Darcy-Brinkman-Stokes equation. Pa-
rameters such as resolution, Damkohler number (Da), Peclet (Pe) are analysed in
order to measure the impact of reaction, convection, and diffusion time. The injec-
tion rates are changed to study the types of wormhole formed and their breakthrough
time. The breakthrough pore volume (𝑃𝑉ᐹᑋ) is used to measure the volumes of acid
needed for the wormholes to reach the boundary of the domain. A study on the im-
pact of heterogeneity and confinement is also performed to measure the effect on the
breakthrough time and the type of dissolution pattern. Finally, the impact of gas
co-injection is simulated and compared with the single phase injection.





2
GOVERNING EQUATIONS

In the present challenge to predict the acidisation and to optimise the acid-job for
the entire formation, it is fortunate that studying the near well area and its char-
acterising helps us to predict the acidisation growth along the formation. Hence,
the thesis is titled, focusing on modelling of the near-well zone. This section elu-
cidates the modelling approach employed in the developed MATLAB code and the
model, implemented in Automatic Differentiation General Purpose Research Simula-
tor (ADGPRS), developed by the SUPRI-B research group at Stanford University. The

governing equations for reactive transport involve a combination of mass conserva-
tion, kinetic reaction model for chemical species, and momentum conservation. A
two-phase model of solid (s) and fluid phase (f) is considered with water, acid, re-
action product, and solid components. Molar variable formulation is used to solve
the governing equations, as described in [21]. The coupled system of equations is
spatially discretised employing a finite-volume scheme with a two-point flux approx-
imation. The non-linearities are handled using Newton’s method and the resulting
linear matrix system is solved using the Parallel Sparse Direct Solver (PARDISO) [27].

2.1. Conservation of species
General form of the mass conservation equation for 𝑖ᑥᑙ fluid component is given by

𝜕
𝜕𝑡 (𝜙

ᑛᎾᑅᑡ

∑
ᑛᎾᎳ

𝑥ᑚᑛ𝜌ᑛ𝑆ᑚᑛ) + ∇.
ᑛᎾᑅᑡ

∑
ᑛᎾᎳ

(𝑥ᑚᑛ𝜌ᑛ�⃗�ᑛ − 𝜙𝜌ᑛ𝑆ᑛ𝐷ᑚᑛ∇𝑥ᑚᑛ) =
ᑜᎾᑅᑣ
∑
ᑜᎾᎳ

𝜈ᑚᑜ𝑟ᑜ (2.1)

where the variables are:

• 𝑥ᑚᑛ = Mole fraction of 𝑖ᑥᑙ component in 𝑗ᑥᑙ phase

• 𝜌ᑛ = Molar density of 𝑗ᑥᑙ phase

• 𝑆ᑛ = Saturation of 𝑗ᑥᑙ phase

• 𝐷ᑚᑛ = Diffusion coefficient tensor

• 𝑉ᑛ = Velocity of 𝑗ᑥᑙ phase

• 𝜈ᑚᑜ = Stoichiometric coefficient of 𝑖ᑥᑙ component in 𝑘ᑥᑙ reaction

7



8 2. GOVERNING EQUATIONS

• 𝑟ᑜ = Reaction rate of 𝑘ᑥᑙ reaction
(𝑁ᑡ is the number of phases, 𝑁ᑣ is the number of reactions.)

The solid species is dissolved into the liquid phase and the solid concentration
decay can be accounted as

𝜕𝐶ᑤ
𝜕𝑡 =

ᑛᎾᑅᑣ
∑
ᑜᎾᎳ

𝜈ᑤᑜ𝑟ᑜ (2.2)

where 𝐶ᑤ is the solid concentration over the control volume. Note that the fluid com-
ponent concentrations are defined over the net fluid (= pore) volume and the solid
concentration is defined over the entire control volume which includes fluids + solids.

2.2. Momentum balance
Usually the relationship between pressure and velocity is given by the canonical
Darcy’s law [11]. The velocity of the 𝑗ᑥᑙ phase is given by

�⃗� = −𝐾𝜇 ∇𝑃. (2.3)

The key difference between the Darcymodel and the Darcy-Brinkman-Stokes (DBS)
model is the handling of control volumes with high porosity. Since it is incorrect to
apply Darcy’s Law in regions with near 100% porosity, the simulation model obtained
with Darcy’s is therefore not as accurate as the Stokes’ model used for an open chan-
nel flow. One way to avoid this shortcoming is to allocate regions with high porosity
and apply Stokes’ equations there when Darcy’s law can be applied elsewhere. How-
ever, this approach requires some correction to the boundary of these regions to
preserve continuity.

Instead, one can employ the Darcy-Brinkman-Stokes’ (DBS) equation. It is a uni-
fied, single continuum approach that is valid for the described problem since it in-
herently takes into account the amount of open channel and porous media in the
control volume. The DBS equation is given by

∇𝑃 + 𝜇
𝐾�⃗� −

𝜇
𝜙Δ�⃗� = 0 (2.4)

The third term in the equation is the dissipative viscous forces encountered in the
free channel. In contrast to the Stokes’ equation, the viscosity is no longer 𝜇 but
an effective viscosity given by 𝜇/𝜙. The fluid does not have its original viscosity on
account of momentum dispersion as reported by Liu and Masliyah [28] (chapter 3,
page 100). Although there is no clear consensus on the application of effective vis-
cosity [29], numerical simulations done by Ochoa-Tapia and Whitaker [30] confirm
that the effective viscosity is indeed increased by a multiplier of 1/𝜙. Hence, this
modification was done to the Brinkman equation consistent with other experimental
and simulation works [13, 31–36]. Consider the application of the above equation to
the control volumes shown in 2.1:

• In the red control volume, there is no porous medium present and hence the
Stokes’ equation can be applied to calculate the pressure drop. Here, the DBS
equation is valid too, as the second term, ᒑᑂ �⃗�, becomes zero as there is no flow
resistance in the open channel (𝐾 → inf).
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Figure 2.1: Schematic of a reservoir with open channel (red), porous region (cyan) and both (yellow).

• In the cyan control volume, the entirety is filled with porous medium and we
can use the classic Darcy’s law. In the DBS equation, the third term, −ᒑ

ᒣΔ�⃗�,
becomes insignificant in comparison to the dominating flow resistance term.

• In the yellow control volume, the boundary between porous media and void
is present. This problem is solved with the single continuum equation with
accounts for both the flow resistance and dissipative viscous forces proportional
to the porosity.

2.3. Chemical reactions
The chemical reaction is assumed to be a simple first order kinetic reaction consistent
with dissolution of rock with acid

Acid + Solid → Product,

where the reaction rate is given by

𝑟 = 𝛼𝐶ᑤ𝑧ᑒᑔᑚᑕ. (2.5)

Here 𝛼 is the reaction rate constant and 𝑧ᑒᑔᑚᑕ is the acid concentration.

2.4. Constitutive relations for porosity and permeability
The distinctive feature of reactive transport in comparison with normal single phase
flow is that the porosity and permeability fields are no longer constant and must be
updated as the acid dissolves the carbonate matrix. This porosity increase has a
direct relationship with the remaining amount of solid concentration left, which is
given by

𝜙Ꮂ = 𝜙ᑚᑟᑚᑥᎲ + (𝜈ᑤᎲ − 𝜈ᑤ), (2.6)

where 𝜈ᑤ = ∑𝐶ᑤ𝜈ᑞᑤ is the volumetric fraction of solid concentration in the control
volume and 𝜈ᑤᑠ is the initial volumetric fraction the solid (𝜈ᑞᑤ is the molar volume).
The difference between 𝜈ᑤ and 𝜈ᑤᑠ address the amount of solid volumetric fraction
dissolved i.e. the amount of porosity increase in the control volume.
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The updated values of 𝜙Ꮂ are used to update the porosity field due to the pressure
change

𝜙 = 𝜙Ꮂ [1 − 𝑐ᑣ(𝑝 − 𝑝ref)] , (2.7)

where 𝑐ᑣ is the formation compressibility factor, 𝑝 the pressure in the control volume,
𝑝ref the reference pressure.

Since it is well established that porosity and permeability are strongly related and
there exist several poro-perm relationships, we need to apply one such relationship
to update the permeability field after the deposition of solid. In this study, we employ
a Kozeny-Carman relationship [37, 38] for this update

𝐾
𝐾Ꮂ

= 𝜙Ꮅ(1 − 𝜙Ꮂ)Ꮄ
(1 − 𝜙)Ꮄ𝜙ᎵᎲ

, (2.8)

where 𝐾 and 𝐾Ꮂ are the current and initial permeabilities, respectively.



3
SINGLE WORMHOLE PROPAGATION

The starting point of our study is related to the better understanding of the worm-
hole phenomenon and its sensitivity. As the first step towards this goal we are using
a 1D dissolution model which describes an idealistic propagation of a single uni-
form wormhole. The general governing equations (2.1,2.2,2.3) are presented here in
a simplified form, discretised and solved sequentially in a MATLAB code with the as-
sumption of a single phase incompressible Darcy flow under isothermal conditions.

3.1. Discretisation of the governing equations
The discretised model was initially solved in MATLAB code using IMPEC (IMplicit
Pressure Explicit Concentration) approach. The overall scheme, describing the solu-
tion procedure, is shown in Fig. 3.1.

Figure 3.1: Flowchart for Darcy model simulation of carbonate acidisation

11
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Step 1: Pressure solver For an incompressible flow, the mass conservation of a 𝑖ᑥᑙ
species in 𝜔ᑥᑙ phase is given by

𝜙𝜕𝑆ᒞ𝜕𝑡 − ∇ ⋅ (𝜆ᒞ∇𝑝) = 𝑞ᒞ. (3.1)

Where 𝑆ᒞ is the saturation of 𝜔 phase, p is pressure, 𝜆ᒞ is the mobility and 𝑞ᒞ is
the source term.

The total pressure equation can be obtained by summing up the mass conser-
vation equation for each component. The summation of equation 3.1 over all the
phases leads to -

−∇ ⋅ (𝜆∇𝑝) = 𝑞. (3.2)

Where 𝜆 is total mobility and 𝑞 is the source term.
This equation can be discretised using the finite difference method and written

for cell i to obtain

(−𝜆ᒟᑡᒟᑩ)
ᑚᎼ ᎳᎴ −(−𝜆ᒟᑡᒟᑩ)

ᑚᎽ ᎳᎴ

Δ𝑥 = 𝑞ᑚ, (3.3)

(−𝜆𝜕𝑝𝜕𝑥)
ᑚᎼ ᎳᎴ

= −𝜆ᑚᎼ
Ꮃ
Ꮄ

ᑥ
𝑝ᑚᎼᎳ − 𝑝ᑚ
Δ𝑥 . (3.4)

Where 𝜆ᑚᎼ
Ꮃ
Ꮄ

ᑥ is the harmonic averaged mobility at the interfaces of cell i and i+1
and Δ𝑥 is the grid size.

Substituting equation 3.4 in equation 3.3 reduces the pressure solution to a linear
system of the form Ap = q which can be solved to obtain the pressure solution.

Step 2: Velocity solver After the pressure in each grid cell is obtained, the veloc-
ity (flux) is obtained using the Darcy’s law:

�⃗�ᑚᎼ ᎳᎴ = −𝜆
ᑚᎼ ᎳᎴ
ᑥ (𝑝ᑚᎼᎳ − 𝑝ᑚΔ𝑥 ) . (3.5)

Where �⃗�ᑚᎼ ᎳᎴ is the velocity on the interface between cells i and i+1

Step 3: Transport solver The general advection-diffusion equation with reactive
transport is given by

𝜕 (𝜙𝐶)
𝜕𝑡 + ∇ ⋅ (�⃗�𝐶) − ∇ ⋅ (𝜙𝐷∇𝐶) = −𝛼𝐶. (3.6)

Where 𝐶 is the concentration of the species, 𝛼 is the reaction rate constant, �⃗�
is the velocity, 𝜙 is the porosity and 𝐷 is the effective Dispersion tensor. Assuming
porosity is constant during the timestep Δ𝑡, the equation reduces to

𝜙𝜕𝐶𝜕𝑡 + ∇ ⋅ (�⃗�𝐶) − 𝜙𝐷∇ ⋅ (∇𝐶) = −𝛼𝐶. (3.7)
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Solving the equation 3.7 explicitly and using upwind approximation for the second
term for 𝑖ᑥᑙ grid cell, the concentration for the grid cell becomes

𝐶ᑟᎼᎳᑚ =

𝐶ᑟᑚ (ᒣᑚᏺᑥ −𝛼−
Ꮄᐻᒣᑚ
ᏺᑩᎴ −

ᑍ⃗ᑟ
ᑚᎼᎳᎴ
ᏺᑩ )+𝐶ᑟᑚᎽᎳ(

ᑍ⃗ᑟ
ᑚᎽᎳᎴ
ᏺᑩ + ᐻᒣᑚ

ᏺᑩᎴ)+𝐶
ᑟ
ᑚᎼᎳ (ᐻᒣᑚᏺᑩᎴ )

ᒣᑚ
ᏺᑥ

. (3.8)

Step 4: Porosity update The increase in acid concentration leads to a decrease in
the porosity. This change is governed by the equation

𝜕𝜙
𝜕𝑡 =

𝜈𝛼𝐶ᑟᑚ
𝜌ᑤ

. (3.9)

Where 𝜈 is the stoichiometric coefficient, taken as 1 for the reaction and 𝜌ᑤ is the
density of the rock.

The discretisation of the above equation gives the porosity in the cell as :

𝜙ᑟᎼᎳᑚ = 𝜙ᑟᑚ +
Δ𝑡𝜈𝛼𝐶ᑟᑚ
𝜌ᑤ

. (3.10)

Step 5: Permeability update The poro-perm relationship to update the increase in
permeability due to increasing porosity is taken from Panga et al. [15]. It is given by

𝐾 = ( 𝜙𝜙ᑠ
) exp(𝑏(𝜙 − 𝜙ᑠ)1 − 𝜙 ) . (3.11)

Where 𝐾 is the permeability, 𝜙ᑠ is the initial porosity and b is a fitting parameter
taken as 1.2 in this simulation.

Once the permeability is updated, the pressure solver is now updated with this
new permeability field to recompute the pressure profile (step 1), the resulting veloc-
ity profile (step 2) and the subsequent changes in porosity and permeability. This
process is described in the Fig. 3.1 and is repeated until breakthrough or end of the
simulation.

3.2. Simulation results
Here we present the results of the first simulation study, related to the sensitivity of
wormhole growth to the reaction rate. The porosity distribution is shown in Fig. 3.3.
You can see that the obtained profiles are much steeper than in the case of simple
advection-diffusion equation due to the reaction term which dominates diffusion.
Hence the fronts are no longer smoothly and steadily declining.

For lower reaction rates i.e. for smaller values of reaction rate constant, 𝛼, the
porosity field first displays an exponential decline for smaller reaction rates as the
reaction time scale is now larger than the flow time scale and there is insufficient
time for the incoming acid to dissolve all of the rock. Hence at low acid reaction rate,
the porosity at the entrance does not start from 1. On increasing the reaction rate,
the acid now has more than sufficient time to dissolve the rock and the porosity field
in the initial length of the rock is now 1 as the rock is dissolved in that length. The
unconsumed acid going past this dissolved region i.e. the ’wormhole’ is less than
what is needed to dissolve the rest of the rock and therefore we see a decline in the
porosity field.
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Figure 3.2: Changing dissolution front for increasing ᎎ i.e. reaction dominating advection.

Figure 3.3: Growth of wormhole in 1D domain with increasing time - porosity evolution
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Figure 3.4: Growth of wormhole in 1D domain with increasing time - pressure curves.

3.3. Conclusive remark
While the 1D model seems quite useful for addressing some characteristics of worm-
hole dynamics, it cannot address the most important question related to the worm-
holes spatial distribution. In addition, a significant difference between 1D and 2D
models has been reported in the past [39]. Because of this, we decided to focus on 2D
simulations in our study. Due to the computation limitations of the MATLAB, a sim-
ulation model based on both Darcy and DBS approach, implemented in Stanford’s
ADGPRS framework, will be used in the following sections.





4
VALIDATION OF 2D MODEL

In this chapter, we adapt the dissolution model developed in AD-GPRS simulator.
First, we compare our 2D simulation results with the simulation study performed
by Cohen [2]. His study is based on a core-scale non-equilibrium model proposed
in [1]. To test the applicability of the model to acid injection, we finally compare it
with 1D solution obtained in the previous chapter under idealistic assumptions. In
this study, we assume an incompressible flow in the absence of gravity effects.

4.1. Cohen’s simulation model
The governing equations used in the work by Cohen et al. [2] are similar to the ones
used in the previous chapter to develop the 1D simulator. A first order, irreversible
reaction in a heterogeneous reservoir for incompressible flow was modelled under
isothermal conditions. The slight difference was in the consideration of effective dif-
fusivity which was taken as 𝜙𝐷 in equation 3.6 is reduced to just D, i.e. making it
independent of the porosity. This assumption is valid for low diffusion coefficients,
which is the case in the current simulation.

A 2D carbonate block of dimensions 25 x 40 x 0.1 cm is simulated with an in-
jection concentration of 𝐶ᐸᒇ = 210 [𝑘𝑔/𝑚Ꮅ] and stoichiometric coefficient 𝜗 as 1, for
a first order irreversible reaction. The initial porosity of this domain is 0.36. The
permeability of the model is 1 mD and a small perturbation of 5% in permeability
field is introduced to mimic the micro-scale heterogeneity as shown in the Fig. 4.1.
The fluid is injected from the left face at a constant injection rate while the pressure
at the downstream boundary is kept constant.

The model in AD-GPRS is solved using a Fully Implicit Method (FIM). The sim-
ulation parameters used in the validation and in the simulations that follow in the
further chapters are shown in the Tab. 4.1.

4.2. Validation against Cohen’s model
With the resolution of [100x160] cells, the following results were obtained with the
Darcy model after injecting 0.7 Pore Volumes, as shown in the Fig. 4.2.

As you can see, the results qualitatively reproduce the Cohen model except for
few unimportant details. While both conical and ramified regimes look quite similar,
the dominant wormhole is more pronounced in Cohen model. We can address these

17
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Figure 4.1: Fine scale heterogeneous permeability field of 1 mD + 5% with a resolution of [100x160] cells.

Parameter Property Value Units

𝐾 Permeability 1.0 mD

𝐿ᑪ Height 0.4 m

𝐿ᑩ Length 0.25 m

𝜙 Porosity 0.36 -

Δ𝐾 Permeability perturbation 5 % -

𝛼 Reaction rate constant 10 1/𝑠
𝑥ᑒᑔᑚᑕᑚᑟᑚ Initial Acid concentration 0.001 -

𝑥ᐿᎴᑆᑚᑟᑚ Initial Water concentration 0.997 -

𝑥ᑒᑔᑚᑕᑖᑢ Equilibrium Acid concentration 0.1 -

𝑥ᑒᑔᑚᑕ Concentration of acid in injection 0.7500

𝑥ᐿᎴᑆ Concentration of Water in injection 0.2498

𝑃ᐹᐺ Pressure boundary condition downstream 100

𝐷 Diffusivity 10ᎽᎻ 𝑚Ꮄ/𝑠

Table 4.1: Simulation parameters used for acid stimulation modelling

Figure 4.2: Darcy model simulations with AD-GPRS. Wormhole dissolution patterns for increasing injection velocity:
(a) Compact Dissolution; (b) Conical Wormhole; (c) Dominant Wormhole; (d) Ramified Wormhole.
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differences to the different solution methods and resolution. In the next chapter, we
will perform the resolution study to address the second issue.

The variation in the type of wormhole formation with increasing velocity was ob-
tained in Cohen’s study as shown in the Fig. 4.3. The shape of the wormholes for
a given velocity range is consistent with the experimental findings [1] and the later
simulation studies [39]. Notice that a Darcy-type model was used in [2].

Figure 4.3: Wormhole dissolution patterns for increasing injection velocity. The red field represents region with
100% porosity. The resolution is 200 x 800 cells. Reprinted from [2].

4.3. Comparison with DBS model
In addition, we perform the comparison between results of simulation with Darcy
and DBS model. Here we employed a newly introduced implementation of a separate
momentum equation in AD-GPRS framework. In this implementation, the velocity at
gridblock interfaces is used as independent variables.

The Darcy-Brinkman-Stokes model gave a result in agreement with the Darcy
results as can be seen in Fig. 4.4. However, you can notice that the development of
fingers and breakthrough moment happened much later with DBS approach than in
the Darcy model as evident from the Fig. 4.4. The volume of the dissolved rock (red
colour) in the DBS simulation after the injection of 0.7 PVI is not the same as the
one in Fig. 4.3. This difference can be explained by the effect of the free flow which
is only addressed in DBS model.

The results obtained by AD-GPRS are therefore consistent with the findings of
Cohen et al. The differences in the source point of different wormholes in each domain
is due to the difference in the degree of heterogeneity and the local permeability
patches nearest to the injection face. Another key parameter that affects the quality
of the results is numerical diffusion which will be discussed later. In addition, the
DBS model seems to have a big impact on the results of wormhole propagation.

4.4. Comparison with 1D results
In this section, we compare the 2D results of simulation against the 1D results devel-
oped in Chapter 3. Here we study a cross-section of a 2D simulation. Since an exact
comparison of 1D and 2D results is not expected to give any match, we, therefore
perform a qualitative validation. For the current case, the dominant wormhole for
a Darcy model is presented for several fractions of breakthrough time as illustrated



20 4. VALIDATION OF 2D MODEL

Figure 4.4: DBS model simulations with AD-GPRS. Wormhole dissolution patterns for increasing injection velocity:
(a) Compact Dissolution; (b) Conical Wormhole; (c) Dominant Wormhole; (d) Ramified Wormhole.

in the Fig. 4.5. The most dominant wormhole is studied in this case, which is marked
out in the figure.

The 1D results obtained from the cross section of 2D simulation are shown in
the figure below. The porosity fields have the same shape and trend as obtained in
Chapter 3. The pressure maps are a bit smeared and have a front that is leading with
time. This can be addressed due to the variable velocity in x-direction, performed in
the case of 2D simulation, as well as a limited (but still non-zero) flux in y-direction.
These results confirm the fact that the wormhole propagation cannot be studied ef-
fectively by modelling of 1D wormhole propagation in idealistic assumptions.
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Figure 4.5: Darcy model - Dominant Wormhole dissolution patterns for increasing time.
Top : Porosity profiles ; Bottom: Pressure profiles for the times ፓ  ኺ.ኼፓᐹᑋ, ፓ  ኺ.ፓᐹᑋ, ፓ  ኺ.ፓᐹᑋ and
ፓ  ኺ.ዃፓᐹᑋ.

Figure 4.6: 1D results obtained from the cross-section marked in 4.5.
Left: Porosity profiles; Right: Pressure profiles for the times ፓ  ኺ.ኼፓᐹᑋ, ፓ  ኺ.ፓᐹᑋ, ፓ  ኺ.ፓᐹᑋ and
ፓ  ኺ.ዃፓᐹᑋ.





5
NUMERICAL CONVERGENCE STUDY

In this chapter, we will demonstrate that our solution is fully numerically converged
independent of the type of wormhole formation for two models for momentum equa-
tion: Darcy and Darcy-Brinkman-Stokes. In addition, we will introduce the new
characteristic – Pore Volumes for Breakthrough (PVBT) – to quantify the differences
in solution independent from the wormhole pattern.

5.1. Effect of resolution on capturing the phenomenon
The impact of resolution is studied by simulating the acidisation on four degrees of
resolution which are subjectively classified as follows: In Fig. 5.1 and Fig. 5.2 you

Very coarse - [25x40] cells

Coarse - [50x80] cells

Fine - [100x160] cells

Very Fine - [200x320] cells

can see the porosity distribution after injecting of 0.7 PVI at different resolutions
for a conical wormhole regime. Although the finest scale used here has just 64,000
cells in comparison to 160,000 cells used by Cohen et al. [2], you can see that this
resolution is sufficient to get fully convergent results. Here, to reduce the influence
of heterogeneity of permeability to the convergence study, the heterogeneity pattern
was generated for the coarsest model and downscaled to its finer resolutions.

Another trend evident from the figures of a wormhole in ramified regimes shown
in Fig. 5.1 and Fig. 5.2. In all of these regimes, both the Darcy and DBS models
give a faster breakthrough on finer-scale grid. This deviation of the results from the
reference solution can be attributed to the effect of the numerical diffusion.

Every mathematical solution to a physical problem is usually an approximation
with an error which depends on the numerical method adopted. In the case of solving
the Advection-Diffusion equation, the first order of discretisation in space and time
adds an additional ’spreading of the solution’. This smearing of the solution leads
to the additional diffusive term and therefore the wormholes obtained are wider and
propagate slower than the reference solution.

23
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Figure 5.1: Darcy model - Conical wormhole at same 0.55 PVI for (a) Very Coarse [25×40], (b) Coarse [50×80],
(c) Fine [100×160], (d) Very Fine [200×320] (ፐ  ኻ.ዀ ⋅ ኻኺᎽᎶ፦Ꮅ/፝ፚ፲).

Figure 5.2: DBS model - Conical wormhole at same 0.55 PVI for (a) Very Coarse [25×40], (b) Coarse [50×80],
(c) Fine [100×160], (d) Very Fine [200×320] (ፐ  ኻ.ዀ ⋅ ኻኺᎽᎶ፦Ꮅ/፝ፚ፲).
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[25x40] [50x80] [100x160] [200x320]

Numerical Diffusion [ ᑞᎴ
ᑕᑒᑪ ] 0.0432 0.0232 0.0132 0.008

Physical Diffusion [ ᑞᎴ
ᑕᑒᑪ ] 8.6𝑥10ᎽᎷ 8.6𝑥10ᎽᎷ 8.6𝑥10ᎽᎷ 8.6𝑥10ᎽᎷ

Table 5.1: Comparison of numerical and physical diffusion coefficients.

For the employed numerical scheme, the mathematical form of numerical dif-
fusion is 𝐷ᑅᑦᑞ = Ꮃ

Ꮄ [Δ𝑥𝑉 + Δ𝑡�⃗�Ꮄ], where Δ𝑥 is the characteristic grid size, Δ𝑡 is the
characteristic timestep and �⃗� is the characteristic velocity [40]. It can be mitigated
by either reducing the grid-size or by cutting down the time-step for a given flow field.
The apparent diffusion coefficient can be obtained by adding the physical diffusion
coefficient and the numerical diffusion coefficient. Table 5.1 shows the reduction
of 𝐷ᑅᑦᑞ with increasing resolution. As you can see in the first example of conical
wormholes, even though the numerical diffusion is dominating against the physical
diffusion at our finest resolution, the convergence of numerical results is already
obtained at a resolution [100×160], which can be clearly seen from Fig. 5.3.

Figure 5.3: ፏፕᐹᑋ decline with the increasing number of grid cells obtained for simulations in ADGPRS for ramified
wormhole. DBS model was employed.

5.2. Pore Volumes for Breakthrough (PVBT) analysis
To quantify the convergence of the solution, we introduce the Pore Volumes for Break-
through (PVBT) characteristics. This term corresponds to the volume of injected acid,
measured in pore volumes, which is required for wormhole at particular regime to
breakthrough. Using this characteristic, we can better quantify the convergence of
the numerical solution. We start at low velocity regime where no wormholes observed

at the front (see the first image in Fig. 5.4), which is the compact dissolution regime.
Next, we enter the conical wormhole regime by increasing the injection velocity. In the
conical regime, there is a single prominent or leading wormhole that channels most
of the incoming flux. That explains much lower PVBT than in the compact regime.
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With the increasing velocity, the wormholes start thinning due to more dominant

dissolution in the tip of wormholes. This regime is the closest to our 1D simulation,
where dissolution was only assumed in the tip of the wormhole. In addition, this is
the most effective regime for both Darcy and DBS models as can be seen in Fig. 5.4.
On further increasing the velocity, we can observe more wormholes, carrying the

influx and dissolving more rock along it. Once in the dominant regime, there are
multiple wormholes without a clear leading wormhole. This slows the breakthrough
as illustrated in the Fig. 5.4. Moving into the ramified regime, there are multiple
wormholes but the wormhole tips are now smeared and the penetration into the core
is much weaker and hence the PVBT increases. The porosity fields corresponding to
the points used in Fig. 5.4 and Fig. 5.5 are shown in Fig. 5.6.

Figure 5.4: PVBT analysis for different resolutions. Left: Darcy model, Right: DBS model.

Taking a closer look at the Fig. 5.5, we can establish that the Darcy model always
needs fewer pore volumes for breakthrough than the DBS model. This could be
understood by the fact that in the Darcy model, we ignore the dissipative viscous
forces term i.e −𝜇ᖤΔ�⃗� term in every applicable grid cell. Where as the DBS model
takes these losses into account for the applicable cells (cells with both solid and fluid
phases), hence the PVBT from this model is higher, in agreement with the accurate
physics. A detail PVBT comparison with resolution can be found in section A.2 of the
appendix.

Figure 5.6: Porosity maps for the evolution of wormholes for changing velocity - Darcy model.

The breakthrough time is lower for a higher resolution due to the factors pre-
viously discussed. Fig. 5.5 shows the differences in the PVBT for Darcy and DBS
models for a resolution of [100×160]. It is clear that the results converge at a reso-
lution of [100×160] gridcells or higher resolution. The alternative error between the
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Figure 5.5: PVBT analysis comparison of Darcy and DBS for a resolution of [100x160].

[100×160] and [200×320] (discussed in appendix A.1) vanishes which is why the re-
sults presented in the further chapters were performed for the convergent resolution
of [100×160].

5.3. Convergence of the wormhole length

The metric, presented in the previous section, corresponds to the breakthrough time
may not be sufficient to measure the convergence of solution. That is why we decided
to check another metric suggested by in the experimental works of McDuff et al. [41]
This metric represent the ratio of the length of the leading wormhole to the length of
the average wormhole which we call 𝛾 ratio. The 𝛾 ratio has a maximum in between

before the dominant regime and decreases on either side of this regime as can be seen
in Fig. 5.7. For a low-velocity injection (compact regime) this parameters is 𝛾 = 1 as
there is no wormholes. Similarly, for the high-velocity injection i.e. for ramified
dissolution, there are no distinct leading wormholes and the 𝛾 ratio again close to
1 as depicted in the figure 5.7. It is interesting that in this regime, the maximum
is reached at the dominant regime and not corresponds to the optimal regime in
terms of breakthrough (which is between the dominant and conical regimes). The
average wormhole length is measured for a near breakthrough of the 25 cm x 40 cm
heterogeneous block previously discussed in chapter 3. The image analysis to obtain
and count the length of wormhole was done in the public image analysis software Fiji
[42] with simple binary operations.

The Fig. 5.8 demonstrates the difference in the mesh convergence analysis of the
two models. The comparisons for other resolutions can be found in Fig. A.3 in the
appendix. The 𝛾 ratio plot almost overlaps for the finest resolution in our study.
We can therefore conclude from Fig. 5.7 that the solution converges and becomes
independent of the grid resolution for model with [100×160] cells and higher. This
conclusion is valid for both Darcy and DBS models.
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Figure 5.7: Ratio of length of the leading wormhole to the length of the average wormhole for (a) Darcy model
(b) DBS model.

Figure 5.8: Comparison of ratio of length of the leading wormhole to the length of the average wormhole for Darcy
and DBS models for a resolution of [100x160].



5.4. Nonlinear performance analysis 29

5.4. Nonlinear performance analysis
To test the nonlinear performance of simulation with Darcy and DBSmodels, two sets
of simulations were run on the convergent fine scale for each of the models. Parallel
Sparse Direct Solver (PARDISO) [27] is used to solve the linear system. The system
was run at TU Delft cluster node with 4 threads on Intel Xenon CPU E5-2650 with
clock rate of 2.3 GHz. The comparison of the timesteps and non-linear iterations of
two models are shown in Fig. 5.9 and Fig. 5.10.

Figure 5.9: Time steps statistics comparison for as simulation time of 0.01 days for different timesteps.
Left : Darcy model ; Right : DBS model

Figure 5.10: Newton Iterations statistics comparison for as simulation time of 0.01 days for different timesteps.
Left : Darcy model ; Right : DBS model

The results clearly show that the DBS model requires more timesteps to converge
in comparison to Darcy model. The sensitivity to timesteps is also quite different
for both models (notice that y-axis of Fig. 5.9 is in log-scale). It is also clear that
both models have a particular limit in timestep size when non-linear solver is able
to converge without wasting iterations. This requires a development of a better non-
linear solver for this type of simulations.

5.5. Conclusive remarks
In this chapter, we found through the PVBT analysis that the Darcy model requires
fewer pore volumes for breakthrough in comparison to the DBS model. The differ-
ence in these two solutions comes with the additional treatment of dissipative viscous
forces in the DBS solution. We also introduced the numerical diffusion and found
it to be dominating the physical diffusion. This could be tackled by modelling for
an extremely fine scale, as shown in [2], which quickly becomes computationally ex-
pensive. Our convergence analysis exhibit the fact that a resolution of [100×160] is
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reasonably sufficient for the non-linear convergence presented in terms of the break-
through pore volume and wormhole length. Finally, the non-linear performance anal-
ysis revealed a need for a better non-linear solver to perform simulation at larger
timesteps.



6
SENSITIVITY STUDY

Next, we will perform a sensitivity study of the simulation results to various param-
eters. Numerically convergent results are chosen and the effect of dimensionless
numbers, heterogeneity, geometry and flow parameters is investigated. A bench-
mark performance analysis of the two methods is also presented. Finally, the effect
of a second (gas) phase on the wormhole breakthrough is also investigated.

6.1. Representation in dimensionless numbers
Any physical phenomenon can be characterised by a limited number of parame-
ters called dimensionless numbers. In order to better quantify and characterise the
wormhole formation, we rely on two important dimensionless numbers – Peclet (Pe)
and Damkohler (Da) numbers. These numbers can be used to compare different
wormhole models and to determine optimum operation regime in terms of these di-
mensionless numbers.

The Damkohler number is defined as the ratio of reaction rate to advection rate. It
gives an insight into controlling the shape of the wormhole. For instance, if the reac-
tion rate is much larger than advection rate, the acid, flowing through the carbonate
rock, dissolves it rapidly, thereby leading to a compact dissolution face (leftmost point
in Fig. 6.1). If the reaction rate is balanced with the advection rate, an ideal operat-
ing range can be obtained i.e in the dominant wormhole regime as evident from the
figure where the PVBT is minimum.

The Damkohler number is given by

𝐷𝑎 = 𝑙𝛼
𝑉ᑠ
.

In the case of optimising the wormhole formation and growth, the following things can
help us to improve the engineering of the acid job - higher permeability, sufficiently
high diffusion so that the wormholes are wide enough while penetrating the rock and
a higher velocity to aid it. All these three factors can be quantified as the ratio of
mass transport due to convection and transport due to diffusion, which corresponds
to the dimensionless number called Peclet number.

The Peclet number is given by

𝑃𝑒 = 𝑙𝑉ᑠ
𝐷 .
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Figure 6.1: Analysis of PVBT with changing Damkohler number

In agreement with the optimisation plot obtained for Damkohler number, we observe
a similar shape for Peclet number. At intermediate Peclet number,the wormhole is
growing fast enough and is wide enough which leads to lowest PVBT as illustrated in
6.2.

Figure 6.2: Analysis of PVBT with changing Peclet number

6.2. Effect of confinement on wormhole formation
In this section, we look into the effect of the confinement to the performance of the
acidisation process. Most of the publications, cited in our study deal with ”confined”
conditions, i.e. the situation where the wormhole length is longer than the injection
face. To demonstrate the effect of this confinement or the geometry effect on the
wormhole growth, three aspect ratios are considered, with a fixed width of 0.25 m
and variable heights of 0.4 m, 0.1 m and 0.05 m. The first ratio can be considered as
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unconfined when two others are confined. The results of simulations for the conical
regime of injection is shown in Fig. 6.3.

Figure 6.3: DBS model - Wormholes formation in (a) unconfined condition with a height of 0.4 m (b) confined
conditions with height of 0.1 m (c) confined with 0.05 m height

It can be noticed that in Fig. 6.3 (b) and (c), there is only one leading wormhole that
has formed. This phenomenon can be explained in terms of influx distribution and
competition. In the first case, there is a lot of contention between the wormholes but
also a lot of space between the primary and secondary wormholes. This enables the
flux to be distributed to the secondary wormholes, although sparsely. But, in the case
of the other two scenarios, there is not much spacing between the wormholes and
hence all the flux goes into the dominating wormhole with a very limited formation
of the secondary wormholes.

Figure 6.4: Wormhole growth in the Darcy (left) and DBS (right) models for different confinement ratios.

The wormhole dynamics for Darcy and DBS models are presented in the Fig. 6.4.
Here we plot the length of dominating wormhole vs. time. Notice, that in the confined
models, the wormhole growth is almost linear while for an unconfined model, it devi-
ates from the linear behaviour due to interactions with secondary wormholes. That
may affect the perception of the optimal dissolution regimes obtained from simulation
studies.

6.3. Effect of heterogeneity
The effect of heterogeneity on the wormhole dynamics has a controversial interpre-
tation in the published studies. In this thesis, we will try to limit the study to two



34 6. SENSITIVITY STUDY

factors - the growth of the most dominant wormhole with time and the number of
dominant wormholes vs. the heterogeneity amplitude.

Keeping the same parameters, we increase the heterogeneity amplitude of perme-
ability for a dominant regime. We used permeability perturbations Δ𝐾 of 5%, 10%
and 20%. The porosity distributions for all three amplitudes in the case of Darcy
and DBS models are shown in Fig. 6.5 and Fig. 6.6 respectively. Based on these re-
sults, there is a limited sensitivity of the wormhole distribution to the heterogeneity
amplitude.

Figure 6.5: Porosity maps for Darcy model for permeability perturbation of 5% 10% and 20% showing several
dominant wormholes.

Figure 6.6: Porosity maps for DBS model for permeability perturbation of 5% 10% and 20%.

However, this conclusion is changing if we look into the sensitivity of dominant
wormhole length as function of time. From Fig. 6.7 it is clear that for Δ𝐾 = 20%
the length of the leading wormhole lags behind for cases with lower amplitude. This
behaviour can be understood by taking a closer look the porosity maps in Fig. 6.7.
As the heterogeneity amplitude increases, the number of wormholes increases which
leads to less competition between the wormholes. As a result, the breakthrough time
is changing proportional to the heterogeneity amplitude.



6.4. Two phase modelling of acidisation : COᎴ co-injection 35

Figure 6.7: Wormholing dynamics for Darcy (left) and DBS (right) models for permeability perturbation of 5%
10% and 20%.

6.4. Two phase modelling of acidisation : COኼ co-injection
COᎴ capture and storage (CSS) is one of the most promising and emerging atmo-
spheric COᎴ emission reduction technologies [43, 44]. Amongst the CSS methods,
the sequestration in deep sedimentary reservoirs is the most attractive due to the
large storage capacity, relatively low cost, and minimal environmental impact [45].
This geological storage of COᎴ can either be performed by physical trapping or by
solubility trapping, amongst other strategies [46, 47]. For the former, the COᎴ is
dissolved into the brine and form carbonic acid, which is then co-injected with COᎴ
in gaseous phase.

Unlike the well stimulation projects for oil recovery, the wormhole patterns in such
COᎴ co-injection are more complicated due to the presence of the second phase. The
single phase acidisation is governed and optimised with dimensionless numbers such
as Peclet and Damkohler numbers by changing the flow rate, acid type, permeability
field as discussed in the previous sections. While the single phase acidising with
an acid (liquid phase) injection occurs through matrix dissolution, it becomes quite
different with COᎴ co-injection. The COᎴ first dissolves in the fluid phase and forms
carbonic acid (HᎴCOᎵ) which in turn dissolves the matrix. This delayed dissolution
leads to a deeper penetration and hence a better acid job as a consequence. There-
fore, a co-injection of COᎴ and acid such as HCl could yield a better and quicker
breakthrough result in case carbonic acid can be formed.

In the present study, we simulate the effect of COᎴ co-injection along with an
immiscible acid component. The net volumetric injection rate of the acid is kept the
same as previous experiments while the net COᎴ mole fraction is now increased from
0 to 0.1. In our simulations, we ignored the formation of carbonic acid. That is why
not much of a difference is observed in the pore volume needed for breakthrough in
both Darcy and DBS models, which is evident from figures 6.8 and 6.9.

The PVBT plots obtained for two-phase co-injection reveal a slight increase in
pore volumes needed for breakthrough, consistent with the experimental studies by
Ott and Oedai [48]. A closer look must be taken at the COᎴ concentration and its
localisation in order to understand the reason for the delayed breakthrough. Also,
the DBS model, used here, does not include an accurate treatment of two phase flow
in momentum equations and can only be seen as an idealistic approximation.

The physical phenomenon for the inhibition of the wormholes can be understood
by observing figure 6.10. As the wormholes are formed by the reactive liquid phase,
the COᎴ in the gas phase rushes into the dissolved wormhole channels. Also, since
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Figure 6.8: PVBT analysis of two phase and comparison with single phase with Darcy model.

Figure 6.9: PVBT analysis of two phase and comparison with single phase with DBS model.

Figure 6.10: Smearing and retardation of wormholes due to ፂፎᎴ co-injection. a) Porosity field of conical wormhole
b) ፂፎᎴ concentration around wormhole.
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COᎴ has a higher mobility than the liquid phase, it diffuse into the porous media
around the wormholes. Since COᎴ is not reactive in this case, it prevents the reac-
tive acid from penetration further into the porous matrix, thereby leading to a net
inhibition and accounting to a higher PVBT than in the single phase case. This is
consistent with the experimental and simulation studies performed by Izgec et al.
[49] in which the retardation of the wormhole growth was recorded in the CT scan.
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CONCLUSIONS AND FUTURE WORK

In this research, the problem of acidisation was studied using two different mod-
elling approaches. The first is the conventional Darcy scale modelling using the
volume based averaging of Darcy’s law. The second modelling approach involved
a single domain micro-continuum approach i.e. the hybrid modelling with the Darcy-
Brinkman-Stokes modelling. Hybrid modelling is valid for regions where Darcy’s law
fails and it also removes the complexity of dealing with jumps in properties at the in-
terface as these changes get translated in terms of effective coefficients like porosity
and permeability. The hybrid model works in porous media, open channels and in
the transition region.

The first model was implemented in MATLAB and corresponds to an idealistic
propagation of a single wormhole in Darcy assumptions. The 2D modelling was per-
formed using Stanford University’s Automatic Differentiation General Purpose Re-
search Simulator (ADGPRS). Here, both Darcy and Darcy-Brinkman-Stokes (DBS)
models were used for the momentum equation. In 2D, distinct differences were ob-
served in terms of the wormhole shapes in Darcy and DBS models. In terms of Pore
Volume for Breakthrough (PVBT), the Darcy model gave consistently lower PVBT than
the DBS model. Physically, it can be attributed to the discounting of dissipative vis-
cous forces in the Darcy model.

A further analysis on the resolution indicates a dependency of numerical results.
A mesh convergence analysis confirmed the minimum grid resolution to capture the
phenomenon accurately. Translation of the results into dimensionless numbers gave
us an optimal regime in terms of Damkohler and Peclet numbers, though there is a
debate on the definitions of optimal conditions and several researchers deviated from
these conventional dimensionless numbers to formulate other variables and report
the best operating conditions.

The effect of geometry on the development of wormholes, i.e on wormhole dynam-
ics, was investigated as well. It was found that under unconfined conditions, there
is strong wormhole competition and therefore the PVBT is lower. Another factor af-
fecting the wormhole propagation is the amplitude of the rock heterogeneity. A larger
perturbation influenced the number of wormholes formed and thereby affecting the
breakthrough time. An analysis of the nonlinear convergence revealed a need for a
better nonlinear solver to perform more effective computations. Finally, the influence
of co-injected COᎴ in simplified assumptions was found to play a negative effect as it
retarded wormhole growth dynamics.

39
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For the future research, the following broader frameworks can be considered:

• A more accurate chemical description of the system can be employed by taking
into account a real chemical reactions with multiple species.

• The effect of thermodynamics on the chemical kinetic model and phase equilib-
rium can be investigated with the implementation of a thermodynamic model.

• Studies have revealed a difference in the 2D and 3D models [2, 39]. The differ-
ence in Darcy and DBS model can be studied for a 3D model, where true fractal
shapes in wormholes can be observed.

• A detailed multiphase model should be developed with the presence of gas and
oil phase.

• An experimental study is required to further validate the simulation results.



A
APPENDIX

A.1. Convergence study with resolution : Relative Error
The convergence of the solution, as discussed in chapter 5 was found for a resolution
of [100×160] or finer resolution. Here we present the relative error with respect to the
finest resolution i.e. for [200×320]. As Fig.A.1 illustrates, the relative error is high
for coarser resolution and becomes minuscule for a resolution of [100×160] which
justifies using this for performing sensitivity studies.

Figure A.1: Relative Error % in PVBT for (a) Darcy model (b) DBS model relative to the [200x320] solution.

41
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A.2. Exhaustive comparison of Darcy and DBS results
Here, the comparison of the Darcy and DBS models is done for different resolution
in Fig. A.2 which demonstrate convergence on increasing resolution. Note that the
Darcy model always needs fewer pore volumes of fluid injected to breakthrough. An-
other way we check the convergence is by defining the ratio of length of the leading
wormhole to the length of the average wormhole which is given in the Fig.A.3. This
further affirms the convergence in resolution.

Figure A.2: PVBT analysis comparison of Darcy (left) and DBS (right) for a resolutions of top :[25x40] [50x80] ,
bottom : [100x160] [200x320]

Figure A.3: Comparison of ratio of length of the leading wormhole to the length of the average wormhole for Darcy
and DBS models.
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