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READING GUIDE
Browsing through this report in 10 mins
1) Read the abstract (pg. 4)
2) Skim through the visuals of the outcomes of this thesis in Toolkit (pg. 104)
3) If you want an overview of the process I followed, check the summaries at 

the beginning of every chapter.
4) If you find any chapter particularly interesting, glance over the section titles, 

subtitles & visuals.
5) At the end of 10 minutes, decide if you want to come back later.

Reading this report effectively
1) Read the abstract (pg. 4) to get a short overview of focus of this thesis.
2) Check the initial Research Questions (pg. 22) and understand how I 

approached the work (pg. 23).
3) For every chapter, I suggest reading the initial summary. Then glance over 

the section titles and subtitles. See if you find the visuals or quotes 
interesting. Then read the rest of the text.

4) Go through Introduction (pg.8) if you are new to the domain of AI startups 
or Foundation Models.

5) If you just want to find out whether the outcomes of this project are useful 
for you, jump to Toolkit (pg. 104)

6) To understand the reasoning behind their design, take a look at Innovating 
(pg. 26) and Responsibly (pg. 66).

7) For reflections and discussion on the work done in the thesis, jump to 
Discussions (pg. 124)

Report structure
The report is divided into 5 chapters, the 
topics that these chapters discuss and their 
key elements are highlighted in this visual 

 0.2 Reading guide
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Variation in text formatting

Titles for sections
"Quotes for interesting things people said."
Main body text to convey the bulk of the content and the arguments in this 
thesis.

Text inside a colourful box wherever it is important or more insightful than the 
rest of the text.

LLM text where I use a Language Model to generate “Low Novelty 
Text”. Although the text is machine generated, I take 
responsibility for it’s accuracy and have cited relevant 
sources. I do not use this style when using LLMs to paraphrase 
or polish content I wrote, as recommended in the ACL 2023 
Policy.(Chairs, 2023).

Colours
Colours signify a distinction between different parts of this report. The report 
takes a monochromatic approach to its visual elements and every chapter is 
assigned its own colour. That colour reflects in the visuals, infographics and 
graphic elements.

Two of the same colours are also used in the design outcomes. The colours 
related to Chapter 2 & 3 are also used in other parts where related visuals are 
used.

The colours are chosen to be colour-blind friendly

0.2 Reading guide 
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ABSTRACT

Problem
Foundation Models are emerging as a new paradigm in AI research & 
commercialisation. While this opens up possibilities for radically innovative 
solutions and significant value creation, startups are challenged with finding 
unique & differentiated ways to leverage the technology, while simultaneously  
mitigating potentially negative consequences.

Despite the rising prevalence of machine learning (ML) in products, designers 
face challenges in creating solutions that make the best use of the new 
possibilities. Designers building AI products are rarely involved in problem 
setting & value finding, primarily solving human-AI interaction problems. 
Additionally, common human-centered, customer feedback based innovation 
approaches hinder radical innovation.

Lastly, AI Ethics and responsible innovation continues to be an afterthought. 
Product designers are seldom involved in mitigating the potentially negative 
consequences of such products.

Approach
This thesis combines literature study with a "research through design" 
approach to explore ways to address these problems. Working in collaboration 
with a startup trying to leverage Large Language Models (LLMs) in their 
products,I use empirical research to engage in the process of finding radically 
innovative opportunities for using LLMs to create value for customers.

I study risk assessment practices to explore how designers can anticipate 
risks in the discovery phase of product design. I then design & test tools that 
can support other designers in the future.

 0.3 Abstract

Outcomes
This thesis makes multiple contributions to further the research on 
technological & responsible innovation. It documents my process for finding & 
analysing user insights to support the discovery of potentially radical 
innovations. Additionally, I explore the process of finding value propositions 
that leverage Foundation Models, and their potential risks, early in the design 
process. The thesis also records how I design a process for discovering and 
anticipating potential risks of harm, and how I developed a pair of canvases 
and card decks to support future designers.

The thesis supports product designers in repeating these processes through 
the pair of canvases and card decks. These help them to collaborate with 
engineers, and contribute to the innovation & risk mitigation processes more 
effectively. The discussions focus on observations & recommendations that 
can further aid them.

To help designers innovate responsibly, this thesis brings the discovery of 
opportunities and risks of using Foundation Models into the same 
conversation. The designed deliverables and processes showcase how both 
aspects of technology innovation can be tackled in similar ways.

Through all of the above, this thesis showcases the relevance of designerly 
ways of thinking and doing to the fields of radical innovation, risk 
management, and Foundation Model based product development.
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Summary
This chapter introduces Foundation Models as a technology and how 
it has evolved from developments in AI over multiple decades. It 
then explores the context of this project, with rapid developments in 
LLMs and how that has attracted attention from academia as well as 
industry.

After reflecting on the negative consequences of past technological 
developments, I introduce Scitodate, the industry client for this 
graduation project. The chapter concludes with a discussion on the 
scope of the project and the approach taken while performing the 
research and design activities.

Contents

1.1 FOUNDATION MODELS

1.2 PROJECT CONTEXT

1.2.1 LLMs come of age
1.2.2 The Gold Rush
1.2.3 Collateral Damage
1.2.4 Scitodate

1.3 SCOPE

1.4 APPROACH
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Fig. 1 : Foundation Models can be used for multiple tasks. Adapted from Bommasani (2021) 

1.1 FOUNDATION MODELS
Foundation Models are machine learning algorithms that are developed with a 
focus on versatility, so that they can be used for a variety of downstream 
applications. That makes them easy to adapt and use in different domains and 
for different use cases. They become versatile from finding and establishing 
patterns between parameters within a large amount of varied data, enabling 
them to predict patterns in a similarly broad space. It is relatively easy to build 
products that leverage the abilities of Foundation Models because they don’t 
need to be significantly modified to work well for a specific application.

The term “Foundation Models” (Bommasani, 2021) was coined by researchers 
at Stanford University’s Institute for Human-Centered AI (HAI). They went on 
to setup the Center on Foundation Models (CRFM), that focuses specifically on 
research & development on this technological paradigm.

Why are they a big deal ?
“A foundation model is any model that is trained on 
broad data that can be adapted to a wide range of 
downstream tasks”
What makes Foundation Models interesting is the ease with which they can be 
adapted to different usecases and applications. That makes extremely capable 
AI systems easily accessible to teams who do not have the expertise or 
resources required to develop such technology on their own. Theyse teams 
can now directly take these pre-trained models and use them with a drastically 
low amount of adaptation in their own products.

Evolution of Machine Learning
Machine learning is a branch of artificial intelligence that focuses on 
developing algorithms and statistical models to enable computer systems to 
learn and make predictions or decisions without being explicitly programmed. 
It involves the use of algorithms to analyze and learn from large amounts of 
data, enabling computers to identify patterns, make predictions, and improve 
performance over time.

The scientific origins of machine learning can be traced back to the 
development of neural networks, which were inspired by the structure and 
function of the human brain. Neural networks are interconnected layers of 
artificial neurons that can process and learn from data. They were initially 
developed in the 1950s and 1960s but faced limitations due to the lack of 
computational power and large datasets.

 1.1 Foundation Models
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How ML works in simple english
Here’s ChatGPT explaining Machine Learning with “an” example :

Imagine you have a clever friend who loves to read books. They've 
read many sentences and noticed patterns in how words come after 
other words. Now, you give them a sentence that starts with "an" 
and ask them to guess the next word.

To help them guess, they remember all the times they've seen the 
word "an" at the beginning of sentences. They notice that quite 
often, words like "apple," "animal," and "amazing" come after 
"an." They also see that words like "the," "and," and "is" don't 
appear much after "an". So, based on all these observations, your 
friend makes an educated guess. They might say something like "an 
apple" or "an animal," because those are common choices. They're 
using their learning from past examples to predict the most 
likely next word.

Machine learning works in a similar way. Instead of a friend, we 
use a computer program. Instead of reading books, the program 
looks at a lot of data. It searches for patterns and 
relationships between words. When you ask the program to predict 
the next word after "an," it looks at all the words that came 
after "an" before and makes a guess based on which words appeared 
more often.

Just like your friend gets better at guessing with more sentences 
they read, the machine learning program gets better with more 
data it analyzes. It can learn to make smarter predictions over 
time. This is how machine learning helps computers do tasks like 
predicting words in sentences, recognizing images, or making 
decisions based on patterns it finds in data.

However, a significant breakthrough occurred in 2012 with the introduction of 
the ImageNet dataset (Deng et al. 2009) and the AlexNet (Krizhevsky et al., 
2012) architecture. The ImageNet dataset consisted of millions of labeled 
images, which served as a benchmark for training and evaluating computer 
vision algorithms. AlexNet, a deep convolutional neural network, outperformed 
all previous methods by a large margin, demonstrating the potential of deep 
learning in computer vision.

Following the success of AlexNet, there were rapid developments in machine 
learning based computer vision. Researchers began exploring deeper and 
more complex neural network architectures, which further improved the 
accuracy of image recognition tasks. These advancements led to significant 
progress in various computer vision applications, including object detection, 
image segmentation, and image generation. That was partly due to capable 
“pre-trained” models that were already trained at general image classification, 
and could be further trained or tuned for other applications.

The success of pre-trained models in computer vision prompted similar 
developments in the field of Natural Language Processing (NLP). Language 
models such as GPT (Generative Pre-trained Transformer) emerged, leveraging 
large-scale pre-training on vast amounts of text data to achieve impressive 
results in tasks such as language generation, sentiment analysis, etc. (Radford 
& Narsimhan, 2018)

Based on the trends observed in computer vision and NLP, scholars 
hypothesised the rise of versatile, pre-trained machine learning models that 
can handle different types of input/output media and be applicable across 
various domains. These models would leverage the power of deep learning and 
large-scale pre-training to generalize and adapt to different downstream tasks 
and data types, thereby reducing the need for extensive task-specific training. 
We’ve already witnessed this in the fields of Computer Vision and Natural 
Language Processing. 

The team at Stanford HAI coined these versatile, reusable ML models as 
Foundation Models.

 1.1 Foundation Models
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It’s important to note that this algorithm does not know why we use an “an” 
before words that start with vowels. Depending on the training data, it might 
not know that “an” can also come before hour, honest, LLM, etc. The algorithm 
functions based on correlations between data points, not cause-effect 
relationships.

How Foundation Models work
When machine learning algorithms are trained on a very large amount of data, 
with a complex algorithm that can find patterns between multiple characters 
in a large text, they become capable of finishing incomplete sentences. With 
the correct adjustments to the algorithms, they become capable of generating 
answers to questions as inputs. If the data contained two languages with 
examples of translation between them, the algorithm could become capable of 
translating input in one language into output in the other language.

When such a model is allowed to find patterns in data from a variety of sources 
to form a large dataset, they become extremely useful for a variety of tasks. 
For example, GPT-3, the first Large Language Model (LLM) that powered 
ChatGPT, was trained on 45 TB of text data, with a model size of 175 billion 
parameters. Once an LLM like this becomes good at common language tasks, it 
can be used for a variety of downstream applications that need understanding 
and generation of text. These can vary from writing emails to summarizing 
blogs, etc. A similar behaviour has already been observed with pre-trained 
computer vision models, and similar ML models are expected to emerge in 
other media and specific domains. (Bommasani, 2021) 

It is important to note that these algorithms are still statistical prediction 
machines that rely on pattern matching and correlation. At the time of this 
writing, we still do not know if these LLM algorithms can reason like humans to 
get to an answer. (Huang, 2022) They can only predict the most likely output to 
an input, but with a very high level of accuracy. Their high accuracy only serves 
as a proxy for understanding. Despite this limitation, these systems are still 
quite useful in many applications.

 1.1 Foundation Models
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The state of LLMs before ChatGPT
Language models are based on the idea of using neural networks to 
understand and generate human-like text. This concept became feasible in the 
2010s when powerful GPUs (Graphics Processing Units) enabled efficient 
parallel processing. Previously, in the 1950s, the lack of such technology 
prevented these developments in language learning. After the success of large 
neural networks at image recognition with AlexNet in 2012 (Krizhevsky et al., 
2012), researchers started applying them to other domains. Natural Language 
Processing (NLP) was one of them.

In 2017, researchers at Google Research introduced the Transformer 
architecture (Vaswani, 2017), which could process input sequences in parallel, 
allowing the training and use of much larger models. In terms of language 
processing ability, it could track where some word or phrase appeared in a 
sentence.

1.2 PROJECT CONTEXT
"There are decades where nothing happens; and there 
are weeks where decades happen"

- Vladimir Lenin

This graduation thesis was undertaken through early-mid 2023. The project 
brief was discussed and finalised in December 2022. This was just a few 
weeks after the launch of ChatGPT, OpenAI’s conversational A.I. product. 
While the underlying technology that powered it was present for the past few 
years, ChatGPT exhibited how useful it could be and how capable is already 
was.

That led to large and small companies, academia, and open-source 
communities going all out on experimenting with this technology. Many people 
also raised concerns about the challenges and potential negative 
consequences of releasing this technology into society without sufficient 
evaluation and safety guardrails.

1.2.1 Large Language Models come of 
age

Large Language Models (LLMs) have been around for quite some time, but 
they've mostly not been very reliable or directly useful. However, with the 
release of ChatGPT, that changed. ChatGPT enabled people to directly extract 
value from the technology, and the product showcased that the technology is 
potentially ready for mainstream adoption. It marked a turning point where 
LLMs became more accessible and demonstrated their practical applications.

 1.2 Project Context
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LLM developments after ChatGPT
After the release of ChatGPT, not only did people in the Artificial Intelligence, 
computer science and broader scientific domain take note, but everyone else 
also saw the capabilities & relevance of the breakthrough LLM product. Seeing 
the value that ChatGPT could create for a large variety of people, industry, 
academia and the open-source community took notice. Access to the research 
behind the underlying technology, open-source models, and OpenAI’s GPT-3 & 
GPT-4 API (Application Programming Interface) led to an explosive growth in 
research and development.

BIG TECH COMPANIES

Google, Facebook & Meta had already been working on Language models over 
the past few years, with many significant developments coming out from them. 
OpenAI, with Microsoft’s support continued to improve the LLMs underlying 
ChatGPT and released GPT-4, their updated SOTA (State of the art) model with 
significantly better capabilities than the initial ChatGPT release.

Bubeck et. al. (2023) showcased the remarkable capabilities of GPT-4 that 
extended beyond its proficiency in language. They demonstrated its ability to 
solve complex and unprecedented challenges across various domains such as 
mathematics, coding, vision, medicine, law, psychology, and more, without 
requiring any specific instructions. They observed that GPT-4's performance in 
these tasks is remarkably close to that of humans and frequently exceeded the 
capabilities of previous models like ChatGPT.

In February 2023, Meta released a family of LLMs called LLaMA (Large 
Language Model Meta AI) in a range of sizes (Touvron et al., 2023). Since their 
release to the academic community (and subsequent torrent leak that made it 
accessible to everyone), LLaMA models gained a lot of attention from both 
researchers and the open-source community. Many researchers worked on 
extending these models by making further modifications or giving them 
specific instructions in the inputs. (Zhao et al., 2023)

The Transformer architecture laid the foundation for language models like 
BERT (Bidirectional Encoder Representations from Transformers)(Devlin, 
2018) from Meta & GPT (Generative Pretrained Transformer)(Radford & 
Narsimhan, 2018) from OpenAI. Over time, GPT models evolved and improved 
to provide advanced conversational abilities. Going from GPT-1 in 2018, to 
GPT-2 in 2019(Radford et al. 2019) and then GPT-3 in 2020 (Brown, 2020), 
OpenAI’s LLMs kept getting larger and more capable.

With an improved model called InstructGPT, (Ouyang et al., 2022) GPT-3 was 
tuned to match human preferences, making the model better at having 
conversations and reducing toxic output. That led to the creation of ChatGPT. 
Other tech companies also took notice of GPT-3 and it capabilities. This led to 
an acceleration in the development of LLMs, with many teams building their 
own.

While the term Large Language Models has itself emerged around 2018, it 
gained visibility in 2019 and 2020, with the release of DistilBERT (Sanh, 2019) 
and Stochastic Parrots (Bender et al., 2019) papers respectively. Both focused 
on the "Large-scale pretrained models", citing the BERT family as an example 
of LLMs.

From 2018 to 2020, the usual approach to using LLMs like these involved fine-
tuning the model with task-specific training for a particular task. For example, 
using an LLM for understanding a specific language would need the pre-trained 
LLM to be further trained on data in that specific language. However, it was 
later found that LLMs like GPT-3 can tackle different tasks without needing 
specific training for each one. Instead, they can be guided by providing a 
prompt that includes a few examples of similar problems and their 
corresponding solutions. That opened up the possibility for smaller teams & 
individuals to use LLMs for different downstream applications with very little 
effort.

 1.2 Project Context
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Fig. 4 : Meme about startups using OpenAI's GPT-3 API (Sofiia Shvetson X, 2023)
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ACADEMIA

Universities also continued to make significant contributions to the 
development of LLMs. Stanford’s Center for Research on Foundation Models 
(CRFM) released Stanford Alpaca 7B, an “instruction tuned”(Wang, 2022) 
version of LLaMA 7B. Similar to how OpenAI tuned GPT-3 to work better in a 
conversational context to create, ChatGPT, Alpaca 7B improves upon LLaMA’s 
performance to make it better suited for human interaction.

Building upon the progress from Alpaca, The Sky Computing Lab at 
UCBerkeley released Vicuna (LMSYS Org.,2023) improving performance over 
the base LLaMA model and Alpaca. Their performance is comparable to that of 
Bard & ChatGPT, despite being significantly smaller and cheaper to train & run. 
Later in May, they released Gorilla (Patil et al.,2023), “a finetuned LLaMA-
based model that surpasses the performance of GPT-4 on writing API calls.”

OPEN-SOURCE COMMUNITY

The open-source community around the world also joined the party, and 
contributed significant breakthroughs to the discussion. A week after LLaMA 
was released to academic researchers, it got leaked to the rest of the Internet. 
A week after the leak, Georgi Gerganov created llama.cpp, a downsized C/C++ 
version that could run an a Macbook M1 computer. (Ggerganov, 2023) The next 
day, Artem Andreenko got LLaMA-7B to run slowly on a Raspberry Pi 4 single 
board computer. (Artem Andreenko on X) Four days later, Gerganov, who first 
wrote llama.cpp got the same model to run locally on a Google Pixel 5 
smartphone. (Georgi Gerganov on X, 2001)

STARTUPS

All this progress led many other organisations building and releasing their own 
language models. An example is Databricks, an enterprise software company, 
releasing Dolly (Databricks), an open-source LLM, available for commercial 
use. Such open-source LLMs, along with the OpenAI’s APIs to its language 
models, have made it significantly more feasible for startups to build their own 
tools and products. The next section expands on this.

 1.2 Project Context
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“There are a few times in technology where you really 
see a generational leap forward with revolutionary 
technology, these companies are the next trillion-dollar 
opportunities in software.”

- John Somorjai, leads Salesforce’s VC (Griffith & Metz, 2023)

"Whatever the case, one thing we’re certain about is 
that generative AI changes the game. We’re all learning 
the rules in real time, there is a tremendous amount of 
value that will be unlocked, and the tech landscape is 
going to look much, much different as a result. And 
we’re here for it!"

- Andreessen Horowitz (Bornstein et al., 2023)

"There's a company called Essential AI. It was founded 
by two former Google AI researchers... Before that 
company even had a name or a business plan or a 
way to generate revenue, essentially, venture capitalists 
were hounding these two founders trying to lodge an 
early investment in their company."

- Berber Jin, Startups Reporter (Thomas, 2023)

"We tend to overestimate the effect of a technology in 
the short run and underestimate the effect in the long 
run"

- Roy Amara, scientist & futurist (2006)

1.2.2 The Gold Rush
ChatGPT was the fastest growing consumer software application to date, 
reaching 1 million users in 5 days (Greg Brockman on X, 2022), and 100 
million users in 2 months (Hu, 2023) after launch. This viral consumer 
adoption of ChatGPT and the tangible added value that it created for users 
made everyone else accelerate their AI development efforts.

Over the first half of 2023, the big tech corporations have been scrabbling to 
integrate language models into their solutions and be the first to introduce 
their products to the market and capture the created value.(Bing, 2023) Along 
with that, startups are also building products that leverage this technology. But 
while many new projects and companies will emerge in the near future, few of 
them will survive in the longer run.

Investment Frenzy
Investments in AI startups, especially in the generative AI space had been 
picking up steam in late 2022, due to the progress from image generation 
startups like Stability AI, and OpenAI’s GPT-3 LLM. After ChatGPT took off, 
things got even more interesting. Generative AI including text, image, sound 
and video, started getting hyped by investors as well as tech companies :

"We are at the beginning of a platform shift in 
technology. We have already made a number of 
investments in this landscape and are galvanized by 
the ambitious founders building in this space."

“Absolutely, the hype is high. I think it's absolutely 
justified given the results that we're seeing.”

- Sonya Huang, Sequoia Capital (Huang and Grady, 2022)

 1.2 Project Context
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"Open-source models are faster, more customizable, 
more private, and pound-for-pound more capable."

That claim serves as an opportunity for startups, in the sense that the most 
capable LLM technology is openly available for anyone who wants to use it. 
But, it also serves as a challenge, making it harder for them than tech giants 
like Google or OpenAI to find a powerful long-term competitive advantage.

Beyond Exponential growth
Due to this continued increase in interest from academia, industry and the 
broader open-source community, the rate of progress in this field keeps 
increasing. That attracts more interest from the rest. This thesis itself is an 
example to this phenomenon.

Progress in AI is propelled by three main factors: innovative algorithms, 
various types of data (including supervised data or interactive environments), 
and the computational resources dedicated to training.(Open AI, 2018) 
Improvements in all 3 will affect the cumulative improvement in the broader 
domain.

AI computing hardware performance has been observed to double every ~2.5 
yrs, slightly slow than Moore’s Law, but still following an exponential curve 
(Hobbhahn & Besiroglu, 2022) There has been an exponential rise in published 
academic research and capital invested into the AI domain. (Giattino et al., 
2022) Increased investment in AI continues to increase the hardware 
resources available to train AI systems beyond Moore’s Law (Unit performance 
X quantity of processing units) (Sevilla et al., 2022). Increasing academic 
research and R&D talent in industry contribute to improved software 
algorithms.

Startups need to find success
"I think one thing that's important to note is that there 
hasn't actually been a clear path to success that any of 
these startups have proven. So I think there are a lot of 
question marks around who is going to capture a lot of 
the value around this technology, and that's the big 
risk that these VCs are taking by paying these high 
prices to get into these very young and unproven 
companies."

- Berber Jin, Wall Street Journal (Thomas, 2023)

Many existing startups with products in the market started exploring how they 
could integrate LLMs into their offerings. Many others started building LLM 
powered products from scratch. A majority of them though, were only 
integrating OpenAI’s GPT-3 API into their products. Through an API 
(application programming interface), a software program can interact with and 
leverage the functionality of another software prorgam.

That meant that the technology around LLMs wasn’t unique for them and 
anyone could copy it. Apart from that, Incremental product improvements 
might not be sufficient to ensure a competitive edge, as other startups & 
incumbents are also capable of developing them, with better resources and 
distribution/market presence.

It isn’t just startups that are facing this challenge of differentiating their 
product offerings and building unique long term advantage. A leaked internal 
Google document (Patel & Ahmad, 2023) claimed that developments from the 
open source community will eventually outcompete Google and OpenAI. The 
writer claimed that Google shouldn’t be worried about OpenAI as their 
competitor.

 1.2 Project Context
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1.2.3 Collateral Damage
Murphy’s Law does not care about good intentions.

Damage from past technologies
Previous technological developments & breakthroughs have led to unintended 
negative consequences. Coad et. al.(2020) provide a broad discussion about 
the negative consequences of technology, with a list of indicators that show a 
steady deterioration of human life & progress as a result of innovation: 

Global issues stemming from this pose significant challenges. Air pollution 
continues to burden communities worldwide, affecting the health and well-
being of countless individuals. Insect populations are collapsing at an alarming 
rate, disrupting ecosystems and biodiversity. The pervasiveness of fluorinated 
chemicals in our environment and the accumulation of plastic waste in our 
oceans are further sources of concern.

Human-induced disasters, such as the Chernobyl and Fukushima nuclear 
accidents, have left significant portions of the Earth's surface desolate and 
uninhabitable. Additionally, polluted battlefields like Verdun in France, the 
Union Carbide disaster site in Bhopal, and areas with contaminated 
groundwater pose ongoing threats.

SOCIAL MEDIA

Mirroring the concerns of The Center for Humane Technology 
(www.humanetech.com), Coad et al.(2020) also mention the risks of harm 
from social media. While social media has a significant impact on various 
aspects of our lives today, an important area it affects is our self-perceptions 
and social interactions. People's perceptions of themselves can be influenced 
by the images and narratives they encounter on social media platforms.

Moreover, social media has the potential to threaten democracy, especially 
during elections. The spread of micro-targeted fake news can manipulate 
public opinion and disrupt the democratic process. It also provides a platform 

In “The AI Dilemma”,(2023) Tristan Harris & Aza Raskin expand on how 
progress in AI is accelerating beyond the rate of an exponential curve. As 
multiple factors that contribute to AI advancement, like data, hardware and 
algorithm efficiency continue progressing at an exponential rate, that leads the 
technology itself to develop over a double exponential curve.

They go on to propose 3 Rules of Humane Technology :

1) When we invent a new technology, we uncover a new class of responsibility.
2) If that new technology confers power, it will start a race.
3) If we don’t coordinate, the race will end in tragedy.

The rules reflect that this rate of progress in technology & its adoption makes 
accidents & unintended consequences very likely.

 1.2 Project Context
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Current state of LLM riskS
Coming to LLMs, Timnit Gebru with Emily Bender discussed the potential risks 
and challenges of making Language Models “Large” in a paper they wrote in 
2020 while Gebru was co-leading Google’s ethical AI team. (Bender et al., 
2019) Internal conflicts within the Google AI team arising from this paper led 
to Gebru resigning from her position at Google. In March 2023, Microsoft fired 
it’s Responsible AI team, while it continued to invest into OpenAI and its own 
product development efforts.

Microsoft’s 2016 Twitter chatbot Tay malfunctioned after interacting with 
people on Twitter, resulting in extremist, racist & sexist comments and tweets. 
(Vincent, 2016) Microsoft’s new Bing search with chat has struggled with 
similar hallucinating outcomes. (Roose, 2023)

Snap (previously Snapchat), a social media platform targeted specifically 
towards youngsters, released its own AI chatbot in April and people were able 
to elicit harmful output from it while pretending to be a13 yr old girl. (Tristan 
Harris on X, 2023)

for nations to interfere in the politics of other nations, creating further 
challenges to democratic governance. 

The business model employed by many social media platforms is driven by 
"click-bait," which favors content that polarizes and provokes anger. This 
approach undermines the necessary conditions for democratic deliberation, 
which require respectful and balanced consideration of different perspectives.

Amnesty International published a report (Amnesty International, 2022)  
showcasing the role of social media platform Facebook in the violent atrocities 
perpetrated against Rohingya Muslims in Myanmar.

The actions of the Myanmar security forces and radical Nationalist groups, 
including using Facebook to spread disinformation and hatred, led to mass 
violence resulting in the unlawful death of thousands and displacement into 
Bangladesh of over 700,000 Rohingya Muslims. These were linked to 
recommendation systems on the platform, which are often based on machine 
learning algorithms (Portugal et al., 2018) :

“We have evidence from a variety of sources that hate 
speech, divisive political speech, and misinformation 
on Facebook and the family of apps are affecting 
societies around the world. We also have compelling 
evidence that our core product mechanics, such as 
virality, recommendations, and optimizing for 
engagement, are a significant part of why these types 
of speech flourish on the platform.”

- A Facebook Paper, titled “What is Collateral Damage?”
(Amnesty International, 2022)

 1.2 Project Context
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Call to action
With Foundation Models, its important to ensure that as the technology 
becomes more accessible to a large group of enthusiastic innovators, they also 
become capable of addressing the potential harms of using this technology, 
and that they do take responsibility for the consequences of their work.

“It feels like a gold rush. In fact, it is a gold rush. And 
a lot of the people who are making money are not the 
people actually in the midst of it. But it’s humans who 
decide whether all this should be done or not. We 
should remember that we have the agency to do that.”

- Timnit Gebru, May 2023 (Harris, 2023)

“Hope here is not enough . . AI is moving incredibly 
fast, with lots of potential — but also lots of risks. We 
have unprecedented opportunities here, but we are also 
facing a perfect storm, of corporate irresponsibility, 
widespread deployment, lack of adequate regulation, 
and inherent unreliability . . The choices we make now 
will have lasting effects, for decades, even centuries.”

- Prof. Gary Marcus, U.S. Senate hearing, May 2023 (G. Marcus, 2023)

 1.2 Project Context
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1.2.4 Scitodate
Scitodate develops software tools to help manufacturers of scientific 
instruments find the right data & insights about their target markets and 
customers. The tools give businesses access to vast scientific data points and 
benchmarks, helping them create personalized sales campaigns and find 
potential customers and business opportunities.

Scitodate primarily offers 2 products to their customers :
1) Market Landscape is tailored for science industry marketers and product 

teams, It helps them define precise market segments by product attributes. 
The platform enhances campaign efficacy by offering trend insights. Using 
an large database of scientific data, it identifies potential clients and 
partners, enabling personalized engagement and research updates. This 
tool empowers scientific marketing, supporting campaign success through 
market understanding.

2) Intelliscope is designed for science sales. It leverages AI to help customers 
forge connections with scientists by uncovering shared projects, offering 
funding insights, and enabling personalized outreach. It helps streamline 
sales, providing granular data for effective engagement and efficient lead 
qualification.

Interest in LLMS
Many of the problems that Scitodate’s customers struggle with could probably 
be addressed using generative LLM solutions like ChatGPT. After ChatGPT was 
released and they witnessed the performance of language models, the team 
started seriously exploring integrating the technology into their existing 
products.

Multiple aspects of how their existing products worked at a technological level 
were also significantly relevant to the technology behind language models 
(embeddings, etc.)

Motivation for this thesis
While hundreds of “GPT-powered” tools were getting built across different 
industries, Scitodate wanted to explore the potential for finding long term 
value in the technology and using it to tackle specific customer problems while 
leveraging their existing unique value propositions and strengths.

Considering their customers’ expectation for products that function as 
intended and not causing them harm in anyway, both aspects of the graduation 
brief were relevant to the team.

During the span of this thesis, Scitodate introduced a new product that tried to 
leverage the rapid developments in LLMs. Many of the outcomes of this thesis 
were able to contribute to this new product during its initial development and 
evolution.

The product is called MirrorThink. It is powered by GPT-4 and integrated with 
reliable sources of information like Wolfram and Pubmed, helping accelerate 
scientific research by being able to address intricate queries and offering tools 
for academic exploration, mathematical computations, and market trend 
identification.It aims to serve as an efficient research ally, providing scientists 
with timely insights and dependable data.

Role of Scitodate
This thesis aims to generate generalisable insights, recommendations and 
design outcomes while rooting them to an empirical context and supporting it 
with academic literature.

Scitodate serves as a case study for performing the required design activities 
and using that process to create knowledge that can be valuable to the 
broader design community working in the field of AI. The findings from the 
process will be relevant and hopefully valuable to the company too.

 1.2 Project Context
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1.3 SCOPE
Startups
This thesis focusses primarily on the challenges of new entrepreneurial firms, 
colloquially called startups. For the context of this thesis, I would like to use 
this definition of a startup from Steve Blank (2010)

“A startup is an organization formed to search for a 
repeatable and scalable business model.”

A business model consists of how a company can create, deliver & capture 
value. A startup is then an experiment to find out what that business model 
can be, starting with a hypothesis and either validating it or invalidating it to 
form and test a new hypothesis. The process of “starting up“ then becomes a 
process of finding the hypothesis that ends up being correct. This often takes 
the form of a product or service that creates value for a market of customers, 
that the startup can deliver to them and capture a part of the created value in 
the process. For products or services that leverage some technology, the 
process of technological innovation, then becomes a process of finding out 
what that product or service could be. In this way, innovation forms an integral 
part of entrepreneurship.

WHY STARTUPS

Startups have been the source of a large fraction of past innovations, 
especially those that leverage technology in a unique and novel way. Thus, it 
made a lot of sense to focus on the startup context of technology innovation 
for thethesis. I intended that the outcomes help other startups in the future. 
Another underlying assumption here was that design outcomes that work for a 
startup will very likely work for corporate innovation teams too, whereas the 
opposite might be less likely. These assumptions later nudged me to propose 
tools that are generalisable & versatile.

The unique opportunities & the accompanying risks that Foundation Models 
unlock are most relevant for startups : they opens up opportunities for 
startups that do no have the resources to train ML models from scratch. At the 
same time, these startups also often do not have the resources to manage the 
risks of such ML systems, unlike larger tech companies. Foundation Models 
enable startups to build powerful ML applications and also challenge them to 
take responsibility for mitigating potential harm

Large Language Models
As Scitodate only finds Language Models (and not other Foundation Models) 
currently relevant for its value propositions and customer problems, the 
majority of work done at Scitodate focuses purely on Language Models.

While that is the case, the synthesis from the findings and the final design 
outcomes are designed with the intent of being relevant to other types of 
Foundation Models as well. During the course of the thesis, I’ve tried to get 
feedback on the proposal from people working beyond LLMs, to try my best to 
ensure broader relevance.

For AI product designers
The thesis focusses primary on the role of designers in this context of 
technological innovation at startups. And the role designers can play in the 
current context of adoption of Foundation Models. While designers can 
contribute to the product design-development-deployment lifecycle in 
multiple ways, this thesis explores how they can help startups find ways to 
leverage Foundation Models most effectively and do that responsibly.

 1.3 Scope
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Fuzzy front end of innovation
This thesis focuses primarily on parts of the fuzzy front end of the innovation 
process, (Reid & De Brentani, 2004) the initial steps towards finding ways to 
leverage emerging technology into solutions. The reason to focus on this early 
stage of the innovation process was the challenges that startups currently face 
with using Foundation Models : Finding a long-term unique value proposition 
and ensuring that the technology does not lead to unintended negative 
consequences.

My hypothesis was that the process of finding the right solution to design & 
later develop might have the most significant impact towards addressing both 
of those challenges. Considering that the later stages of the product design 
process for designing a solution often starts with a set of design requirements, 
I assumed that the process of defining those design requirements holds great 
promise.

Marty Cagan (2017b) refers to this as Product Discovery, the process of finding 
the right solution to build. He breaks it down into problem discovery & solution 
discovery. He refers to them as finding the right problem to solve and finding 
the right solution to build. He then contrasts product discovery with product 
delivery, that focuses primarily on design & development of the proposed 
solution. For a majority of this thesis, I refer to Product Discovery as my scope.

Product Discovery helps teams find the most promising solution to build. 
Product Delivery is about building the solution in the most effective and 
efficient way. The difference between Discovery & Delivery is that of processes 
that help teams “Building the right thing” (finding out what is the right 
solution) as compared to “Building the thing right” (developing the solution 
correctly).

Comparing this framework with the Double Diamond of discover-define-
develop-deliver in the user-centered design process (Design Council), problem 
discovery seems to align the most with the discovery stage and solution 
discovery aligns with the develop stage.

This thesis explores how designers can contribute to Problem Discovery.  
Referring to the Double diamond, I focus on the discover & define stages of the 
design process.

WHY DISCOVERY

The Product discovery process is where innovative product ideas will differ in 
how novel, incremental and valuable they are. That’s because the delivery 
phase purely consists of building the product proposal which is the outcome of 
the discovery phase. Thus for technological innovation, especially when trying 
to create value using emerging technologies, Product discovery becomes 
extremely valuable, and designers can make a significant contribution to this 
discovery process using design research practices.

Within Product Discovery, the Discover & Define stages of the double diamond 
will be the focus in the thesis.

 1.3 Scope
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1.4 APPROACH
Research Questions
The context and the scope of the thesis led me to frame 2 research questions 
that guided my initial enquiry into the topic. As stated previously, the goal is to 
find how designers can contribute to responsible technological innovation, in 
the context of Foundations Models. I focus primarily on their role at startups. I 
break down this broader question into finding opportunities to innovate, and 
finding ways to mitigate harm.

How can designers help startups :
RQ1: Find innovative solutions that leverage

Foundation Models
RQ2: Mitigate the negative consequences of using

Foundation Models

Target Outcomes
Apart from contributing to Scitodate’s journey of integrating LLMs into their 
product offerings, the intent of this thesis is to create outcomes that benefit 
the broader design community, beyond the designers involved in this specific 
project. One potential way of achieving that goal is to create a proverbial map 
by documenting and reflecting on this journey. Designers who want to take the 
same journey in the future can use it as a reference.

This map can take the form of a design artefact and it can take the form of 
knowledge, as also discussed by Zimmerman et al. (2007). While exploring 
and trying to find the answers to the primary research questions, I kept an eye 
out to find out the following :

1) What can I design as part of the project to support designers in this 
process ?

2) What can the design community learn from the outcomes and findings of 
this thesis ?

General Methodology
To answer both research questions and acheive the target outcomes, I 
followed a “Research through Design” (RtD) approach of design research 
(Frayling, 1994) to structure the design research & design activities throughout 
the course of the thesis, and find useful insights through the design practise. 
This approach uses design activities, along with designed artefacts, as the 
chief elements in the process of generating and communicating knowledge. 

The primary intent of such a process is generate knowledge, not work to 
support the development of a commercial product. (Zimmerman et al., 2007) 
I’ve supported my observations and design decisions with academic literature 
and insights from practitioners working on those topics. I later reflect on the 
process I followed and my observations to help future design practitioners 
benefit from it.

The process of working with Scitodate serves as a means towards the end of 
generating knowledge about that same process. I use the guidelines from 
Zimmerman et. al.(2007) to try to achieve sufficient rigor to the RtD process:

1) Process : Have a rigorous rationale for the methods selected in the process, 
along with documenting the process in sufficient detail, so that the process 
employed can be repeated by other designers.

 1.4 Approach



Fig. 6 : Triple Diamond process for answering both research questions

 23

2) Invention : Demonstrate how the findings advance the current SoTA of 
design research in the research community and how the produced outcome 
is a novel integration of various subject matters. Have an extensive 
literature review and sufficiently detailed articulation of the invention.

3) Relevance : Articulate the preferred state the design process aims to 
acheive. Support why the design community should consider this outcome 
preferable.

4) Extensibility : Ensure that the design community can leverage and build on 
top of the findings from this thesis by describing & documenting the 
research appropriately.

WHY RESEARCH THROUGH DESIGN ?

The Research through Design approach enabled me to pursue 2 different goals 
through the same design project :

1) Explore how Scitodate could innovate responsibly
2) Creating knowledge & artefacts about the process

Research Approach
For RQ1, the focus is more on the empirical research at Scitodate. Literature 
was primarily used to drive the initial exploration of the research question and 
serve as a starting point for the research activities at Scitodate and designing 
the artefacts.

For RQ2, I started with exploring the literature to understand how 
organisations have tried to develop AI solutions responsibly. I complimented 
that with interviews of practitioners working in the field of Responsible AI. I 
used this research to propose an effective way for designers to answer RQ2 in 
the context of this thesis. I then supported those insights with researching the 
current methods of risk management to propose a new risk discovery process. 
I then design tools to help designers in this process.

I followed a triple diamond approach to answer both research questions. That 
meant focussing on Problem Finding, then Solution Finding, and finally 
Solution Development with multiple iterations along the way. There was plenty 
of overlap & back-and-forth between the three stages during those iterations.

1.4 Approach
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Fig. 7 : Overview of the approach for the entire thesis

 1.4 Approach
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Innovating
How can designers help startups find innovative solutions 
that leverage Foundation Models ?



Summary
In this chapter, I used the literature review process to build an 
understanding of technological innovation and how designers can 
contribute to radical innovation and ML product design. That served 
as  a starting point for the design research at Scitodate. Through 
design research, I build customer understanding that can help in 
value finding.

The user insights are combined with an understanding of the 
capabilities of LLMs to find how to leverage LLMs and propose value 
propositions that address customer challenges. I use the insights 
from this process to design a canvas accompanied by a card deck to 
support designers who want to design products using Foundation 
Models.
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Fig. 8 : Overview of Tech Push vs Market Pull

Technology push & Market pull
Over that time, scholars in the field of investigating the economic of such 
technical change examined two contrasting perspectives that shaped their 
research on the sources of innovation. 

One perspective, known as the technology-push approach, emphasized the 
crucial role of science and technology in the development of technological 
innovations and their adaptation to evolving industry structures. In contrast, 
some scholars adopted a demand-pull or market-pull approach, and identified 
a wider range of market factors, including the characteristics of end markets 
(especially the users) and the overall economy, that influenced the success 
and performance of innovation. (Guo et al., 2020)

From their research, science and technology seemed to be the primary source 
for the majority of technological innovations, while demand acted as the most 
effective catalyst for driving innovation towards the appropriate economic and 
institutional paths. Even for a technology push approach to technological 
innovation, finding eventual market pull is necessary to ensure market 
adoption of a new technology product.

2.1 LITERATURE STUDY
2.1.1 Technological Innovation
Innovations frequently arise as a result of technological advancements such as 
scientific progress, research, and development, rather than being deliberately 
created to meet a specific market need. (Nemet, 2009) Examples of these 
innovations include digital photography, the internet, magnetic resonance 
imaging, and consumer global positioning systems. They are built upon the 
growth of scientific knowledge, with market application and development 
considered later on.

Foundation Models like Large Language Models (LLMs), Computer Vision (CV) 
Models, etc. are similar technological advancements that have led and 
continue to lead to innovative solutions. (Rishi Bommasani et. al. 2022) While 
LLMs and CV models were initially developed as part of scientific research 
efforts (Vaswani, 2017)(Krizhevsky et al.,2012), they have been adopted in 
commercial products after the research efforts got the technology to the point 
where it could be implemented in products.

Scientific research in the field of Natural Language Processing led to the 
development of the Transformers model architecture, leading to Large 
Language Models that performed sufficiently well to be valuable in commercial 
applications like ChatGPT. A similar trend was previsouly followed with 
research in Computer Vision, where scientific research led to the AlexNet 
Convolutional Neural Network, leading to computer vision ML models that had 
a sufficiently high accuracy to be useful in consumer applications like smile 
recognition and autonomous driving. 

This kind of technological innovation and technological change have been 
studied and discussed for decades, from railroad industries & computer 
manufacturers(Myers, 1969) to software development in corporations (Brem & 
Voigt, 2009) and startups (Guo et al., 2020).

 2.1.1 Technological Innovation
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Radical Innovation
Multiple authors (Guo et al., 2020) categorize new technologies into two 
classes: 1) disruptive, radical, emergent, or step-function technologies, or 
alternatively, 2) evolutionary, sustaining, incremental, or "nuts and bolts" 
technologies. Within that context, Gerpott (2005) draws a distinction between 
innovations of high and low 'newness', categorizing them as radical innovations 
(stemming from 'technology push') and incremental innovations (stemming 
from 'market pull')

Norman & Verganti (2014) frame the difference between innovations in the 
way they change what we do :

1) Incremental innovation involves making improvements within a given frame 
or problem space, essentially "doing better what we already do."

2) Radical innovation, on the other hand, entails changing the problem space 
and "doing what we did not do before."

In this thesis, I refer to Radical Innovations as those with a high degree of 
newness, in a way that the underlying technology is a step change from the 
previous solutions leading to significant, discontinuous changes in what’s 
possible and what people can do with a product.

“We're seeing new use cases every day that 
demonstrate how AI will change the way we work, 
create and play.”

- Konstantine Buhler, Sequoia Capital (2023)

The context of Foundation Models appears to fit into this class of step-function 
technologies because of the way their capabililites are very different from 
existing solutions. Similar to past technological breakthroughs, radical 
innovations resulting from them are likely going to be more valuable to 
organisations and society than incremental innovations. But radical innovation 
is difficult and faces multiple barriers.

Brem & Voigt (2009) further explain the two approaches and expand on the 
differences :

1) Technology push : New products and processes are driven by the stimulus 
of research, whether conducted internally in an organisation or externally, 
with the objective of commercially utilizing newly acquired knowledge. The 
impulse for innovation arises from the push to apply technical capabilities, 
regardless of the existence of a specific demand.

2) Market pull/demand pull/need pull : The source of innovations lies in the 
existing insufficient fulfillment of customer needs, leading to the emergence 
of new demands for problem-solving. This prompts individuals or groups to 
articulate their subjective demands and seek to create or order a product 
that addresses their specific needs.

They also make it clear that although various approaches exist, the line 
between technology-induced and market-induced distinctions is not always 
clearly defined. Strong interdependencies exist between technology push and 
market pull models, making it impossible to make straightforward 
determinations that enable or disable a particular approach in a simple black-
and-white manner

Drawing a distinction between the two approaches helps to look at the 
different causal drivers of innovation. Technology Push is an attempt at 
commercialising new possibilities unlocked by new technology. Market pull 
attempts to commercialise solutions that address an existing or underlying 
market demand. The two approaches have different goals and challenges and 
thus the innovation techniques and methods that work in a Market pull context 
will not be the best solution in a Technology push situation.

The current wave of innovations enabled by technological advancements of 
Foundations Models appears to primarily have a Technology Push approach 
that is trying to find Market Pull. Big & small organisations are designing 
solutions that are leveraging LLM technology and trying to develop products 
that their customers find valuable.

2.1.1 Technological Innovation
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Fig. 9 : Overview of Internal challenges to Radical Innovation (Sandberg & Aarikka-Stenroos, 2014)

Challenges with Radical Innovation
Sandberg & Aarikka-Stenroos (2014) categorize these barriers, grouping them 
into external & internal factors. Organisations often have direct control over 
influencing the internal barriers and therefore overcoming them. The lack of 
competencies and especially, the lack of discovery and incubation 
competencies seem especially relevant to designers working in technology 
innovation.

O’Conner & DeMartino (2006) further expand on them :
1) Discovery competencies are activities that generate, identify, develop, and 

express research and innovation opportunities. The necessary skills involve 
exploring and conceptualizing, both in terms of technical and scientific 
exploration, as well as actively seeking external opportunities. These skills 
contribute to recognizing opportunities.

2) Incubation competencies are activities carried out to develop radical 
opportunities into business proposals. A business proposal represents a 
practical hypothesis regarding the potential market impact of a technology 
platform, the future state of the market, and the corresponding business 
model. The incubation process remains incomplete until the proposal, or 
more commonly multiple proposals stemming from the initial discovery, 
have been tested in the market using a functional prototype.

For the scope and focus of this thesis, discovery competencies within 
organisations seem to be the most relevant barrier to radical innovation. This 
align with the Divergent stages of Product Discovery, as discussed in the 
previous chapter.

 2.1.1 Technological Innovation
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2) Entrepreneurs prioritize listening to their customers. Through customer 
development, start-ups actively search for a functional business model. If 
customer feedback indicates that their initial hypotheses are incorrect, they 
either modify them or pivot towards new hypotheses. Once a model is 
validated, the start-up commences execution and constructs a formal 
organization. Each stage of customer development follows an iterative 
process, with start-ups likely encountering failures before discovering the 
right approach.

3) Lean start-ups actively employ a methodology called agile development, 
which complements customer development. Agile development minimizes 
wastage of time and resources by progressively and incrementally 
developing the product. It serves as the process through which start-ups 
create minimum viable products that are subsequently tested.

REVELANCE OF THE LEAN STARTUP TO PRODUCT DISCOVERY

Within the context of product discovery and this thesis, the process of creating 
untested hypotheses and validating them as early and iteratively as possible, 
and getting rapid customer feedback are extremely relevant. These topics play 
a significant role in how the Lean Startup methodology affects the initial stages 
of the technological innovation process, the focus of this chapter.

Marty Cagan (2017c) further discusses how the Lean Startup principles 
support successful Product Discovery. He states that the Lean Startup 
principles makes it easier to identify & tackle potential risks of failure early, 
focus on solving customer problems instead of building product features, and 
building solutions collaboratively through customer development + agile 
development.

2.1.2 How startups innovate
New firms have been found to be better at commercialising new technologies 
and innovating radically than incumbents. (Bower & Christensen, 1995) (Almus 
& Nerlinger, 1999). Therefore it is probable that they will be the source of the 
next wave of radical innovations that leverage Foundation Models. But this 
promise comes with its perils. Startups fail often (Kotashev, 2022), for 
multiple reasons. (CB Insights, 2022)

To help startups maximise their chances of survival and success, 
entrepreneurs, scholars, venture capitalists and innovation experts have 
proposed multiple frameworks, techniques and business concepts. Among 
them, the Lean Startup methodology has been highly influential and widely 
adopted for developing and validating business ideas and products (Blank & 
Eckhardt, 2023). For that reason, I chose to focus on understanding it better.

The Lean Startup Methodology
The Lean Startup methodology emphasizes the importance of experimentation 
rather than detailed planning, prioritizes customer feedback over intuition, and 
advocates for iterative design instead of traditional extensive upfront 
development. Various types of new ventures strive to enhance their likelihood 
of success by adhering to its principles of quickly identifying and learning from 
failures. Over time, it has gained significant importance and popularity in 
professional circles. (Ghezzi et al., 2018)

Blank (2013) explains that the Lean Startup Method comprises three 
principles:

1) Instead of dedicating months to planning and research, entrepreneurs 
embrace the fact that their initial state is a collection of untested 
hypotheses. Founders condense these hypotheses into a framework known 
as a business model canvas, which visually represents how the company 
generates value for itself and its customers.

2.1.2 How Startups Innovate
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To quote the authors :

“The eagerness to get customer feedback assumes that 
customers know what they might want in the future. 
Again, this might be true in some situations, 
particularly in cases of incremental innovation. But as 
quipped by Steve Jobs, “it isn't the consumers' job to 
know what they want.”...
The problem is that customer imagination is delimited 
by what is presently there or what is presented to 
them. As captured by Henry Ford, “if I'd asked 
customers what they wanted, they would have told me, 
‘a faster horse’!” Startup founders need to, in some 
sense, look beyond the present and into some unknown 
future—beyond existing products and realities. Thus 
there is a gap in whatever informational signals and 
validation that might be available from interacting with 
and surveying customers—and the future.”

The question then becomes :
(how) Can we understand the present to look into the future ?

The problem with Lean Startup
The Lean Startup method proposes an iterative approach to finding business 
models with a focus on customer feedback to test and validate customer 
demand and business viability before investing resources into product 
development or marketing. Product development then also follows an iterative 
approach with minimum viable products that complement customer 
development. In that way, this recommendation focusses on finding “market 
pull” and makes it less wasteful, thereby helping reduce the probability of 
startup failure. That might not support radical innovations. 

Mollick (2019) further expands on that, pointing out the problem. The method 
urges founders to proactively engage with customers outside of the office and 
initiate conversations at the earliest opportunity. However, the emphasis on 
rapidly obtaining feedback from customers for Minimal Viable Products 
exposes start-ups to the tendency of pursuing incremental enhancements, 
concentrating on meeting present customer demands rather than envisioning 
future possibilities. Furthermore, research conducted by scholars like Clay 
Christensen (Bower & Christensen, 1995) on disruptive innovation highlights 
that customers often have an initial aversion to novelty. Consequently, seeking 
validation from early customers can be even more challenging when 
introducing a groundbreaking idea compared to a readily understandable, 
incremental product.

Customer focussed radical innovation
Felina et al.(2020) further expand on the challenge with focussing too much on 
the customer feedback. The significance of prioritizing customer focus is 
widely recognized, and it is challenging to dispute its importance. However, the 
precise timing and relevance of engaging with customers, particularly for 
certain product types, remains a question. Additionally, the effectiveness of 
observing or surveying customers in assisting start-ups to learn and create 
radically innovative products is not clearly understood.

 2.1.2 How Startups Innovate
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3) Technology-push innovation arises from radical changes in technology, 
without altering the meaning of products. An example of this is the invention 
of color television sets alongside the existing black and white sets. 
Technology-push innovation is clearly not driven by users.

4) Technology epiphanies occur when new technologies emerge or existing 
technologies are applied in entirely new contexts, resulting in a profound 
change in meaning. The term "epiphany" refers to a meaning that surpasses 
others and provides insight into the essential nature or significance of 
something. This innovative application of technology is often not 
immediately apparent because it doesn't fulfill existing needs. It is not user-
driven, but rather a dormant meaning that becomes apparent only when a 
design challenges the prevailing interpretation of a product and creates 
new, unexpected offerings that people are not actively seeking.

2.1.3 Designing radical innovations
Donald Norman has played a pivotal role in pioneering the category of design 
investigation that is widely recognized today as user-centered or human-
centered design (HCD). User Centered Design focusses on product usability 
and ease of user adoption. Human Centered Design helps ensure that the 
design aligns with the requirements and abilities of the individuals it is 
intended for. (Norman, 2002)

Similar to Felina et. al. (2020) Norman(2010) also recognized that consistently 
consulting with the intended users would ultimately result in incremental 
improvements being made to the product. Therefore, the HCD approach might 
be only suited for incremental innovation.

Norman & Verganti (2014) try to differentiate incremental & radical innovation 
in the context of technology and meaning, comparing 4 ways in which they 
could overlap. Along with Technology push & Market pull innovation, they 
propose Technological epiphanies & meaning driven innovation.

They compare them as follows :

1) Market-pull innovation begins with an analysis of user needs, followed by 
the development of products to fulfill those needs. This category 
encompasses both Human-Centered Design (HCD) and traditional market-
pull methods, as both approaches start by considering users to identify 
avenues for innovation.

2) Meaning-driven innovation, on the other hand, begins with an 
understanding of subtle and unspoken dynamics within socio-cultural 
models. It leads to the creation of entirely new meanings and languages, 
often resulting in a shift in socio-cultural norms. The invention of the mini-
skirt in the 1960s serves as an illustration: It represented more than just a 
different style of skirt; it symbolized women's liberation and signaled a 
radical societal change. No new technology was involved in this case.

 2.1.3 Designing Radical Innovations



34 

Fig. 11 : 4 types of Design Research from Norman & Verganti (2014)

Design research for radical innovation
They contend that design research has the potential to drive radical product 
innovation, although it is improbable to achieve such innovation through the 
methods of Human-Centered Design (HCD). To truly establish a new paradigm 
or breakthrough outcome in the realm of solutions, a profound reinterpretation 
of the product's meaning is necessary. Therefore, the objective of design 
research should be to foster a vision that enables this deep reinterpretation 
and paves the way for radical innovation.

Design research for innovation
They then go on to introduce how Design Research could contribute to 
incremental & radical innovations :
1) Basic design research : involves the exploration of new meanings, without 

specific consideration for their application in products. This research activity 
is purely focused on fundamental research and is not intended for the mass 
market.

2) Design-driven research : aims to envision new meanings that can be applied 
in products. It involves seeking a deep understanding of why people 
purchase products and how existing solutions can be transformed into items 
that people buy for their emotional, playful, and symbolic aspects as much 
as for their functional use.

3) Human-centered research : involves exploring the current meanings that 
people assign to products and aims to identify existing meanings and needs 
in order to design products that align with those meanings and needs. 
Applied ethnography and user-centered observation are key research 
methods utilized in this approach.

4) Tinkering : refers to the act of experimenting or playing with a product or 
technology without a specific goal in mind, neither for enhancing its 
meaning nor for practical purposes. Tinkering can lead to unexpected 
insights and the development of new products, although such outcomes are 
entirely accidental.

They propose that two primary factors drive radical innovation: the 
advancement of a new enabling technology and the alteration of the meaning 
associated with the object. While the technological pathway towards radical 
innovation is relatively well comprehended, it is important to note that many of 
these innovations initially face failure upon introduction. On the other hand, 
the exploration of meaning as an approach to innovation has not received 
significant attention and remains in its early stages of research development.

 2.1.3 Designing Radical Innovations
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Pannozzo (2010) recommends using the outcomes of need finding to discover 
Design Innovations, “products that didn’t invent new technologies but used 
enabling technologies to meet unfulfilled opportunities in the market”, in the 
following way :

1) Identify needs of customers & emergent market behaviour from research
2) Interpret the needs to identify opportunities to use enabling technology 

that address the needs
3) Design products to serve that opportunity such that they enable & support 

the emergent behaviour

Jobs to be done
The Jobs To Be Done theory tries to uncover user needs by understanding their 
motives behind buying a product and using those insights to improve product 
offerings to better serve them.

Christenson et al.(2016) emphasize that when we buy something, we're 
essentially using it to help us with a specific task. If the product does the job 
well, we're likely to use it again in the future. On the other hand, if it doesn't 
perform well, we'll stop using it and look for a better alternative.

They propose that what companies should really focus on is understanding the 
progress customers aim to achieve in a particular situation – their goals and 
aspirations. This is often referred to as the "job to be done.”

They argue that this way of looking at customer choice focusses on the causal 
driver behind a purchase decision. This helps uncover latent, unspoken needs 
that product developers can then try to tackle. In the general context of 
startups, following this approach helps founders uncover user problems they 
can solve and will probably get paid for. The JTBD framework helps them in 
avoiding building products nobody would want to buy.

To achieve this, they recommend that the research should focus on exploring 
fresh interpretations of what holds meaning for individuals. Traditional 
ideation processes and other creative methods often overlook the significance 
of interpretation processes, although these procedures can be appropriately 
adjusted. Engaging in research centered around interpretation processes has 
the potential to result in recognizable and reproducible radical changes.

Verganti(2006) & Pannozzo(2010) further conceptualise design research as a 
way to identify emerging behaviors and behaviour patterns. Verganti considers 
it a process in which designers actively contribute to generating and 
overseeing information, creating perceptions rather than solely focusing on 
producing products and services. Pannozzo suggests identifying opportunities 
to innovate, that are interpretations of a need that customers have. Design 
research can help discover the customer insights that can be further 
interpreted into opportunities to use technology to address their needs.

The challenge for designers is to be able to achieve this outcome in a 
repeatable, effective way.

Need Finding to find opportunities
Patnaik & Becker (2010) propose using design research to study people and 
identify their unmet needs. That helps companies find important new 
problems to work on. While these needs are often not customer feedback or 
feature requests, they are still opportunities to be exploited, not guesses at 
what customers might want in the future. They claim the following advantages 
of this approach :

1) Needs last longer (stay relevant for a longer timescale) than specific 
solutions

2) Needs can be disconnected from the current solutions
3) Need Finding helps look beyond immediately solvable problems
4) Needs help identify opportunities to use the enabling technology and 

propose solutions

 2.1.3 Designing Radical Innovations
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Reflecting on Steve Jobs’ quote on customer understanding, Katie Dill, a 
design leader previously at frog, AirBnB, Lyft and now Stripe (Smith, 2019), 
argues that it’s often misinterpreted as user research is not useful. Her 
perspective is that simply asking customers for their preferences may not 
always yield clear answers as they might struggle to express their needs well. 

However, she strongly advocates for understanding customers, relying on the 
potency of user research and gathering qualitative insights. We shouldn't 
guess what customers want; instead, we must learn and understand their lives 
to know their present and future needs. She believes that specific kinds of user 
research is very effective and wouldn't disregard it. In the case of the team at 
Apple, she argues that they themselves are users of their products.

In Zero to One (Thiel & Masters, 2014), entrepreneur and investor Peter Theil 
argues that successful companies are built on secrets and that some of them 
can be secrets about people. By people, he’s referring to customers and 
specific markets. Secrets about people are unique insights about customers 
that are not common knowledge.

He says that discovering these secrets can help find solutions to people’s 
problems, leading to business success. In his opinion these secrets are often 
things people don’t know themselves, or hide, or are not allowed to speak. 
These secrets could very well be unique insights discovered through user 
research that would otherwise stay hidden.

In the context of this thesis, taking this approach can serve as a good 
foundation of user understanding, over which I could try to find value 
propositions for LLM solutions. Understanding of latent needs and the causal 
reasoning behind user behavior and choices opens up the possibility of finding 
radical solutions that can be designed from first principles, starting with the 
user needs and challenges.

Practitioners' point of view
In interviews with Gordon Murray & Kenneth Grange, Cross (2011) observes 
three strategies that helped them find radically innovative solutions :

1) First Principles approach
2) Creating a unique framing to the problem
3) Taking a systems approach to looking at the problem

Murray recommends “Considering the problem situation from first principles”. 
Grange tries to find-create a “fundamental reassessment of the purpose, 
function & use of the product”. That resonates with Verganti’s proposal to 
explore fresh interpretations of what holds meaning for individuals.

“Some people say give the customers what they want, 
but that’s not my approach. Our job is to figure out 
what they’re going to want before they do. I think 
Henry Ford once said, ‘If I’d ask customers what they 
wanted, they would’ve told me a faster horse.’ People 
don’t know what they want until you show it to them. 
That’s why I never rely on market research. Our task is 
to read things that are not yet on the page.”

- Steve Jobs

 2.1.3 Designing Radical Innovations
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For the scope of this thesis, I focused only on the discovery phase, because 
that aligns most with the unique challenge of finding opportunities for radical 
innovation, as discussed previously.

2.1.4 Designing AI solutions
Designers have struggled with a unique set of challenges when it comes to 
designing AI products & solutions. These make it difficult for them to 
contribute effectively to the design process. These challenges vary across 
different stages of the user-centered design process (Yang et al. 2020).

 2.1.4 Designing AI Solutions
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Collaborating with technologists helps
Previous studies indicate a disconnect between design and data science 
practices, where designers conceive AI advancements that are impractical to 
develop, and data scientists suggest AI innovations that users do not desire. 
(Yang et al., 2019).

Nur Yildirim et. al. (2022) found from their workshops that when initiating a 
new project, designers dedicated a substantial amount of time to comprehend 
the AI outlined in the design brief. They collaborated closely with data 
scientists, software engineers, and AI engineers to gain an understanding of 
the functioning of the proposed AI system and the necessary data for its 
operation.

They further expand on the value of this collaboration adding that, the design 
and data science teams managed to bridge this gap through informal 
collaboration and working together in the same location. Data scientists 
assisted designers in evaluating the technical feasibility of their concepts, 
while designers supported data scientists in engaging with end users to 
extract relevant knowledge.

Boundary objects support collaboration
Nur Yildirim et. al. (2022) reflect from their findings that boundary objects play 
a crucial role in enabling effective collaboration between designers and data 
scientists. Various artefacts such as flow diagrams, system maps, and service 
data blueprints were instrumental in assisting participants in envisioning and 
establishing a shared understanding, as well as in prototyping to specify data 
dependencies.

Uncertainty around AI capabilities
Yang et. al.(2020) further expand on the challenge that designers face with 
understanding different AI capabilities and dealing with the uncertainties 
around it : In the early design ideation stage, designers face a peak of 
uncertainty regarding AI's capabilities as they strive to comprehend the design 
possibilities AI can offer in general. This task is challenging due to the absence 
of a catalog listing the available AI capabilities.

An AI design concept that may initially appear unrealistic can suddenly 
become feasible thanks to the emergence of a new dataset. The performance 
of a deployed AI system can continuously fluctuate and diverge as it acquires 
new data to enhance its learning. This substantial uncertainty in AI's 
capabilities poses difficulties for designers in assessing the feasibility of their 
emerging ideas, thereby impeding their creative processes.

Nur Yildirim et. al.(2022) found that designers who had developed an 
extensive collection of "designerly abstractions" pertaining to AI's capabilities 
demonstrated higher levels of success and comfort when working with AI. 
These designers engaged in reflective conversations with AI and utilized the 
technical expertise of data scientists as a means of obtaining feedback on the 
possibilities. Participants possessed an inherent comprehension of AI's 
capabilities and consistently identified opportunities where AI could provide 
value. Alongside a broad understanding of AI capabilities, designers actively 
sought to acquire an in-situ understanding of the AI system, including its 
knowledge and actions within a specific context and with particular data.

In their study, designers conceptualized AI capabilities as active verbs 
representing human functions (such as reading, seeing, listening), rather than 
focusing on the technical mechanisms behind them (such as neural networks 
or collaborative filtering).

 2.1.4 Designing AI Solutions
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Human Centered Design practices also promote incremental improvements in 
products, but there is potential for designers to contribute to radical 
innovations through design research and interpreting the findings in ways that 
enable radical innovations.

While designing and developing AI products, designers benefit from building 
an understanding of the capabilities of AI technologies, even if they don’t have 
built a functional understanding of how the technology works. They also 
benefit from collaborating with technologists in the process.

Boundary objects can help designers address the challenge of collaborating 
with engineers that develop AI solutions and potentially also helping them 
understand the capabilities of AI technologies. But despite their popularity, 
there are gaps in the research on boundary objects like visual canvases.

Reframing sub RQs
The literature helped me understand the nuances of the initial research 
question RQ1 and go deeper into framing more specific challenges and try to 
find a way to answer them in the next stage of the thesis. I framed these 
questions to reflect the outcomes of the literature review and guide the 
Research through Design process.

1) How can we perform design research to understand users & their context in 
a way that can contribute to finding radical innovations ?

2) How can we support designers in understanding the capabilities of AI 
systems and collaborate with engineers and other stakeholders ?

Although their study primarily concentrated on designers and data scientists, 
participants frequently acknowledged the involvement of other roles, such as 
business managers and software developers. They propose the possibility to 
create taxonomies and resources that explicitly document AI capabilities, 
accompanied by exemplars, to aid designers in putting AI concepts into 
practice. Their study demonstrated that these resources also benefit non-
experts who actively engage in collective AI ideation.

While visual canvases are a fairly common boundary object used by a variety of 
design, innovation practitioners and are considered during this project as one 
of the candidates for boundary objects for collaboration, Avdiji et al. (2018) 
point out that many such visual canvases are not developed following a 
scientific process, but rather a trial and error approach. Thoring et al. (2019) 
propose that conducting a "reflective development" using an action research 
approach can help establish a good foundation for future research on this 
topic.

2.1.5 Findings
Innovation processes can be divided into a technology push and market pull 
approach, although they have strong interdependencies, and successful 
innovation needs an understanding of both, technology & markets. Innovations 
are often grouped into incremental & radical innovations, differing in whether 
they’re an improvement over existing solutions or if they enable completely 
new possibilities.

Radical Innovations arise from a step change in the underlying technology or 
the product’s meaning to its users, but they face multiple challenges, with 
designers possibly  struggling from a lack of discovery & incubation 
competencies.

The popular Lean Startup methodology, while being significantly helpful to 
startups in overcoming multiple challenges, potentially inhibits their ability to 
look beyond incremental innovations.

 2.1.5 Findings



40 

Research analysis
To analyse the data collected during the interviews, I used the Grounded 
Theory Method (Strauss & Corbin, 1997). The coding followed 3 stages : open 
coding, where I converted findings from the interviews into short lines of text, 
called codes. That was followed by arranging them into categories, that I 
marked with different colours. In the end, I found relations and connected 
different codes and categories, to help me understand dependencies and 
causal factors between them.

I used the outcomes of the GTM process to propose Jobs from the Jobs To Be 
Done theory. For every Job, I identified user needs and challenges that 
customers faced. I then structured all these findings across the “BowTie 
Growth funnel” to further analyse the user needs and Jobs to find common 
themes and patterns.

Finding value propositions
To find out how LLMs could help address user needs and challenges, I built an 
understanding if what the current LLMs are capable of. I used that 
understanding to identify how they could to be used to design value 
propositions that Scitodate could offer. Multiple discussions and feedback 
from the engineers at Scitodate helped me get a better understanding of what 
the technology can do and how that could be translated into product features.

2.2 METHODS
For this part of the thesis, I started out with semi-structured interviews with 
the team at Scitodate and with Scitodate’s customers. I analysed the findings 
using the Grounded Theory Method to frame user needs and Jobs to be Done. I 
used these insights to find opportunities to leverage the capabilities of Large 
Language Models to create new value propositions. I then use this process to 
design a canvas and a card deck to support designers in following a similar 
process in the future.

Qualitative research
The findings from the literature review, as well as the scope of the thesis 
focussing on the discovery stage, led to the decision to perform qualitative 
research. Considering the limitations of time & access to Scitodate’s 
customers, I chose semi-structured interviews for conducting qualitative 
research as they are a flexible yet reliable way of uncovering user motivations 
and latent needs.

The interviews with the team at Scitodate were conducted in-person with a 
formal interview guide (Appendix A). The guide had few opening questions and 
the conversations led to follow-up questions. These interviews lasted 30 to 60 
minutes. I took notes on my observations and findings from the interviews and 
later followed them up with informal chats during office hours and lunch 
breaks. I interviewed 5 different people in the organisation, spread across 
product development, sales and customer success.

That was later followed up with interviews with Scitodate’s customers. These 
were all conducted over video call, again with a formal interview guide 
(Appendix B). These interviews lasted 60 minutes each. They were all 
recorded and later transcribed. I interviewed 3 different customers twice, 
leading to 6 interviews. All three of them worked in different roles and used 
Scitodate products for different applications.

 2.2 Methods
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Tool prototyping
To design artefacts that can help designers follow a similar process, I tried to 
map out the process I had followed into a canvas and tested that proposal with 
the team at Scitodate. My primary goal here was to find out what form the tool 
could take. I did multiple iterations to the canvas prototypes depending on the 
feedback from the team and introduced a card deck to support the canvas. I 
facilitated every test of using these tools to guide the team and identify where 
the canvas and cards were falling short. I also got feedback from practicing 
innovation consultants working in technology focussed innovation.

Design optimisation 
After the canvas & cards had reached the point where they were evidently able 
to support the process, I worked on optimising the details of the design. I first 
wanted to get the tool prototype to be effective and finalize its structure and 
content before investing time into optimising their design. Considering my 
limited expertise at visual design, I deemed that more efficient and faster, 
from past experiences of similar design projects. Due to time limitations, I 
could not refer to literature around canvas design to support this process of 
optimisation. Many ideas and motivations for these improvements also came 
from the previous process of testing the prototypes.

 2.2 Methods
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Scitodate’s customers mainly operated in the first half of the bowtie funnel, 
focussing on marketing and sales. That covered 3 stages of the bowtie funnel: 
Awareness, Education & Selection.

The sales and marketing bowtie funnel is a framework used to visualize the 
customer journey and understand the various stages they go through before 
and after making a purchase decision. Here's a brief explanation of the 
awareness, education and selection stage:

1) Awareness: This is the top of the funnel where potential customers become 
aware of your brand, product, or service. It involves creating brand visibility 
through various marketing channels such as advertising, content marketing, 
social media, and public relations. The goal is to generate initial interest and 
attract a wide audience.

2) Education: Once prospects are aware of your brand, the next stage is to 
educate them about the value and benefits of your offering. This involves 
providing relevant and informative content, such as blog posts, videos, 
whitepapers, or webinars. The goal is to build credibility, establish thought 
leadership, and address the pain points or needs of the target audience.

3) Selection: In this stage, prospects have gathered information and are 
considering different options. The focus shifts to demonstrating why your 
product or service is the best choice for their needs. This can be done 
through case studies, product demos, testimonials, comparisons, or 
reviews. The goal is to differentiate your offering from competitors and 
convince prospects to choose your solution.

2.3 DESIGN RESEARCH
2.3.1 Qualitative Research
What is important for Scitodate’s customers and how 
does Scitodate currently creates value for them ?

To find answers to that question, I began with interviewing the team at 
Scitodate to get a preliminary understanding and later spoke with Scitodate’s 
existing customers.

Interviews with Scitodate
To get up-to-speed with Scitodate’s products and value proposition, I first had 
discussions with multiple people in the team, including the engineering lead, 
product designer, product manager, growth team lead and customer success 
manager. That helped me build an initial understanding of the value 
proposition of Scitodate’s current products and the challenges that customers 
face in their work. I used these insights to frame questions for the customer 
interviews.

FINDINGS

These internal interviews primarily helped me form an overview of the 
customers’ workflow. The bowtie funnel (Jacco J. Van Der Kooij, 2023) as a 
general marketing & sales funnel was extremely helpful to get a brief overview 
of the customers’ activities as well as how the Growth team at Scitodate 
engaged with their customers. The fact that Scitodate’s customers had similar 
job roles and duties to their/our own Growth team made these conversations 
extremely helpful for building user empathy and understanding.

 2.3.1 Qualitative Research
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FINDINGS

The interviews helped me get a deeper understanding of the specific 
challenges and nuances of the marketing and sales process for Scitodate’s 
customers. 

Many insights were very context specific to the specific customers I talked to 
and the organisations they worked at. These differences among the interview 
candidates helped me gather a broad view of the problems from different point 
of views. Some of the most interesting quotes were : 

"We keep users occupied with material, so when they 
are going to make a purchase, they have everything 
they need"

"Account based marketing takes up 50% of our time"

"We don't know if targeted emails would work, because 
we never tried it"

"The more you personalise an email, the longer it 
takes"

"Our job : Get users interested, find their pains, offer a 
solution"

"Hierarchy within a corporation is just a blackbox."

"There were multiple instances where the AI output 
wasn't accurate or reliable."

Interviews with customers
SETTING UP INTERVIEWS WITH CUSTOMERS

The team at Scitodate was kind enough to reach out to customers in the first 
weeks of the project to setup online interviews with me where I could talk to 
them. I was able to collect insights from 3 customers with different roles and 
responsibilities. I had the opportunity to interview all three of them twice, 
allowing me to base my followup interviews based on our initial discussions.

That was extremely helpful to cover the broad range of activities that 
Scitodate’s customers used their products for. The interview candidates were 
part of teams of different sizes therefore had different kind of activities under 
their scope. That also helped me understand how they worked in a solo role 
and as part of a team of marketers & sales representatives.

THE INTERVIEW PROCESS

The interviews were done in a semi-structured manner, driven by an interview 
guide. The Interview guide had a set of open-ended questions about specific 
topics which gave me the freedom to steer the conversation depending on the 
responses from the interviewees. This gave me the opportunity to dig deeper 
into the conversation and ask follow-up questions, wherever I found some 
interesting insight or point-of-view.

For the interviews, the goal was to explore the different activities they did and 
find out what caused them distress. Along with that, I also tried to explore 
what they desired their workflow to be like. Some questions also focussed on 
their use & expectations of AI tools, especially ChatGPT. Being able to do 
follow-up interviews helped me to first analyse the findings from the first 
conversations and then ask follow-up questions and focus on specific topics 
that were relevant for the thesis. Being able to use Scitodate’s own LLM tools 
as prototypes during the follow-up interviews was useful in getting their first 
impressions and opinions about the new technology.

 2.3.1 Qualitative Research
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Fig. 13 : Bowtie funnel used by the team at Scitodate to track their interactions with clients. Client names blurred for confidentiality
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Fig. 14 Coding the interview transcripts to find out interesting parts to analyse further

Due to time constraints & other limitations of this thesis, I was not able to 
collect sufficient data to reach theoretical saturation. Theoretical sampling 
was not possible due to access to a limited number of available customers to 
interview. Being able to do followup interviews with customers helped in 
approaching the GTM approach iteratively. But despite those limitations, the 
clusters and theories that emerged from this process helped me frame user 
needs and their Jobs to be done.

2.3.2 Research Analysis
In order to turn the raw information from the interviews into structured 
insights that can be effectively used to find radically innovative solutions, I 
followed a multi-step process of analysing and interpreting the interview data. 
I employed the Grounded Theory Method (GTM) to first structure the raw data 
and later analysed them from a Jobs-To-Be-Done point of view.

PROCESS OF ANALYZING THE INTERVIWS

1) Coding the interviews from its transcripts
2) Structuring the codes to find clusters & patterns
3) Find causal relations, connections and dependencies between them
4) Frame them as Jobs-To-Be-Done & challenges connected to every job
5) Cluster these Jobs along the BowTie funnel
6) Find overarching patterns across different Jobs & challenges
7) Hypothesize overarching causal drivers & latent needs

Grounded Theory Method
I used the Grounded Theory Method (GTM) to analyse the data collected 
during user research.GTM is a qualitative research approach that aims to 
develop theories grounded in empirical data.The central idea behind Grounded 
Theory is to allow theories to emerge from the data itself, rather than imposing 
preconceived notions or existing theories on the research.

The process involves collecting qualitative data, constantly comparing and 
analyzing the data to identify patterns and themes, using theoretical sampling 
to gather data that refines the emerging theory, coding the data to create 
categories and concepts, reaching theoretical saturation when no new insights 
emerge, integrating and refining the concepts to develop a coherent theory, 
and finally, documenting the theory in a research paper or thesis. GTM allows 
theories to emerge directly from the data, making it a powerful method for 
studying complex social phenomena and human behavior in natural settings.

 2.3.2 Research analysis



Fig. 15 Analysing codes into clusters, patterns and causal relations Fig. 16 Framing JTBDs and compiling them across the BowTie Funnel
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Finding Jobs, causal factors & challenges
I framed the “theories” that were outcomes from the Grounded Theory 
Method as the customers’ Jobs To Be Done (JTBD). The clusters pointed me to 
reasons why customers did what they did. The clusters helped me identify 
what outcomes customers were trying to achieve during some activity. I used 
the findings from the analysis to also identify the different challenges they 
faced and their needs that aligned with every Job they had to do.

After I had analysed the interview data and clustered them to frame Jobs and 
challenges, I arranged the findings across the BowTie Growth funnel. Using the 
funnel as a framework helped me visualise how different Jobs were relevant to 
different activities and how they related to each other. Another advantage I 
realised was that this framing helped me identify recurring themes and 
common challenges across different Jobs and activities. I discovered how few 
causal factors led to multiple challenges.

This process also led to the customer insights getting abstracted away from 
the specific products they used, specific actions they performed and specific 
goals they wanted to achieve. That helped me identify insights that applied to 
multiple parts of the funnel, and thus relevant for multiple user Jobs.

2.3.2 Research analysis
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Fig. 17 : Table showing JTBDs and User challenges across different stages of BowTie funnel

2.3.3 Finding Value Propositions

Understanding what’s possible
After completing the user research came time to find ways to leverage 
Language Models to find better solutions. But before that it was important to 
understand what Language Models are capable of doing. While being busy with 
user research, I was also parallelly trying to understand what Large Language 
Models can do, trying my best to follow new developments every week. I

At the beginning of the thesis and before the official project kick-off, the 
product team at Scitodate discussed some potential ideas with me for using 
ChatGPT and the ChatGPT API (Application Programming Interface) to create 
solutions for their customers. They mainly focussed on automated text 
generation, to create personalised emails and LinkedIn messages for cold 
outreach. The idea was to use information from a person’s LinkedIn page and 
other profiles on the internet to create messages that are tailored to them and 
focus on the services that user wants to provide them.

As the broader LLM landscape kept evolving with new research findings, open-
source projects and products from private organisations (GPT-4 API from 
OpenAI), we kept finding out new opportunities for using LLMs. Along with the 
ability to generate customised text content, we also explored the potential of 
information retrieval from specific sources (Guides | Langchain), using chatbot 
instances that could act like automated Agents, and access APIs that 
connected LLMs to Scitodate’s products, etc.

In the context of Scitodate, that meant giving a language model access to the 
company’s database of scientific publications, etc. and letting it use that 
information to generate more factually correct and relevant output. That could 
open up potential possibilities like generating content that’s personalised for 
specific scientists, research domains or instruments. Some other possibilities 
included automating a sequence of repetitive tasks in our customers’ workflow 
and making the current software easier to use by introducing a personal 
assistant.
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Fig. 18 Schematic showing how User research findings connected to new possibilities of LLMs.
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Finding opportunities to use LLMS
Once both sides of the equation (Customer Jobs & Technology) were fairly well 
understood, I could focus on finding opportunities to address those customer 
challenges with the possibilities unlocked by LLMs. The process seemed like a 
question of finding an alignment and fit between what the customers would 
find valuable and what new possibilities Language Models could unlock. This 
was similar to the common challenge of aligning technology-push with market-
pull (Brem & Voigt, 2009))

After mapping the “Jobs to be Done”, the related problems, and the rest of the 
insights at different levels of abstraction, it became easy to identify which of 
them could be addressed using language model technology. I found it helpful 
to be aware of both sides of the equation to find a good fit: Being aware of the 
State of the Art in the rapidly evolving field of LLMs, and emerging 
developments for their commercial use, as well as customer problems.

I used the Value Proposition Canvas from Strategyzer (Osterwalder et al., 
2014) to visualise how customer problems and Jobs could be addressed using 
LLMs to develop new features and products. I listed down all possibilities to 
use LLMs at different stages of the BowTie funnel. This contributed as a list of 
ideas for Scitodate, which can serve as a starting point for designing new 
features/products that leverage LLMs.

 2.3.3 Finding Value Propositions
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Fig. 20 Comparing the present state with the possiblity of good quality outreach to a greater 

Radical value propositions
Because I was able to synthesize causal factors and user insights that were 
relevant for multiple user activities with common motivations, that opened up 
the opportunity to ideate solutions that could address multiple challenges 
together. That enabled potential ideas that went beyond incremental 
improvements in current products and how customers currently approached 
their work.

One of the most interesting findings was the current limitation of Scitodate’s 
customers to either write personalised content for a small number of potential 
buyers or write generic content that can be sent to a large number of cold 
leads. The first approach increased the likelihood of a response to the 
outreach but limited how many leads could be approached. The second 
approach increased the reach to more people but reduced the probability of 
getting a response.

This is currently a human limitation centred around finding personalised 
information and then writing the outreach content. The potential of Language 
models is that they can generate messages that are personalised to an 
individual and that could be repeated for a large number of contacts.

The way current marketing and sales efforts are structured is that the 
marketing stage focusses on reaching a large number of potential leads, and 
then sales teams following up with personalised outreach to people that show 
interest to the initial marketing outreach. Language Models open up the 
potential to drastically change how these practices function. By enabling 
personalised outreach to a large number of potential leads, that drastically 
changes the responsibilities of marketing as well as sales teams, potentially 
reducing a significant amount of time & effort.

 2.3.3 Finding Value Propositions
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2.3.4 Design Research for radical ideas
Reflecting on the empirical research process I followed at Scitodate and the 
findings from the literature, I tried to find out how the process worked for me. 
The intent here was to build a generalisable understanding that can be 
communicated to and utilised by future designers working in a similar context.

Limitations of the "Novel Meaning" 
approach
Verganti (2011) defined "meaning" as the essence behind a product, referring 
to the deep psychological and cultural reasons why people use it. Meanings 
can encompass both individual and social motivations. Individual motivation is 
associated with the personal and emotional significance a product holds for 
the user. On the other hand, social motivation relates to the symbolic and 
cultural meaning that the product communicates to others about the user.

He focusses the process of “Design-driven research” primarily on finding  
solutions can be transformed into products that people buy for their 
emotional, playful, and symbolic aspects as much as for their functional use. 
While this approach holds significant value in the domain of B2C products and 
consumer products, it might not be as relevant in B2B contexts.

Additionally, new meanings and “more meaningful” products are only valuable 
for those parts of society that do not have bigger problems to worry about. 
People who struggle with needs that relates to lower hierarchies in Maslow’s 
pyramid of needs (Maslow, 1943) do not care as much about addressing those 
on top. For eg. people who struggle from malnutrition and hunger due to a lack 
of access to food, do not care as much about the meaning, or what it means to 
be vegetarian or vegan. They especially do not much care about the meaning of 
vegetarian meat substitutes.

In the B2B context of Scitodate, products that are built to make work easier 
and employees more productive, create most of their value through the 
problems that they solve and how they help customer businesses 
economically. New ways of solving problems can be more useful for them that 
new meanings to the products. New meanings could be created, but through 
better problem solving.

During the design research at Scitodate, that was primarily the case. 
Customers used Scitodate’s products mainly because of how they saved time 
and effort that way, making them more productive. The potentially radical 
value propositions that were identified also focussed on problem solving, not 
on creating new meaning. The new meaning that customers could derive from 
the solution would be a consequence of better problem solving.

We can go back to the example of "Quality + Quantity" from the previous 
section. The identified value proposition was of creating customised outreach 
content for a large number of leads. The proposed solution addressed 
customers’ lack of time and their inability create customised content for a 
large number of people. The solution to this problem could potentially hold the 
meaning of a copywriting aid that significantly simplifies their work. But the 
problem solving is at the core of the value proposition.

 2.3.4 Design research for radical ideas
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A “Novel Problems” approach to Design 
Research
What helped me during the design research at Scitodate was finding the 
underlying problems that customers struggled with. Taking the JTBD & User 
challenge approach to analyse the user research helped me find out the 
underlying needs and problems that customers were struggling with.

Similar to Verganti’s argument of new meanings creating new value, solving 
problems that were previously not addressed, or even identified, could be a 
promising source of value. This line of thought aligns very well with multiple 
past contributions to literature that were identified.

Need Finding (Patnaik & Becker, 2010) focusses on finding unmet customer 
needs. They highlight that this approach helps look beyond immediately 
solvable problems, and can be disconnected from current solutions. Jobs To 
Be Done (Christenson et al., 2016) focusses on finding underlying motivations 
and goals, that help uncover latent, unspoken needs and user problems.

Gordon Murray’s recommendation of considering the problem situation from 
first principles, basically points to framing the problem from a new point of 
view. Grange’s “fundamental reassessment of the purpose, function & use of 
the product” can also help acheive a novel problem reframe, especially when 
the purpose, function and use of the product is to address some user problem.

Frame Innovation (Dorst 2015), focusses on exactly this process of framing 
and reframing problems to identify better solutions to problems.

As demonstrated in the previous sections, design research methods can help 
identify these novel problems that can be addressed to create value for 
customers. This process of analysing user research data to identify 
unaddressed problems can also address the limitations of HCD and Lean 
Startup that were previously discussed.

This framing of “problem solving” also makes it possible to look at technology 
in a promising way.

The opportunities of new technology
New enabling technologies can solve problems and lead to better solutions in 
multiple ways :

1) Solving problems with existing solutions in an incrementally better way, 
improving current products and their performance.

2) Solving problems with existing solutions in a completely different way, 
resulting in significantly different products

3) Solving problems that previously could not be solved. These problems do 
not have a proper existing solution because existing technologies could not 
solve them.

4) Solving problems that were previously ignored, possibly because they were 
too difficult to solve, or could not be solved in an efficient and effective way.

While design research can help identify problems for all the above 
possibilities, the last two are especially interesting. Design research can help 
identify problems that have not yet been solved. Design research can also help 
identify problems that have been ignored and neglected. That way, design 
research opens up new avenues for using technology to create value through 
problem solving.

Another interesting perspective here is that the possibilities unlocked by new 
technology can guide designers in selecting the most promising problems 
identified from design research. This enabling technology can also help in re-
framing problems identified in design research leading to “Novel Problems”.

 2.3.4 Design research for radical ideas
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Technology Driven Problem (Re)Framing
By understanding the new opportunities unlocked by emerging technologies, it 
can be possible to frame problems in a way that can benefit the most from it. 
The technology can drive how a problem is framed.

Insights and problem frames identified from design research can thus be 
reframed in a way that leverage the technology to create greater value.

I followed a similar process while finding value propositions for Scitodate. 
From the user research and analysis, I was able to identify multiple unmet 
needs and challenges. The “Quality + Quantity” need was originally a problem 
labelled “Quality vs Quantity”, one of the insights identified from analysing the 
customer interviews.

But, when I considering the potential applications of LLMs, this problem 
became more relevant and significant. It was an underlying problem that 
customers had, but they couldn’t do anything about it. LLMs opened up the 
possibility of addressing this challenge.

I modified the four quadrant image from Norman & Verganti (2014) to 
represent the "radical change in problem framing" perspective.

It is possible that framing problems from design research in a way that aligns 
with emerging technologies can help startups find unique value propositions 
that leverage new technology, Foundation Models in this case, and can lead to 
successful radical innovation.

 2.3.4 Design research for radical ideas
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Fig. 22 : How different versions of the canvas and cards were iteratively evaluated

Starting form
I used the design requirements to guide the initial selection of the form of the 
design artefact. The intention to help designers at Scitodate & other teams 
follow the same process meant that the design outcome had to communicate a 
set of step-by-step instructions. Or it could be something that supported a 
facilitator in doing this. 

But, depending on a facilitator would’ve made the final outcome significantly 
less distributable or scalable, and hence less valuable. Supporting 
collaboration across cross-functional teams meant that multiple people need 
to be able to use the tool simultaneously. It also had to serve as an ideation 
tool for the team and help designers use Foundation Models.

To make it easy to use & adopt, the design deliverable had to have a form that 
most teams were aware of and comfortable using. The design should also 
need low effort & time to adopt and integrate well with the rest of product 
development process. Thanks to the popularity of “canvas” solutions, and the 
fact that I’d used one in the empirical research phase too, I decided to start my 
exploration for the form with a canvas.

Value Proposition Canvas
As part of the value finding process (Sec 2.5), I had used the Value Proposition 
Canvas (VPC) from Strategyzer(Osterwalder et al., 2014) to map out and 
communicate how customer goals, pains & desires aligned with potential value 
proposition ideas. It consists of two main components: the 
Customer Profile and the Value Map.(Strategyzer, 2017)

2.4 TOOL DESIGN
2.4.1 Prototyping
After going through the entire process of starting from user research, to 
analysing the insights and then finding out how LLMs could create value for 
customers, I moved to designing a tool to support designers in following a 
similar process.

I started with a list of design requirements, used that to propose a first version 
of the tool and iteratively developed it further based on feedback from testing. 
The iterative development process progressed as a co-evolution of the 
problem-solution space (Dorst & Cross, 2001) as I learnt more about the 
design requirements while designing & testing it.

Defining design requirements
Reflecting on the literature study, empirical research at Scitodate, and the 
observations from the process, I was able to compile a preliminary list of 
design requirements and goals for the design artefact :
1) Translating the empirical research activities into a repeatable process
2) Empowering designers & other non-engineers to understand what 

Foundation Models are capable of, and ideate possible usecases.
3) Align the technological possibilities with user challenges & asking the right 

questions to find that alignment
4) Support cross-functional teams in collaborating on products that employ 

Foundation Models

Apart from that, the design artefact had to be something designers & 
innovation teams will want to use. It had to be easy to use & adopt. And it had 
to be easy to distribute to different teams and individuals. Using the design 
artefact should not need a significant amount of time or effort.

 2.4.1 Prototyping
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The interaction between the Customer Profile and the Value Map 
is crucial in creating a compelling value proposition:
1) Fit: The goal is to align the pains and gains of the 
customers with the pain relievers and gain creators offered 
by a solution. By addressing customer needs and desires, 
organizations can create value that resonates with their 
target audience.

2) Differentiation: The Value Proposition Canvas helps identify 
unique aspects of the organization's value proposition 
compared to competitors. This differentiation can be 
achieved by emphasizing certain pain relievers and gain 
creators that set an organization apart.

3) Innovation: The canvas encourages innovation by identifying 
opportunities for creating new or improved value. By 
understanding customer jobs, pains, and gains, organizations 
can develop novel approaches to addressing customer needs 
and providing superior value.

Where the VPC falls short
The Value Proposition Canvas is a framework to structure this process of 
finding alignment or “FIT” as the authors call it, but it does not seem to 
support the context of new and emerging technologies.

 If the designer does not know how some (new) 
technology can address a customer pain, how can they 
find out what outcomes can be achieved and what 
value propositions and product/features to develop ?

Customer Profile: The Customer Profile focuses on gaining a 
deep understanding of the target customers or users. It 
includes the following elements:
1) Customer Jobs: The tasks, problems, or needs that customers 
are trying to address.

2) Customer Pains: The negative experiences, obstacles, or 
risks associated with the jobs customers are trying to 
fulfill.

3) Customer Gains: The outcomes, benefits, or positive results 
customers expect or desire from fulfilling their jobs.

Value Map: The Value Map represents the organization's value 
proposition, which is the unique combination of products, 
services, and experiences that create value for customers. It 
consists of the following elements:
1) Products and Services: The specific offerings provided by 
the organization.

2) Pain Relievers: How the organization's offerings address and 
alleviate customer pains.

3) Gain Creators: How the organization's offerings generate 
customer gains and deliver positive outcomes.
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Fig. 24 :Modifying the Value Proposition Canvas to include technology

I tried adding a technology “layer” in the middle of Customer and Product 
blocks. I was trying to make the Technology a bridge between customer 
challenges and how the designed solutions can address them via the abilities 
of the technology.

By “abilities”, I want to refer to generalized descriptions of what LLMs can do. 
They are similar to what Norman(2002) calls “actual affordances”. This was 
comparable to Yang et. al.’s (2020) observation of Designers having an 
abstract understanding of AI capabilities in order to design using them. 

After making these changes to the Value Proposition canvas, I tried to fill it in 
to represent some of the ideation I’d previously done to find the LLM value 
propositions for Scitodate.

Here the central diamond has 4 blocks for 4 LLM abilities that we at Scitodate 
were exploring to find new opportunities. Sticky notes that mention ideas 
leveraging an ability would go into any of the blocks.

This was evident in the team at Scitodate as well, with the designer & product 
manager finding it challenging to understand what potential the engineers 
were seeing in LLMs. That made it difficult for them to propose how LLMs could 
solve customer challenges they were aware of.

I had used the Value Proposition Canvas in my process to first map out the 
customer understanding from my research, then ideated how LLMs could be 
used to address them, and converted the answers to that into product features 
and customer outcomes. That nudged me to modify the value proposition 
canvas to map out this ideation process that I currently did in my head.

Overcoming that limitation
How can we address a customer pain by building a 
solution that utilizes some LLM ability ?
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Fig. 26 : Prototype 1 ready to test

Fig. 25 : Modified VPC filled with data from empirical research
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After I had this initial visual representation of my thought process mapped out, 
my approach for the next steps of the design and validation was quick 
iterations and testing, while referring to similar solutions and doing more 
research on how LLMs were evolving over the coming weeks.

Looking at the rapid pace of developments and the trajectory over those 
weeks, I was fairly certain that new abilities will emerge in the future for LLMs. 
I tried to modify the diamond to make it independent of specific abilities. I 
framed it as “What opportunities does (a new ability) unlock?” I kept 2 
sections for opportunities to address pains and satisfy desires.

Testing propotype P1
We then did a trial session with the team at Scitodate to check how it worked. 
I facilitated the session and walked the team through the different steps.

 2.4.1 Prototyping
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Fig. 27 : Testing canvas prototype P1 (drawn on a roll of paper)

I also had discussions with other designers who’ve used different canvas and 
facilitated innovation sessions. That gave me insights about the scope the 
canvas should focus on and prioritise. I used all these insights to design a 
revised version of the canvas that was fairly disconnected from the Value 
Proposition Canvas.

Prototype P2
Using the feedback and reflecting on my own process I had followed 
previously, I made a new canvas from scratch, that was completely 
disconnected from the structure of the Value Proposition Canvas. The VPC only 
served as an initial test for finding a direction to take for the canvas design. 
That was needed because of the inherent limitations of the Value Proposition 
Canvas structure. Many of the feedback points like location of different 
elements, choosing completely different elements that were not in the VPC, 
aspects specific t o Foundation Models, etc. led to that decision.

A challenging aspect of how LLMs worked was that these models had a 
primary core ability that lead to a host of derived abilities depending on how 
the Language Model is prompted. For example, for the current Language Model 
APIs (OpenAI Platform) from OpenAI: Instruction following by generating the 
next characters after a prompt would be the core ability of the LLM and 
different abilities would then be summarizing text, generating emails, 
interacting with external software tools, etc.

I tried to differentiate the 2, hoping to help users get better clarity. Taking this 
approach was based on the premise that starting from the core ability of LLMs, 
the users of the canvas can explore different derived capabilities that they 
found interesting.

HYPOTHESIS :

Modifying the Value propositions canvas to reflect my own thought process 
does not stop it from being understandable to other people

The first testing session provided useful feedback about the flow of the 
process, the visual layout, what parts of the process were confusing or 
challenging to work through, etc. and what needed to be improved.

The hypothesis turned out to be partially correct. Because I was facilitating the 
process, the others could follow my chain of thought and work through the 
canvas. The critical feedback was that they would be clueless without my 
facilitation. They attributed that primarily to the lack of instructions in the 
Value Proposition Canvas as well as my hacked version of it.

 2.4.1 Prototyping
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Feedback on P2

HYPOTHESIS :

Making a canvas to reflect the  underlying concept of LLMs, of having a core 
ability that leads to a variety of downstream capabilities will help designers to 
better utilise these capabilities.

From discussions with the team at Scitodate, we realised that the “core 
ability” approach was only making things more complicated and did not help 
the way I was expecting it to. That also made it necessary to have a Machine 
Learning engineer present during the brainstorming session to be able to 
explain this to the rest of the team.

I got similar feedback from fellow students at IDE. They could identify the 
blocks on the left & right but struggled to make sense of Capabilities & Core 
Abilities. The hypothesis was proven incorrect. One of the suggestions was to 
include this information about the models on separate ideation cards.

Considering the feedback about the visual layout and flow of the proces, I 
started the first steps of the process on the left upper corner and then kept 
moving towards the right. The kept 3 blocks to map out the required details 
about the customer. These formed the left side of the canvas. On the right, I 
added 3 blocks for relevant details about product development. In the center, I 
added 3 more blocks to represent the abilities of LLMs and a space to post 
ideas that utilized them.

I proposed the following steps for the process:

1) Finding/ mapping the customers’ Jobs To Be Done
2) Finding their pains & desires associated with those Jobs.
3) Estimating the potential economic value of addressing thee challenges
4) Introducing the core ability of LLMs
5) Exploring the currently know capabilities of LLMs that this core ability 

enables.
6) Finding opportunities to use these capabilities to address the mapped 

customer pains & desires and support their Jobs.
7) Explore the potential future outcomes that customers should be able to 

achieve when LLM abilities can address their challenges.
8) Find out what work needs to be doen to build these new products or 

features and if Model fine tuning is required.
9) Estimate the resources needed to acheive the outcomes and do the 

required work.
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Fig. 29 : Initial drafts of Model Ability Cards A1

DECIDING THE CARD CONTENTS

The initial plan was to have an Ability Card for every Foundation Model that the 
team could use. From the discussions and the questions raised during the 
previous test session, along with some desk research on other similar card 
decks that people used, I made an initial list of contents that the ability cards 
could have. That included the title of the Foundation Model, relevant 
specifications about the model, and its abilities and applications

Introducing Ability Cards : A1
Boundary objects can serve this goal of conveying information and enabling 
collaboration. They can also carry this information in the form of “designerly 
abstractions” that Nur Yildirim et. al. (2022) claim, helped designers work with 
AI. The ideation cards, carrying information about different abilities of LLMs 
seemed to serve these goals quite well.

In the context of this design problem, designers & other non-tech users of the 
canvas need to be educated about the abilities of different Foundation Models 
& relevant model specific data. The canvas cannot include model specific 
details while still being relevant for a variety of domains & applications. 
Including that data on individual cards could help designers learn enough 
about the the technology and only work with the context relevant information. 
The cards can also help structure their thought process around the abilities of 
different Foundation Models.

Similar tools have been developed in the field or Machine Learning in the past 
that hold specific information about a topic or entity in such a way that helps 
teams design & build better solutions. Gebru et. al. (2018) introduced 
Datasheets for Datasets to help practitioners “decide, from reading a 
datasheet, how appropriate the corresponding dataset is for a task, what its 
strengths and limitations are, and how it fits into the broader ecosystem”. 
Mitchell et. al. (2019) introduced Model Cards for Model Reporting “to clarify 
the intended use cases of machine learning models and minimize their usage 
in contexts for which they are not well suited”. More similar solutions can be 
found in Hugging Face’s Landscape of ML Documentation Tools.

These “Ability Cards” can help not just help designers learn about Foundation 
Models’ abilities but also serve as a tool to spark ideation for possible 
applications. Along with supporting designers, a comprehensive compilation of 
Ability Cards can also help engineers cover all possibilities in the solution 
space during ideation. More importantly for a cross-functional team activity, 
the Ability cards provide a common language with “just enough” technical 
detail for facilitating conversations across diverse teams
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Fig. 30 : Canvas Prototype P3, simplified by transferring elements to cards

Fig. 31 : Testing Prototype P3 with the engineering team & CEO 
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Testing P3
HYPOTHESIS :

Simplifying the way the canvas represents abilities of LLMs will address the 
technical complications and still help the team utilise LLM abilities.

Happy with the improvements with the canvas till now, we decided to have 
another brainstorming session at Scitodate, this time focussing on 
MirrorThink.ai, the team’s latest product that leverages GPT-4 from OpenAI. 
The team already had some ideas for adding new features to the current MVP 
but lacked a specific focus and clarity about the usecases. For the session, we 
focussed on a specific user group and their jobs & pains. As visible from the 
canvas image, we spent plenty of time on first deciding who the target persona 
can and should be. We didn’t use ability cards as they weren’t ready yet but 
the session gave good insights on what the cards should include.

The hypothesis proved to be correct. One of the outcomes from the brainstorm 
session was built into MirrorThink. Overall, the canvas was able to serve as an 
effective tool for guiding and structuring the discussion, especially considering 
the difference in alignment & focus before and after introducing the canvas 
into the discussion.

Prototype P3
Introducing these “Ability cards” seemed to help simplify the canvas by 
addressing the challenge of educating the user about the technology and 
guiding their thought process through the “technology layer”. They also enable 
making the canvas more robust and versatile to different types of Foundation 
Models & applications, as the context specific details and differences between 
models (text or image generators, classification models, etc.) can be included 
in the cards.
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Fig.32 : Outcome of Test 2

Fig. 33 : Canvas Prototype 4

Fig. 34 : DIY test for Prototype 4 with handdrawn canvas

We spent a large amount of time deciding on who the target user should be, 
before we could get to exploring their user goals and challenges. This test 
helped me to identify & add a field to specify the focus of the canvas: Who are 
we designing for?

DIY test with p4
I wanted to test how well the canvas worked without engineers, but with 
designers that have a basic understanding of LLMs. 

To do that, I later tried using the canvas focussing on my own work of writing 
the thesis and leveraging ChatGPT’s abilities to help me. I was able to use it to 
actually find new ideas for using ChatGPT. Also, helped me uncover some new 
questions about the “Abilities” approach to explore further. This served as an 
initial test for the canvas’ robustness and adaptability.

I hand drew the canvas for this test. The aesthetic of this inspired me to 
modify the visual style of the actual canvas.
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Fig. 35 : Draft Ability Card for Translation
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Prototype Ability Cards A2
After getting some initial feedback from the team at Scitodate on the sample 
cards, I decided to make significant changes to the original proposal for the 
cards. Instead of having one card for every Foundation Model, I decided to 
switch to having cards for different abilities. That way, every Foundation Model 
would have multiple applicable ability cards.

The main reason for making this switch was the possibility of describing every 
ability in sifficient detail so that designers could find sufficient insights from 
them. Another reason for making this switch was the simplification of the 
canvas itself. Because the canvas did not have the “Core Ability” block 
anymore, that could be eliminated from the cards as well. That meant every 
Ability Card for a Foundation Model only had a list of “Derived Capabilities”. 
That meant I could separate every ability into individual cards.

For the scope of this thesis, I wanted to have Ability Cards focussing on 
different affordances that LLMs have and disconnect them from specific 
Language Models. All Abilities will not be exhibited by all LLMs. For every LLM, 
some Ability Cards will apply and some will not, or not very strongly. For this 
thesis, I chose to make a few sample ability cards for GPT-4 from OpenAI 
(OpenAI, 2023) that Scitodate used in API form for running their own 
solutions.

I made some improvements and created ~12 Ability Cards about some of the 
most relevant capabilities of LLMs for Scitodate. We then tested the Ability 
Cards & Canvas together
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Fig. 36 Testing Prototype P5 with the engineering team & CEO

Fig. 36 Outcome of Test 3

Testing Prototype P5 : P4 + A2
HYPOTHESIS :

Ability cards will compliment the canvas and enable non-engineers to 
contribute equally to the brainstorm around using LLMs to improve products.

While facilitating this session, I introduced the cards to the team only after we 
were done mapping the customer Jobs and challenges. My intention was to 
prevent the card contents from fixating the team’s focus on customer goals 
that were directly addressable in a straightforward way through LLMs

This session gave me more inputs for improving the contents of the Ability 
Cards. The session was effective in finding out if the cards were beneficial to 
the process. Although Jon (CTO) & Arthur (Full stack Engineer) were well 
aware of the possibilities of using, the cards helped Mehdi (CEO) come up with 
new ideas that were based on the abilities on the cards.

We decided to do more tests with the rest of the non-engineers at Scitodate to 
further validate the effectiveness of the Ability Cards.

 2.4.1 Prototyping



Fig. 37 : Outcome of Test 4

Fig. 38 : Outcome of Test 4. We ran out of time but the engineers later sorted out the To-Dos 
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Testing P5 two more times
We later did 2 more tests with different members of the sales, marketing and 
customer success team to find out if the canvas and card deck was effective 
for a variety of audiences.

HYPOTHESIS :

The current canvas + card can work for the rest of the team at Scitodate.

These tests helped me identify how different people interpreted the words on 
the canvas and cards differently, and how different people were able and 
unable to use the cards effectively. The prototype cards did not have enough 
visual elements and that prevent the participants from reading them in detail. 
Being busy with thinking about the prompts on the canvas prevented them 
from reading the text on the cards.

While the hypothesis did prove to be correct, there were still improvements to 
be made. It was time to get into optimising the details of the design of these 
cards and the canvas.

 2.4.1 Prototyping
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Fig. 39 : Outcome of Test 6. Cards worked well and Scitodate got multiple ideas for future 

Testing A2 card for radical ideation
From all the design research that was conducted before developing the canvas 
and cards, there were some promising customer problems that could lead to 
potentially radical innovations. We decided to ideate on some of them and use 
the Ability Cards to help us use LLMs to address those challenges. As it was a 
pure ideation session, we chose to skip the canvas. The session only had 2 
designers : Me and Scitodate's product designer.

We chose three problems to focus on based on how promising they seemed for 
tackling with LLMs :

1) The current limitation of either creating quality outreach content or creating 
it for a large quantity of leads

2) The current products were not designed considering the normal way of 
working of customers. Users had to adjust how they worked to be able to 
use Scitodate's products.

3) Majority of the current users did not have a sales & marketing background 
and thus were not very good at it.

HYPOTHESIS :

The cards can support designers in ideating radical solutions .

The cards proved to be significantly useful during the ideation session. We 
started with exploring which cards were most relevant to the individual 
problems. That then led to further ideating how the solutions could look like.

As the ideas developed further, we used different Ability cards for different 
parts of the product ideas. By the end, we had gone throuhg all the ability 
cards and used multiple of them towards finding ideas to address the 
problems. In that way, they proved the hypothesis correct.

 2.4.1 Prototyping
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4) The steps I’d included in the “how to” section a few weeks ago had already 
become outdated. I could understand that even if I updated them, they 
would again get outdated soon. So I decided to eliminate that completely.

5) Although the icons for the requirements could’ve been a good visual touch, 
they meant extra customisation of the cards. To help others understand 
what every icon meant, I would need to include an “explainer” sheet as 
well. I decided to revet back to text.

Visual refinements to the cards
1) I decided to move from a postcard layout to 2 faced cards. The front face 

can have minimal text and the back face can hold the details.
2) Added a large square icon to different blocks in the canvas
3) Converted the prompting questions into suggestions for when to use an 

ability, moving that to the back of the card
4) I added a shade of blue to make the cards easy to identify.

Word choice & jargon
Different words mean different things for various groups. Multiple iterations of 
testing & feedback on the canvas & cards helped get to simple jargon that 
conveyed the point and was interpreted in the same way by designers & 
engineers. Although finding the correct phrases and ontologies(Uschold & 
Gruninger, 1996) , that Osterwalder (2004) focussed on was extremely 
relevant and valuable here, the time constraints of the thesis prevented me 
from investing more time in refining the terminology I used on the canvas and 
cards

2.4.2 Detailed Design 
After testing the initial prototypes of the canvas & cards to the point where the 
feedback & iterations were primarily about the detailed design features of the 
cards & the canvas, it was time to freeze the overall concept of the canvas + 
card setup,  and get into the nitty gritty details of visual design, usability & 
ease of understanding.

Optimising the canvas
For the canvas, every new version had some visual improvements that were 
inspired by feedback from the previous testing session. Most of these 
improvements revolved around better word choice, adding numbers to guide 
the sequence of steps and including icons for every block. I shifted from the 
grey background style of the Business Model Canvas to a black frame on white 
background to simplify the visuals and make the box feel less restrictive. I also 
adjusted the frame borders to extend past the corners to communicate the 
sketchy draft vibe of early design ideation, where the ideas are still unrefined 
and evolving. 

Optimising the cards
1) The postcard layout was helpful to refer to all the information at a time, but 

that was problematic when people wanted ot take a quick glance at an 
ability. There was too much text on the cards.

2) The need to read the text on the cards also made them difficult to use 
during brainstorming discussions. Participants were too occupied with the 
conversation 

3) Because the cards currently looked too similar, differentiating between 
them was difficult. Replacing th eEscher placeholder with a unique icon 
would fix that.

 2.4.2 Detailed Design
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Fig. 40 : Final Ability Card Design

Fig. 41 :Final Tech Value Canvas Design

2.4.3 Design Validation
The validation criteria & process were significantly limited by the scope of this 
thesis and what was possible in the available time. The primary validation 
criteria for the tools was to ensure that they contributed positively to 
Scitodate’s efforts to build LLM powered products. A secondary criteria was 
that designers should easily be able to use these tools. I tested the entire 
toolkit with fellow design students at a later stage in the thesis.

Tests with a different members of the team at Scitodate helped evaluate the 
utility & effectiveness of the approach. Outcomes from the various 
brainstorming sessions that used the canvas & cards were able to contribute to 
the team’s product development plans. These brainstorming sessions also 
helped uncover & emphasise previously neglected customer challenges.

The development plans that resulted from these discussions were integrated 
into Scitodate’s monthly planning and “product backlog”. Feedback from three 
other practitioners in the technology innovation space helped me evaluate the 
potential for using this beyond the scope of Scitodate & LLMs. 

Despite these efforts and results, I definitely acknowledge that the amount of 
testing is not sufficient to claim validity of the process and design proposal. 
The proposal needs further “stress testing” with different teams and different 
Foundation Models to find out if it can work reliably and effectively in a variety 
of contexts and applications. Startups working with Computer Vision & image 
generation are promising future candidates.

 2.4.3 Design Validation
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Validation from Scitodate
Here’s feedback from Jon, my mentor from Scitodate for this thesis 

“I think we've done quite a lot of sessions with 
different members of the team, which was a good 
stress test for the design itself to figure out how it 
behaves with different roles, but also for us to 
coordinate within the team, and every session has 
been useful and successful, I can give an example...

So last week we had a session with two members from customer success and 
sales. One of the objectives we have for next month was to make MirrorThink a 
bit better for current customers and we identified 2 pain points which we knew 
existed, but a lot more emphasis was put on them than we expected : <ABC> 
and <XYZ>. These are bigger bottlenecks than we thought, and from that, we 
adjusted quite a lot, the plans of how we will invest energy in the product 
team. Our customer success coordinated with the customers.

We've already identified 2 customers that have these cases that we are going 
to work on. These cases were discussed and we are now already working on 
them. A week later, we will deliver some results and I think in a couple of 
weeks, it's quite likely that this will move on to a paid pilot project. So every 
session has uncovered new priorities or adjusted priorities. And we can, from 
them, move on quite quickly to practical value. So this has been very valuable.

Evaluating Desirability, Viability, 
Feasibility
DESIRABILITY :

The team at Scitodate has been keen on doing each of the multiple testing 
sessions, and they’ve been able to get valuable outcomes from every 
discussion.

FEASIBILITY :

The information on the canvas and the cards enables a large variety of 
stakeholders and roles to participate in the process. These details also make it 
easy for designers to facilitate this process in the future. The instructions 
provided in this report in chapter 3 should help individuals follow the process 
on their won.

VIABILITY :

The sessions took an hour on average, depending on how much detail the team 
wanted to go into. That makes using this design and the process relatively time 
efficient, enabling busy teams at startups to benefit without spending alot of 
their precious time. More time can definitely be invested into better user 
research and ideation, and they should lead to better outcomes.

 2.4.3 Design Validation



Responsibly
How can designers help startups mitigate the negative 
consequences of using Foundation Models ?



Summary
I used the literature review process along with insights from expert 
interviews to understand the broader picture and practical 
challenges of Responsible AI. That helped me refine the initial 
research question and then proceeded to explore current and past 
risk management practices.

That helped me guide the process towards designing a similar canvas 
& card deck to support designers in discovering potential risks of 
proposed products. A large part of the design process from the 
previous chapter was relevant and directly usable here, reducing the 
total amount of work required.
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3.1 LITERATURE STUDY
3.1.1 Responsible Innovation
Science and innovation have led to both intentional and unintentional 
outcomes. Instead of only focussing on the aftermath and end result, which is 
less effective for uncertain future consequences, Owen et al. (2013) propose a 
shift in how we approach the challenge. 

To accommodate the inherent uncertainty in innovation, they focus on two 
aspects of future responsibility: care and responsiveness. The crux of their 
proposal is responsiveness—a fusion of thoughtful analysis and discourse with 
impactful actions guiding an innovation's trajectory.

The authors argue that conventional notions like liability, accountability, and 
blame are insufficient, given the worldwide repercussions of technology in 
today's interconnected sphere. These concepts are retroactively applied and 
fail to sufficiently address the intricate ramifications of contemporary global 
technology or to prevent harm. They propose a different definition :

Responsible innovation is a collective commitment of 
care for the future through responsive stewardship of 
science and innovation in the present.

They suggest four dimensions to responsible innovation asking for a continual 
and joint commitment to be :

1) ANTICIPATORY, and analyze potential impacts in economic, social, 
environmental, and other areas. This can be done using methods like  
technology assessment and scenario development. These methods don't 
aim to predict the future but help identify possible issues and implications.

2) REFLECTIVE on the purposes, motivations, known information (including 
regulations and ethics), as well as uncertainties, risks, assumptions, 
questions, and dilemmas.

3) DELIBERATIVE, engaging with a wide range of people, including the public 
and diverse stakeholders, to consider different perspectives and address 
potential challenges.

4) RESPONSIVE by using the collective insights gained to guide the direction 
and speed of innovation. This process should be adaptable and open to 
learning from feedback.

While the framework they propose is broadly aimed towards governing science 
and innovation, private organisations could also potentially incorporate and 
benefit from these recommendations. Dignum (2019) agrees that Responsible 
AI means different things to different people. She proposes that depending on 
the people involved and the context, it can mean one of the following :

1) Policies concerning the governance of R&D activities and the deployment & 
use of AI in societal settings,

2) The role of developers, at an individual and collective level,
3) Issues of inclusion, diversity and universal access,
4) Predictions and reflections on the benefits and risks of AI.

This chapter explores how startups like Scitodate, and designers can practice 
responsible innovation while using Foundation Models in their products. It 
explores what responsibility might mean in this context and within the scope 
of the thesis, how can designers help startups innovate responsibly. In the 
field of mitigating harm from AI, there have been numerous contributions to 
ethics, regulation and risk based approaches.

 3.1.1 Responsible Innovation



Fig. 42 : showing schematic of typology proposed by Morley et al. (2019)
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3.1.2 Ethics Approach

AI Ethics across the globe
Over the past decade, the increasing capabilities and widespread use of AI 
systems have sparked discussion about the values and principles, that should 
govern their development and deployment. Numerous studies, including 
assessments of systemic risks, algorithmic bias, and discrimination, have 
explored ethical AI (Jobin, A., Ienca, M. & Vayena, E., 2019).

To address these concerns, national and international organizations have 
formed expert committees to create policy documents on AI. AI-reliant 
corporations in the private sector have actively participated in developing 
guideline. Professional associations and non-profit organizations have 
contributed by issuing their own recommendations and declarations.

The AI Ethics Guidelines Global Inventory database (Admin, n.d.) contained 
167 guidelines at the time of this writing. Jobin, A., Ienca, M. & Vayena, E. 
(2019) found a global alignment on five such ethical principles regarding AI: 
transparency, justice and fairness, non-maleficence, responsibility, and 
privacy.

But,they also found significant differences in the interpretations these 
principles, their perceived importance, and the suggested strategies for putting 
them into practice. Multiple researchers have explored this challenge of 
interpreting principles and converting them into actionable practices.

AI Ethics Principles vs Practices
Morley et al. (2019) emphasize that the AI ethics discussion has primarily 
focused on ethical principles within AI, (the 'what') rather than the practical 
application (the 'how') of these principles. In order to help bridge this gap, they 
introduce a typology of different tools and how they relate to different 
principles. This typology is designed to assist developers in implementing 
ethical principles at various stages of AI system development. 

However, they noticed an uneven distribution of effort and tools across this 
framework for 'Applied AI Ethics'. The authors also found that many of these 
tools lack actionable guidance, making their practical use challenging. Due to 
the limited effectiveness of these tools, they conclude that further refinement 
is necessary before these tools can be effectively applied in real-world 
settings. Without thorough testing in practical scenarios, the impact of these 
tools on the overall governance of the algorithmic ecosystem also remains 
uncertain .

 3.1.2 Ethics Approach
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Organisations try to Self-Regulate
Majority of the large software companies like Microsoft, Google, Meta, IBM, 
OpenAI, Salesforce, etc. have all produced their own frameworks, principles 
and guidelines for ethical development and use of Artificial Intelligence. They 
also have designated teams to focus on developing and implementing these 
Ethical guidelines. Microsoft has also designed a training program to help other 
firms design their own AI strategy & principles for Responsible AI (Microsoft 
Learn). Despite all these efforts, their implementation & integration has not 
been effective so far.

Schiff et al.(2020) explore the gap between these high-level principles and the 
lack of clarity on how they can be implemented in organizational practices. 
They outline 5 possible explanations for this gap :

1) AI’s social and ethical implications for human well-being are broader, more 
complex, and more unpredictable than we often understand

2) Accountability for ethical consequences is divided and muddled
3) Experts in different fields focus too much on their own specific ideas, or 

sometimes they look at things too broadly. This makes it hard for them to 
understand each other and work together.

4) Existing methodologies and tools for responsible AI are hard to access, 
evaluate, and apply effectively

5) Organizational practices and norms which divide technical from 
nontechnical teams minimizes the chance of developing well-considered AI 
systems that can safeguard and improve human well-being.

Startups struggle to prioritise AI Ethics
Bessen et al. (2022) found that many AI startups are aware of ethical issues 
related to AI, with 58% of the startups in their study having established AI 
principles to guide their operations. However, the extent to which they could 
act on these principles varies based on their available resources. Startups with 
prior experience, such as data-sharing partnerships and knowledge of 
regulations like GDPR, were more likely to translate these principles into 
practical actions.

They note that these startups tend to follow norms set by larger technology 
firms or those established within their customers' industries. These norms 
played a significant role in shaping the ethical approaches of these startups. 
They also found that more than half of the startups that adhere to ethical AI 
principles faced costly business outcomes as a result of their commitment to 
these principles.

Winecoff & Watkins (2022) observe a similar conflict. Although many of the AI 
entrepreneurs they interviewed emphasized the value of scientific rigor and 
methodological integrity, they faced a challenge when dealing with external 
stakeholders who might lack the technical expertise to understand the 
importance of these principles. These stakeholders often prioritize business 
considerations over scientific integrity, creating a tension for entrepreneurs.

They argue that while startups encounter greater resource limitations 
compared to the more established companies that have been the primary 
focus of applied AI ethics studies, they also represent a potential ideal 
opportunity for implementing ethical interventions.

In a multiple case study by Vakkuri et al. (2020) of startup-like environments, 
ethics weren't formally integrated using methods or tools, and ethical issues 
weren't directly considered as such. Instead, ethical matters were addressed 
only for practical reasons. Their study participants still worried about possible 
ethical problems tied to the systems, but lacked ways to address them.

 3.1.2 Ethics Approach
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AI Ethics approaches are not effective
Hagendorff (2020) argues about the ineffectiveness of ethical guidelines in the 
AI and machine learning field, claiming that these guidelines lack the 
necessary mechanisms to enforce normative claims. That leads to minimal 
influence on human decision-making processes. Despite their weakness, AI 
companies find them attractive as a way to suggest self-governance and deter 
the need for specific laws to address potential risks and abuse. (Calo 2017) 

However, research shows that these guidelines can fail to impact 
professionals' behavior, and in practice, AI ethics can be treated as an 
optional, external concern rather than an integral part of technical 
development.(McNamara et al. 2018) This highlights the need for a more 
robust approach to AI ethics that goes beyond token gestures and truly 
integrates ethical considerations into the industry's practices.

Munn (2023) further argues that  AI ethical principles suffer from several 
issues, making them practically ineffective. He asserts that these principles 
are meaningless because they are often disputed or unclear, making their 
application challenging. Additionally, they exist in a context where ethics is 
largely overlooked in the industry and education system. Moreover, these 
principles lack enforcement and accountability, aligning more with corporate 
interests rather than promoting genuine ethical behavior. As a result, Munn 
argues that AI ethical principles are essentially useless in addressing the 
harmful impacts of AI technologies.

In March 2023, Microsoft laid off their Responsible AI team while continuing to 
invest in integrating AI into their products. According to Microsoft employees, 
the Ethics and Society team had a vital role in ensuring that the company's 
responsible AI principles were effectively incorporated into product design. 
One former employee mentioned that when some individuals were unsure of 
how these principles applied in practice, this team demonstrated their 
application and established guidelines in areas where there were previously 
none. (Schiffer & Newton, 2023)

Self Regulation hasn't worked in the past
Floridi (2021b) highlights the failure of self-regulation in the digital industry 
operating over the internet. He narrates how self-regulation was hoped to 
improve digital industry and society communication, but it failed. Change 
became necessary, shifting from voluntary ethics to legal rules like  the 
General Data Protection Regulation (GDPR).

The Facebook-Cambridge Analytica scandal and other negative events in the 
industry further demonstrated that self-regulation didn't work. Companies 
were unwilling or unable to fix their ethical problems at a fundamental level, 
beyond mere public relations efforts.

Floridi foresees a similar outcome with AI ethics. As the AI industry responded 
to ethical challenges by creating numerous guidelines, manifestos, etc. it 
became clear that self-regulation was falling short again. The efforts seemed 
more like superficial "blue washing," lacking substance and genuine 
commitment to ethical considerations.

In response, the EU is taking the lead in introducing legislation to address AI's 
ethical issues, recognizing the need for a more enforceable approach. This 
move marks a shift away from the voluntary approach towards legal 
frameworks that would hold AI industry players accountable for their actions.

 3.1.2 Ethics Approach
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3.1.3 Policy Approach

Enforcing ethics through Legal policies
In 2019, the EU’s High Level Expert Group (HLEG) on AI presented their Ethics 
Guidelines for Trustworthy AI (2019) along with an assessment list of 
questions (ALTAI) to help organisations evaluate whether an AI system 
complies with the requirements specified in the Ethics Guidelines. The HLEG 
also published a document on Policy and investment recommendations for 
trustworthy Artificial Intelligence (2019). It contained their proposal 
addressed to EU institutions and Member States. These contributions formed 
the ethical framework for the EU AI Act.

Floridi (2021a) explores how the AIA aims to address and mitigate the risks 
associated with AI, foster public trust in these innovative technologies, and 
promote the development and adoption of AI within the EU. He finds this risk-
based approach convincing, as it aligns with common practices in internal 
market-based legislation. It reflects the perspective that ethics should benefit 
the market and contribute to responsible AI development, rather than being 
detrimental to it.

The EU AI Act
The EU AI Act (AIA) aims to encourage responsible and trustworthy AI 
development in Europe, with the goal of making significant strides in AI 
advancement while maintaining alignment with the continent's ethical values 
and principles. The AIA will come into effect on a specific date in all 27 
Member States and will have legal power that must be followed across the 
entire EU. (Floridi, 2021a)

The final legislation is expected to be published and come into effect by late 
2023-early 2024 and companies are expected to have a 2-3 year transitional 
period over which they can acheive compliance. (The AI Act, 2022), (FRKelly, 
2023) (Artificial Intelligence Regulation, 2023) (Schuett, 2023)

The AIA is expected to extend what is known as the "Brussels 
effect" (Bradford, 2020). This means that companies, even in other countries, 
might choose to follow EU regulations because it's more convenient to have a 
uniform approach worldwide. As a result, the EU's laws could indirectly 
influence international markets through market mechanisms, although not 
necessarily through official legal channels.

RISK CLASSIFICATION SYSTEM

At the core of the AI Act lies a risk classification system, which evaluates the 
potential risks AI technologies may pose to people's rights, safety, and well-
being. This system categorizes AI into four risk tiers: unacceptable, high, 
limited, and minimal.

AI systems with minimal and limited risk, such as spam filters and video 
games, can be utilized with relatively fewer requirements, but transparency 
obligations must still be met. On the other hand, AI systems deemed to carry 
an unacceptable risk, like government social scoring or real-time biometric 
identification in public spaces, will be strictly prohibited, with only a few 
exceptions.

For high-risk AI systems, such as autonomous vehicles, medical devices, and 
critical infrastructure machinery, they are permitted but will be subject to 
stringent regulations. Developers and users must conduct thorough testing, 
maintain proper documentation of data quality, and implement an 
accountability framework with human oversight.

Furthermore, the AI Act addresses regulations for general-purpose AI, 
including AI systems like ChatGPT, large language model generative AI 
systems, which can be employed for various purposes with varying degrees of 
risk.

 3.1.3 Policy Approach



Fig. 43 Schematic of classification system in AIA, adapted from Hansen (2023)
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AMENDMENT FOR FOUNDATION MODELS

In May 2023, the MEPs (Members of the Europoean Parliament) proposed 
additions to the AI Act for providers of Foundation Models, (Europa, 2023) 
incorporating certain added responsibilities. These providers would be 
obligated to ensure strong protection of fundamental human rights, health, 
safety, environment, democracy, and the rule of law.

They would be required to assess and address potential risks, adhere to 
specific design, information, and environmental standards, and register their 
models in the EU database. The proposed Act now also includes obligations for 
downstream providers of Foundation Model based AI systems and other actors 
along the AI value chain. (Article 28 in the draft AIA)

For generative foundation models, such as GPT, there are additional 
transparency requirements to follow. These include disclosing that the content 
was generated using AI, implementing measures within the model to prevent 
the generation of illegal content, and publishing summaries of copyrighted 
data used in the model's training process. The draft released on 16 May 2023 
(EU LEX) acknowledges the newness and uncertainty around Foundation 
Models (Article 60h)  :

“Given the nature of foundation models, expertise in 
conformity assessment is lacking and third-party 
auditing methods are still under development”

“As foundation models are a new and fast-evolving 
development in the field of artificial intelligence, it is 
appropriate for the Commission and the AI Office to 
monitor and periodically asses the legislative and 
governance framework of such models and in 
particular of generative AI systems based on such 
models.”

RISK BASED APPROACH OF THE EU AI ACT

As we discussed previously, the AI Act categorises AI systems into 4 
categories. High risk AI systems need to have a risk management system in 
place throughout their entire lifecycle. (Hansen Urlick, 2023)The same 
requirements for a risk management system also apply in the case of 
Foundation Models. While these requirements primarily only apply to 
“providers” of Foundation Models, (those who develop an AI system), 
downstream providers and deployers, also need to meet their own 
obligations(Walters, 2023). When downstream providers make “substantial 
modifications” to foundation models integrated into high-risk AI systems, they 
will be considered “providers” and need to establish similar risk management 
systems (Article 28 in the draft AIA)

As the AIA enters into force across the EU in the coming years, companies, big 
and small, that provide their AI powered solutions to the EU market will need 
to conform to the requirements set in the regulation. That includes setting up 
risk management systems and other internal processes to ensure that 
organisations tackle the risks that come with (Walters, 2023)

 3.1.3 Policy Approach
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Fig. 44 The AI RMF Core : Functions organize AI risk management activities at their highest 
level to govern, map, measure, and manage AI risks. Governance is designed to be a cross-

cutting function to inform and be infused throughout the other three functions. (Tabassi, 2023)

3.1.4 Risk Approach

AI Risk Management Frameworks
It is worth noting that at the time of this writing there aren’t any harmonised 
standards or standardised specifications on AI risk management yet.(Schuett, 
2023) Harmonised standards will define the specific risk management actions 
referred to as the "suitable risk management measures" in the AI Act. They 
are tailored to align with EU laws, and compliance with these standards will 
imply meeting the fundamental requirements with a presumption of 
conformity with the Act.(Standard Setting, 2022) They will be drafted after 
the legislation is published.

NIST RISK MANAGEMENT FRAMEWORK (RMF)

In January ‘23, the National Institute of Standards and Technology (NIST), 
released the AI Risk Management Framework (AI RMF) (Tabassi, 2023), a set 
of voluntary guidelines to help organisations improve the trustworthiness of 
AI systems. (NIST, 2023) The Core is a central aspect of the framework and is 
composed of 4 functions : Govern, Map, Measure and Manage.

These high-level functions are further divided into categories, and 
subcategories, that are further broken down into specific actions and 
outcomes. These actions are recommendations, not a strict checklist or a set 
of ordered steps. The framework emphasises that risk management should be 
continuous and timely, spanning the entire lifecycle of the AI system. It also 
encourages diverse and multidisciplinary perspectives, including input from 
AI actors outside the organization.

To assist organizations in using the AI RMF effectively, the NIST also 
developed an online resource called the NIST AI RMF Playbook (NIST). It 
offers suggested tactical actions that organizations can apply in their own 
contexts to achieve the framework's outcomes. Both the AI RMF and the 
Playbook are voluntary, allowing organizations to use them according to their 
specific needs and interests.

ISO/IEC 23894:2023

In February ‘23, The International Organization for Standardization (ISO) 
released a standard to provide guidance on Risk Management of AI systems. 
ISO/IEC 23894:2023 (ISO/IEC 23894:2023, 2023) suggests instructions on 
how businesses engaged in the development, production, deployment, or 
utilization of products, systems, and services incorporating artificial 
intelligence (AI) can effectively handle the associated risks.
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Fig. 45 showing schematic of ISO Risk Management framework (ISO 31000:2018, 2022)
Fig. 46 Six LLM risk areas adapted from Weiginger et al. (2022) & Derczynski et al. (2023)
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It also intends to support organizations in integrating risk management into 
their AI-related operations and functions. Additionally, the document outlines 
processes for efficiently implementing and integrating AI risk management. 
The document also includes examples of how the recommendations can be 
implemented at different stages of an AI system’s lifecycle.

Like many other ISO standards, this guidance is adaptable to suit the needs of 
any organization and its specific circumstances. It builds on top of, and 
references ISO 31000:2018 (ISO 31000:2018, 2022), a more versatile risk 
management standard. They are recommended to be used together, making 
use of AI-specific guidance from ISO/IEC 23894:2023 along with more 
general guidance from ISO 31000:2018.

Risks of Large Language Models
Bender et al. (2021) explored the potential challenges and risks of language 
models increasing in size, the way they have over the past 5 years. They 
discuss how LLMs’ possibility of learning biases and harmful patterns 
combined with our tendency to naturally find meaning in text and believe it, 
creates real-world risks when LLM-generated text is distributed. They also 
studied the risks of using LLMs in classification systems that can categorise 
data, and the dangers of LLMs memorizing parts of their training data.

They urged the NLP community to understand that creating applications that 
try to convincingly mimic human behavior can be very risky. Developing 
synthetic human-like behavior in AI should be seen as a significant ethical 
challenge and that it's essential to understand and predict their potential 
consequences on society and various social groups to prevent harmful 
outcomes. Weiginger et al. (2022) identify a list of such risks and compile 
them in into a classification of six risk areas.
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Fig. 47 Categories of harm adapted from Shelby et al. (2022) & Derczynski et al. (2023) 

Focussing on the broader scope of algorithmic systems, Shelby et al. (2022) 
present a similar taxonomy of socio-technical harms. They argue that such 
taxonomies can be useful tools to understand and evaluate the social and 
technical harms caused by algorithmic systems. But since these harms involve 
both social and technical aspects, they can't be fixed solely by technical 
solutions. From their analysis, addressing these issues requires a 
comprehensive approach that considers both the social and technical 
dimensions. They also discuss how such a taxonomy could support the 
anticipation of such harms and therefore help in avoid\mitigate them.

Actionable Risk mitigation tools and their 
limitations
Over the past years, multiple tools have been designed to aid practitioners in 
grappling with these challenges of working with Machine Learning models and 
LLMs. A particularly popular approach has been documentation tools that can 
contain relevant information about different aspects of AI systems. (THE 
LANDSCAPE OF ML DOCUMENTATION TOOLS) Practitioners have used the 
information in such documentation to make design & engineering decisions 
during the product development process.

Hugging Face, a platform that provides tools and a library of ML models to 
support building ML applications, uses Model Cards (Mitchell et al., 2019) to 
document information about the ML models they host. They also provide a 
template (Huggingface, GitHub) and a Guidebook (Model Card Guidebook) for 
people & organisations in the open-source community that upload their own 
ML models, so that they can document information about those ML models. 
That information helps other people who want to use those ML models make 
informed decisions.

Adkins et al. (2022) propose Method Cards, that don’t provide descriptive 
information like Model Cards, but focus on taking a prescriptive approach, 
providing guidance on using ML development methods properly while defining 
and training such models. According to them, descriptive approaches are 
beneficial for product developers and external experts as they can evaluate 
whether the ML system meets their needs. However, these approaches may 
not be as practical for other stakeholders. ML engineers, in particular, often 
require specific guidance on how to address possible ethical shortcomings of 
AI systems.

Derczynski et al. (2023) build on top of this research on risk classification to 
propose Risk Cards. They propose Risks Cards as a way of providing a generic 
framework for assessing LLMs in different scenarios. They propose 
categorizing risks into RiskCards by explaining i) who might be affected when 
the risk manifest, ii) what type of harm could occur, and iii) what conditions are 
necessary for this harm to actually happen.
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Wong et al. (2023) analyse multiple AI Ethics toolkits to evaluate how they 
support practitioners. They observe that many such toolkits focus on the 
technical roles in teams, but they do not address other challenges, like 
identifying & engaging with relevant stakeholders. They also do not include 
ways to engage with non-technical expertise and external stakeholders.

The authors also argue that the content and instructions offered by toolkits, 
along with the metaphor and structure of "toolkits" as a primary approach to 
AI ethics, shape specific perspectives on the world. This includes defining 
what qualifies as an ethical issue, determining who is responsible for 
addressing these problems, and establishing the acceptable methods for 
handling them. That makes the design of these tools a significant factor in the 
success of AI Ethics practices.

While not very popular, multiple tools have been designed by designers for 
designers working in AI. These tools primarily focus on AI ethics, similar to 
how designers have also primarily focussed on ethics, and not as much on 
legal requirements and risk management. (Chivukula et al., 2021) Some of 
them are explored in greater detail in a latter section. (3.4.3)
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But a majority of the popular proposals are directed towards technologists and 
other actors dealing with the technological development of AI systems.

Relevance of findings to this thesis
The EU AI Act is a promising starting point to focus on. But considering the 
lack of well defined standards to comply with it, it’s challenging to explore 
directions that can help startups comply with the Act. Although that is the 
case, the underlying risk based approach, with a focus on risk management 
can be a more robust angle to approach the situation.

While ethics has gathered alot of attention from practitioners and designers 
too, a lack of enforcing mechanism has prevented it from being effective. By 
overcoming that limitation, the AI Act makes Responsible AI practices more 
likely in the future. Compliance with the AI Act seems like a strong enough 
incentive for startups (and other organisations) to address its requirements 
and invest in responsible AI practices in the process.

Within the scope of risk management discussed in the Act, identifying and 
eliminating risks, and communicating residual risks seems like a relevant 
direction for designers to focus on. Although not directly relevant, designers 
could contribute to testing, post-deployment monitoring and informing users 
about residual risks through good design decisions.

Reframing sub-RQs
It is important to better understand how these practices currently work in the 
industry and what can be practically helpful to startups and designers to help 
them be responsible. That led me to reframe the initial research question for 
this chapter and decide the next steps :

1) What challenges do startups currently face in practice, in mitigating 
potential harm from AI solutions ?

2) How can designers support startups in that process ?

3.1.5 Findings

Summary
A significant amount of work has been done across academia and industry to 
take an Ethics approach to avoiding the negative consequences of using AI. 
Because Ethics principles have been considered too broad and vague to be 
actionable, researchers have proposed tools and practices that can support 
practitioners in applying ethics principles into product development.

Despite all these efforts and companies defining their own principles and 
practices, the Ethics approach to Responsible AI has not been effective in 
achieving the intended outcomes. Scholars cite a lack of enforcing mechanism, 
accountability, clarity, and a variation in their interpretation across different 
contexts as possible reasons. Self regulation as an approach towards adoption 
of ethical practices has not been effective in other domains in the past and the 
observation in the field of AI has been similar.

With the EU AI Act, the European Union plans to enforce ethics and 
responsible practices through legislation. The Act revolves around a risk based 
classification system that subjects different AI systems to different 
requirements depending on their risk characteristics. The Act has special 
provisions for developers and providers of Foundation Models, and requires 
them to be safeguarded via a risk management system.

While no official harmonised EU standards are drafted yet, organisations like 
NIST & ISO have proposed guidelines that organisations can voluntarily adopt. 
Large Language Models come with a variety of significant risks. Scholars have 
tried to identify, compile and categorise them into taxonomies, in order to help 
the community be aware of them and mitigate them.

Multiple tools have also been designed to support practitioners and 
researchers that document information about different aspects of an AI 
system and prescribe methods to guide ethical development of such systems. 
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3.2 METHODS
For this part of the thesis, I chose to do semi-structured interviews with 
Responsible AI practitioners in the Netherlands. I analysed the findings using 
the Grounded Theory Method approach, to find common themes and decide 
the direction for the design process. The findings from the literature review 
and interviews led me to focus on the challenge of risk discovery.

I used desk research on risk management practices to develop a process for 
Risk Discovery and design a canvas and card deck to help designers follow that 
process. The tool design process carried over a large amount of learnings and 
insights from the previous chapter. The time limitations of this thesis also 
limited the amount of testing and validation I could do evaluate the process 
and artefacts.

Interviews with practitioners
I interviewed 4 practitioners working in the Responsible AI domain in the 
Netherlands. All participants worked in different roles in different kinds of 
organisations. The discussions  were all semi-structured interviews conducted 
over video call, that were recorded and later trascribed. After a brief 
introduction about the thesis, I asked them questions about their work, 
feedback on my work and their observations from their practice about the 
thesis topic. In that way, all interviews did not follow the same interview guide. 
They all lasted 30-60 minutes. I analysed them via the GTM approach to code 
the interviews and find clusters and relevant insights.

Risk Assessment research
I explored a broad variety of approaches to risk management and  assessment, 
and how they can be relevant to the context of AI risk discovery at startups 
and how designers can support this process. I found common factors and used 
them to decide design requirements for the tool & Risk Discovery process.

Process & Tool Design
The lack of an existing process at Scitodate and experiential know-how on my 
part made empirical work unfeasible. I instead chose to design the Risk 
Discovery process based on desk research and then iterate & test its 
desirability-feasibility-viability in the process of designing the supporting tool.

I designed the process and tool together. The tool design process 
complemented and supported the “process design” process. Majority of the 
findings from the previous chapter were relevant here, and I built on top of 
those insights.

 3.2 Methods
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3.3 PRACTITIONER 
INTERVIEWS
Interview Goals
1) Compare findings from the literature research with how things actually work 

and the challenges faced in practice

2) Find directions for next steps that resonate with practical challenges as well 
as the broader findings from literature

3.3.1 Interview Findings

Challenges with AI Ethics
Interview participants highlighted several key challenges. These include the 
difference between mathematical fairness and human perceptions of fairness, 
trade-offs between transparency and accuracy in healthcare, the need to 
balance fairness and privacy when using user data, and the limitations of 
universal ethical guidelines.

Additionally, participants acknowledged that discrimination might be 
necessary for ethical decision-making in certain contexts, and the evolving 
nature of values challenges the idea of constant ethical principles. Proving 
fairness in AI systems remains a complex task due to multiple mathematical 
definitions. Addressing these challenges requires interdisciplinary efforts and 
adaptable ethical frameworks.

Context dependence of AI Ethics
Participants emphasized the need to tailor discussions about AI ethics and 
fairness to the context of specific use cases. They highlighted the importance 
of assessing risks and involving stakeholders in decision-making processes to 
address potential biases and ethical concerns before deploying AI systems. 
Many participants echoed the sentiment that universal rules and guidelines for 
ethics may not effectively address the complexities of fairness in AI. Instead, 
understanding the context and perception of fairness becomes crucial to 
ensure just and equitable outcomes across different applications.

They also stressed the importance of balancing various ethical considerations, 
such as fairness, privacy and transparency. They noted that making trade-offs 
based on the specific application is essential to navigate the challenges posed 
by potential biases and their implications. For example, participants discussed 
the dilemma of addressing fairness in AI for scientific publications, where one 
approach involved considering whether to train AI models on historic data or 
start from scratch to avoid bias when selecting reviewers.

"INTENT" to be Responsible
A focus on ethics among the engineers, as well as at the CXO level, was 
considered crucial for fostering responsible behaviour. Some participants 
stressed the difficulty of convincing businesses to invest in AI ethics, as there 
are limited public examples of the impact of not doing so. One major challenge 
identified was the lack of accountability on the part of companies. To address 
this, some participants advocated for incorporating AI ethics into the company 
culture. By doing so, they believe that a strong culture within a company can 
replace the absence of laws or regulations in the AI space. As one participant 
pointed out,

“At the moment we just replace laws with culture, just 
enforcing a strong culture.”
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One participant has integrated ethics into their venture studio's processes, 
starting from the assessment of new ventures to product design, ensuring that 
ethical considerations are woven into every aspect of their business. This 
cultural emphasis on ethics involved weekly huddles to discuss AI news and 
risks, encouraging everyone in the company to raise concerns and stay 
informed about potential ethical implications. By instilling ethics into the core 
of their operations, companies can take responsibility for their AI applications 
and contribute to the responsible development of AI technology. As another 
participant aptly summarized,

"You start off with the culture and you keep fostering 
it."

Support for Legal Regulation
Participants in the interviews expressed support for AI regulation in Europe, 
citing its potential to simplify operations for startups and provide clarity for 
companies using AI products. They emphasized the necessity of regulation to 
avoid pitfalls seen in software development and highlighted the need for a 
cautious and thoughtful approach when dealing with AI technologies. The idea 
of adhering to regulations voluntarily was seen as a means to demonstrate 
credibility and attract partnerships. Overall, there was a consensus that a legal 
framework for AI is essential for supporting responsible and successful AI 
development.

Often, Engineers deal with AI Ethics
The participants stated the need for alignment within the company, especially 
among the engineers and data science teams as they were often the ones 
taking the decisions around ethics and building the solutions. While technical 
requirements are relatively easy to execute, subjective requirements like 
fairness pose significant difficulties. Achieving fairness in AI involves balancing 
various ethical considerations such as privacy and making trade-offs based on 
specific applications, as mentioned one of the participants.

For example, addressing fairness in AI systems may involve deciding between 
training on historic data or starting from scratch to avoid bias, as illustrated by 
one of the examples provided. Proving fairness in AI systems is also found to 
be a challenging task, with multiple mathematical definitions used to assess 
discrimination, and fairness being significantly contextual.

Difficult to foresee things going wrong 
with AI Systems
“When something bad happens, you always think, yes, 
that was obvious, that it will happen. No, it's not 
obvious. It's obvious only after the fact.”
Participants highlighted the challenges in predicting AI technology risks, 
emphasizing its complexity and the possibility of unforeseen issues, even for 
imaginative and experienced individuals. Identifying all potential risks upfront, 
especially with founders focused on ideal customers, is particularly difficult. 
They stressed the importance of prototyping to understand the context and set 
boundaries for AI models' degrees of freedom. While early anticipation of risks 
is considered crucial and a cost-effective approach, it remains a challenging. 
Some participants expressed skepticism about the effectiveness of processes 
like premortems in predicting AI-related problems. Overall, there is a strong 
emphasis on anticipating the consequences of new ideas and solutions in the 
AI field to mitigate potential risks.

“What we can do is try to observe how it behaves and 
then interfere before the problem extrapolates.”
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Need to monitor systems post 
deployment
“I don't think you can identify everything up front. And 
please don't do that for a start-up. As long as you keep 
monitoring and you have the right culture and the 
incentive that you wanna tackle this risk, then there's a 
lot you can fix along the way.”

Participants emphasized the criticality of monitoring AI product performance 
and user behavior to identify risks and unexpected consequences. They 
highlighted the importance of adaptability and responsibility in addressing 
challenges and changes. However, predicting human behavior's impact on AI 
development remains challenging. Participants advocated for agile 
development, pre-deployment testing, and human oversight to ensure 
responsible AI system management under the EU AI Act.

Proactive monitoring and continuous adaptability were recognized as key to 
efficient and responsible AI systems post-deployment.

“You need to monitor how your product is doing and 
there, the product manager needs to be made 
responsible to also check on what are the the 
implications of this product? Are there any problems 
that pop up? And if issues related to fairness or 
robustness pop up later then they should be able to, 
identify those by talking to users”

Education & awareness about AI 
technology
“How are you going to imagine what could go wrong if 
you never really had any experience with that type of 
technology?”

Participants highlighted the need to understand how AI models behave 
differently from traditional products. A participant pointed out that 
comprehending the degrees of freedom in AI models is not as intuitive as with 
conventional technologies, making education essential. Furthermore, 
integrating AI ethics into the company culture was highlighted by another 
participant, who mentioned their company's practice of holding weekly 
huddles to discuss AI news and risks, encouraging everyone to raise concerns. 
This approach fostered a more informed and responsible use of AI technology.

The interviews also revealed a specific case where a company sought advice 
from the Dutch Human Rights Board. They faced a dilemma in balancing 
fairness and privacy in their AI system, demonstrating the complex ethical 
considerations involved. To avoid potential pitfalls, a participant highlighted 
the danger of anthropomorphizing AI and blindly trusting it, as illustrated by 
the example of ChatGPT. Despite its limitations, people tend to 
unquestioningly trust the machine, even if its accuracy is not guaranteed.

 3.3.1 Interview Findings
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Responsible AI in the startup context
“When you're building a startup, you know you're 
always tight on cash. So why do you want to spend 
money on thinking about all the risk. You just want to 
build and get money and then when you bump into 
something, you'll solve it along the way.”

Interviews highlighted the unique challenges startups face in incorporating AI 
while remaining financially agile. In the fast-paced world of startups, being 
financially constrained is a common reality. The participant from a venture 
studio pointed out that startup founders often face tight budgets and limited 
resources. In such a challenging environment, it becomes difficult to identify 
all potential risks upfront, particularly when founders are primarily focused on 
satisfying their ideal customers.

“The EU’s ALTAI assessment took us more than four 
hours. We were just laughing like this is not gonna be 
used by any startup if it's gonna take 4 hours.”

However, to ensure the responsible use of AI in startups, there is a need for 
pragmatic approaches that do not hinder their progress. Startups require AI 
solutions that are efficient, cost-effective, and do not slow down their growth. 
The pursuit of pragmatic AI solutions becomes essential to strike a balance 
between ethical considerations and business objectives. Startups can harness 
the benefits of AI while remaining responsive to their customers' needs and 
market demands by finding the right balance.

“Startups need something that's pragmatic, that's not 
gonna slow them down.”

3.3.2 Insights
Post product development activities have a significantly greater importance for 
AI systems considering their autonomous nature and our inability to anticipate 
all potential failure modes. Internal testing before deployment helps, but 
cannot capture all potential risks. The practitioners anticipate unanticipated 
risks to materialise.

Converting ethical requirements into technical specifications is a challenge for 
technologists, considering a potential lack of understanding the contextual 
complexity and human aspect of such socio-technical systems. Educating non-
technologists about the actual capabilities, limitations and risks of AI systems 
is an equally critical aspect of the challenge.

Organisations need sufficient incentives along with their personal intent to 
prevent harm, for Responsible AI practices to be practiced. Along with that, 
the specific constraints of startups in terms of time, money & people add to 
the challenge.

Enthusiastic support for the upcoming EU AI Act confirms the findings from the 
initial literature review.
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Fig. 48 Clustering of interview findings
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3.3.3 Conclusions from Theory & 
Practice
Evaluating the findings from the literature review & interviews, and 
considering the scope of the thesis, the product discovery stage can contribute 
to helping startups practice Responsible AI in a few ways. The constraints of 
the startup context challenges of AI also imposes some requirements.

1) Startups do not have the time to invest in lengthy risk assessments or 
complicated risk management processes, especially in the early stages of 
product design & development. On one hand that implies potential for 
qualitative risk assessment practices that don’t need investing in complex 
systems. On the other hand, such a risk assessment process will need to be 
time efficient and not require significant upskilling.

2) It is difficult to foresee all the ways how an AI system can malfunction after 
deployment. Because of that, monitoring these systems and taking action to 
fix them if they malfunction, is as important as pre-deployment efforts. There 
is potential to identify what aspects of these systems need to be monitored, 
what should be tested pre-deployment, and how designers can design the 
products to address potential risks.

3) Designers can design human-AI interactions to support fairness, 
transparency or other specific risks, but only if they are aware of the expected 
risks. If designers don’t know what might go wrong, they cannot design in a 
way to mitigate harm. The product discovery phase can help identify potential 
risks, that designers can later address during the interaction design process.

4) To try and tackle the challenge of bridging ethical requirements to technical 
specifications, the product discovery process could aim to produce design & 
engineering requirements for product development. This is comparable to the 
bridging of customer understanding and AI capabilities from the previous 
chapter. This is also similar to the need for designer-engineer collaboration 
that was explored in the previous chapter.

5) The lack of awareness and understanding about the beahivour and risks of 
AI systems will be a challenge during Product Discovery too, and that is 
something tools  could address. This challenge is similar to the understanding 
about capabilities that was addressed in the previous chapter. 

6) The AI Act, while still being finalised, points to the future direction of 
Responsible AI requirements that organisations will need to meet. Product 
Discovery can play a part in supporting the initial stages of the risk 
management process, along with identifying what parts of the Act are 
applicable to the AI system being designed.

7) Organisations will need sufficient incentives to invest resources in managing 
risk during product discovery. While compliance with the AI Act, and reduced 
probability of product malfunction could be good reasons, exploring more 
incentives will only make adoption of Responsible AI practices more likely.

8) The scope of Product Discovery aligns with Risk Identification and 
Evaluation from the AI Act. When compared to the ISO/IEC 23894:2023, 
Product discovery aligns with the stages of Risk identification and Risk 
analysis. This gives a direction for the next stages of the design process. 

Discovering what can go wrong, can be a means to identify how to address 
those concerns and what to watch out for. That in turn, can help teams take 
action to prevent risks from causing harm.
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How to be Responsible ?
Referring back to Owen et al.’s (2013) four dimensions of Responsible 
Innovation, we can explore how that can apply to the scope and context of this 
thesis :
1) Anticipatory : Identifying possible risks of harm and analysing their 

potential impact

2) Reflective : Being thoughtful of uncertainties around post deployment 
behaviour of AI systems, the unknown risks, and known challenges & 
regulations

3) Deliberative : Considering the unique context of every challenge and 
involved stakeholders. Including relevant stakeholders in these 
conversations to discover risks from different perspectives.

4) Responsive : Being able to detect and ready to act quickly on unanticipated 
product behaviour post deployment

Referring back to Dignum’s (2019) observation of Responsible AI meaning 
different things to different people, in the context and scope of this thesis, 
Responsible AI would imply the role of designers at startups in discovering 
potential risks and finding what can be done to eliminate & mitigate them. 
Designers can practice this while respecting the four dimensions of 
Responsible Innovation.

Considering the lack of risk focussed methods and tools for designers, I 
decided to propose a process and tool that would make it easier for designers 
to engage in “Risk Discovery”.

RISK DISCOVERY

I intentionally wanted to use a phrase different from Risk Assessment, 
although they focus on almost the same aspect of risk management. That is 
because Assessment implies checking or evaluating. Discovery implies finding 
out the existence of something that was previously unknown.

I find this distinction important because of their difference in attitude and the 
challenge of dealing with emerging technologies. As identified in the 
interviews and literature, the lack of well defined protocols makes this process 
different from “assessment”. Because alot of research is still needed to 
understand the risks of LLMs and other Foundation Models, we do not yet have 
standardised checklists to evaluate product performance against. We might 
not know how a risk might manifest in a new context. That makes this process 
exploratory, instead of evaluative. This framing led me to define the design 
problem(s).

Design Problems
1) How can I design a process to help designers at startups discover potential 

risks of harm and take early steps to address them ?

2) How can I design a tool to support designers to practice this risk discovery 
process during the Product Discovery stage of innovation ?
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3.4 RISK ASSESSMENT 
RESEARCH
After framing the design problem, I used desk research to explore some risk 
management processes and ideas that can help. I also explored how different 
organisations practice good risk management practices. I intentionally 
explored a variety of topics, many of them noticeably distant from the context 
of this thesis, with the intention of finding common patterns and trends.

3.4.1 Risk Assessment Approaches

FMECA 
Failure Mode Effect & Criticality Analysis is a systematic 
approach to identify potential failures in a system, analyze 
their effects, and determine their criticality. It helps 
prioritize actions to prevent or mitigate failures. FMECA is used 
to improve reliability, safety, and performance while reducing 
the risk of failures and their consequences.

FMECA generally involves the following key steps: (Borgovini et al. 1993)

1) Identify failure modes: List potential ways the system can fail.
2) Analyze effects: Examine consequences of failure like safety hazards or 

financial losses.
3) Assign severity ratings: Rate the impact of each failure mode.
4) Identify causes: Understand root causes for effective solutions.
5) Assess current controls: Evaluate existing preventive measures.
6) Assign occurrence ratings: Rate the likelihood of each failure.
7) Assign detection ratings: Rate the chances of detecting failures.
8) Calculate Risk Priority Number (RPN): Prioritize failure modes based on 

their ratings for higher risk.
RPN = Severity of failure X Occurence X Difficulty of detection

9) Develop mitigation actions: Plan measures to reduce risks.

Following this process during the design and development phases helps 
engineers design and optimise systems so that they either have a low 
likelihood of failure, or low impact of failure, or high likelihood of the failure 
getting detected early. Such an analysis of a designed system helps teams find 
out what needs to be improved and optimised in the next design iteration. 
Iterations can be continued till the design reaches an acceptable RPN.

TAKEAWAYS FROM FMECA

1) Analyzing multiple factors related to a failure helps decide its priority for 
mitigation. The most critical failure modes can then be addressed first.

2) The criticality rating depends the likelihood of a failure occurring, it getting 
detected and the severity of its impact.

3) For failure modes that can have a significant impact and are relatively more 
likely, a monitoring system that can detect it early and reliably can be an 
acceptable approach to mitigate the risk of failure

Agile Risk Management
Agile is a popular software development philosophy used by organisations of 
different sizes, and common among software startups as well. (Pantiuchina et 
al. 2017) Moran (2014) explores how different risk management practices can 
be integrated into Agile software development and different methodologies 
like Scrum, XP, etc. To achieve that, he proposes the agile risk-management 
methodology. He explores Scrum as one of the Agile software development 
approaches and proposes how risks management practices can be integrated 
at the daily, sprint and release levels of the development process.

Moran proposes that Risk Scoping (identifying risk drivers and deciding the 
scope of activities to cover) can be integrated with the product release 
planning, alongside the product vision & planning. He proposes that Risk 
Analysis, Risk Burndown (tracking how well the team is tackling risks) & Risks 
Reviews (assessing risk management performance) can be done for every 
sprint. In this way traditional risk management processes can be integrated 
into a software startup’s development process.
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Fig. 49 Agile Risk management framework for Scrum style operations (Moran, 2014)

Fig. 50 Antifragility : The property of benefitting from small stressors. Ibryam (2023)

TAKEAWAYS FROM AGILE RISK MANAGEMENT

1) This approach aligns the iterative approach of Agile software development 
with different stages of risk management, making it easy to integrate risk 
management into existing software development practices.

2) It seems to be a promising way to introduce risk management to product 
teams that do not work on risk management. Slowly introducing one risk 
management process at a time can make the transition and integration 
easier and more likely to succeed.

3) Agile Risk Management can bring the product team in contact with the 
discussion around mitigating risks of harm.

Antifragility
Antifragility can be best understood by comparing it to Fragility and 
Robustness. Antifragile systems benefit and improve from small amounts of 
volatility, shock, disorder or “things going wrong”. Resilient systems only adapt 
to, or resist harm from such shocks, and do not benefit from them. Fragile 
systems can only be affected negatively from shocks, and need to be protected 
from them.
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Taleb (2012) acknowledges that there are many events which are unlikely, 
unexpected and cannot be predicted. Their probability of occurrence is too 
small to be significant, but their impact is too large to be ignored. To design a 
system that is capable of dealing with such events, possibly even benefiting 
from them, he proposes that the system be designed such that it loves certain 
kinds of errors: the errors are too small to cause catastrophic harm, and they 
make the system better at handling future errors.

In the context of this thesis, antifragile systems would benefit from risks that 
materialise to a small extend without causing significant harm. Taking that 
perspective shifts the focus from trying to avoid risks to handling them in a 
way that systems benefits from them. When risks materialise and are 
mitigated without causing any harm, that can potentially make systems better 
at detecting and addressing them better in the future. That creates incentives 
for discovering these risks. That creates incentives for organisations to invest 
resources in risk discovery.

Don’t avoid risks. Benefit from them.

With antifragile systems, being exposed to, and exposing these small hazards 
reduces the likelihood of more severe failures and also makes the system 
more capable of handling future shocks.

Aven (2014) argues that Taleb's concept of antifragility brings a valuable 
perspective to risk analysis. It emphasizes the dynamic nature of risk and 
performance, highlighting the need for variability, uncertainties, and risk to 
drive improvements and achieve high performance in the future. He claims 
that antifragility contributes to risk analysis by linking variation, uncertainties, 
and stress at the current/present context to the risks related to future 
performance. That emphasises continuous development and improvement 
rather than mere compliance at specific points in time. Antifragility suggests 
that exposure to stressors and uncertainties can lead to positive performance 
gains over time. Therefore, the focus then shifts from static risk assessments 
to considering how the system can evolve and develop in response to stress 
and challenges.

Monperrus (2017) discusses how software solutions and their development 
processes can be antifragile. He discusses how test driven development, 
combined with continuous deployment makes software systems antifragile. In 
test driven development, developers write automated tests for every feature 
they develop. With continuous deployment, features and bug fixes are 
released in production every day, or multiple times every day. Because of that, 
any errors that might emerge have smaller impacts. When such an error is 
found out, it can be rectified quickly before having catastrophic propagation.

Derbyshire & Wright (2014) discuss how the commonly used scenario planning 
methodologies rely on a deterministic view of uncertainty. These methods 
emphasise the causal forecasting of future events and the authors argue that 
this emphasis limits their ability to prepare for the future. They suggest that to 
fully account for uncertainty, there’s a need to develop methods that embrace 
non-deterministic approaches. From their perspective, scenario planning 
should rely less on causation, and they propose an ‘antifragile’ approach to 
preparing for an uncertain future.

They focus on 5 factors associated with greater Antifragility :

1) Optionality : Maintaining multiple options open and being flexible in making 
choices

2) Barbell strategy : Taking no risks in areas with potentially significant 
negative impact, and taking many small risks in areas with potentially 
significant future outcomes but low negative impact.

3) Redundancy : Seeing redundancies and buffers as a form of investment and 
overcompensation for past shortages, thereby being prepared for future 
shocks.

4) Hormesis : Short term stress that leads to beneficial long term 
improvements

5) Bricolage : Using available resources effectively and making decisions under 
uncertainty that focus on the upside of being correct.

 3.4.1 Risk Assessment Approaches
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TAKEAWAYS FROM ANTIFRAGILITY

1) Antifragile systems benefit from small risks that don’t have major 
consequences. Early risk discovery during design, testing and deployment 
can help minimise the impact of such risks.

2) Adopting such risk management practices can make organisations and their 
products better at tackling future risks and failures.

3) When its difficult to predict what could go wrong and the consequences of 
that, Antifragility can be a good approach to designing systems and 
processes.

4) It is possible to acquire Antifragile characteristics by changing certain 
processes and decisions. Proactive early risk mitigation can contribute to 
making products and organisations Antifragile.

3.4.1 How Relevant Organisations 
approach Risks

High Reliability Organisations
A high reliability organization (HRO) refers to an organization that manages to 
successfully avert disasters even when operating in environments with 
inherent risk factors and complexity, where one would typically expect normal 
accidents to occur. Examples include nuclear power plants, naval aircraft 
carriers, air traffic controllers, etc. Roberts (1989) defines them as follows :

“There is a class of organisations that can do 
catastrophic harm to themselves and a larger public. 
Within this larger set of potentially harmful 
organisations, there is a subset which have operated 

 3.4.1 How relevant Organisations approach Risks

extraordinarily reliably over long period of time. Hence, 
we call these organisations "high reliability" 
organisations.”

Rousseau and Roberts (1989) found that Highly Reliable Organizations (HROs) 
share certain key features:

1) "Hypercomplexity" - HROs have an extremely wide range of components, 
systems, and levels.

2) Tight coupling - There is a strong interdependence among various units and 
levels within HROs.

3) Extreme hierarchical differentiation - HROs have many levels, each with its 
own complex control and regulating mechanisms.

4) Large number of decision makers in complex communication networks - 
HROs have redundancy in control and information systems, with many 
individuals involved in decision-making.

5) High level of accountability - Unlike most organizations, HROs have strict 
consequences for substandard performance or deviations from standard 
procedures.

6) Frequent and immediate feedback on decisions - HROs receive feedback 
quickly to assess the impact of their decisions.

7) Compressed time factors - HROs operate with very short cycles for major 
activities, often measured in seconds.

8) Multiple critical outcomes requiring simultaneous achievement - HROs face 
complex operations where multiple critical objectives must be 
accomplished simultaneously, and once decisions are made, they cannot 
easily be modified or withdrawn.
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TAKEAWAYS FROM HRO’S

1) They have a preoccupation with failure and pay close attention to anomalies 
& small errors

2) There is focus on sensitivity to changes in conditions and close monitoring
3) HROs showcase high frequency of immediate feedback about decisions 

with short activity cycles, helping them take corrective actions quickly
4) There is an inherent commitment to building resilience, recovering and 

learning from errors.

Startup and product success risks
A startup is an organisation formed to search for a repeatable and scalable 
business model. As discussed previously (Section 1.3), this process of 
searching often starts with forming a hypothesis and doing rapid 
experimentation to prove of disprove it. Through these experiments, startups 
aim to reduce the risk of the assumptions that underlie their hypothesis. 
Addressing these risks makes products more likely to be successful. A similar 
hypothesis testing/de-risking approach is taken by many product teams.

Cagan (2017) proposes how product teams can address 4 different types of 
product risks :
1) Value Risk: Ensuring the product meets customer needs through market 

research and validation.
2) Usability Risk: Designing intuitive experiences based on user feedback and 

testing.
3) Feasibility Risk: Assessesing technical feasibility and collaborates with the 

team.
4) Business Viability Risk: Aligning the product with business goals, marketing, 

and sales.

"Tackle Big Risks Early."

 3.4.1 How relevant Organisations approach Risks

While some of these characteristics are notably different from startups, its 
worth noting that HROs operate in a significantly more complicated and 
complex context than an early stage startup. Although HROs have more 
resources at their disposal than startups, their reliability is still impressive.

Weick and Sutcliffe (2007) identified 5 defining characteristics that aid them in 
acheiving this performance :
1) Preoccupation with failure: Viewing anomalies as signs of underlying 

systemic issues, understanding that small errors can be indicative of larger 
problems.

2) Reluctance to simplify interpretations: Taking intentional steps to fully 
comprehend the complexity of their work environments and specific 
situations.

3) Sensitivity to operations: Remaining continuously alert to unexpected 
changes in conditions and closely monitoring safety and security barriers 
and controls.

4) Commitment to resilience: Focussing on developing the ability to detect, 
contain, and recover from errors. They acknowledge that errors may occur, 
and actively learning from them and improving their resilience.

5) Deference to expertise: During critical situations, they prioritize the 
expertise needed to solve the problem over hierarchical ranks and roles.
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To effectively address these risks, he proposes that product teams should 
strive for:
1) Tackling Big Risks Early: Rather than deferring risk assessment, address 

value and business risks early in the product development process. This 
involves validating assumptions, testing hypotheses, and gathering 
feedback from potential customers and stakeholders.

2) Collaborative Problem-Solving: Encourage cross-functional collaboration 
between engineering, design, and product teams. This ensures that 
allperspectives are considered, leading to well-rounded solutions that 
address usability, feasibility, and business viability.

3) Focussing on Problem-Solving: Avoid getting fixated on a specific set of 
features or a rigid roadmap. Instead, concentrate on solving the underlying 
problems and meeting customer needs effectively.

TAKEAWAYS FROM STARTUP & PRODUCT SUCCESS RISKS

1) The attitude of early risk mitigation is already present in discussions around 
product development and validation

2) Startups, by their nature have a need of validating hypotheses and 
addressing risks stemming from assumptions

3) There’s already a recognition for the value of early risk mitigation in product 
development

Relevance of Early Risk Discovery
Along with multiple practitioners pointing out the need and value of early risk 
discovery, this research on Risk Assessment further supports the relevance of 
early risk discovery and the specifics of how it benefits different organisations 
and processes.

Early risk discovery makes Agile Risk Management more effective. Risk 
discovery can leverage the benefits of Agile risk management to ensure that 
risks are mitigated and systems improve rapidly. Risk discovery can also 
provide agile risk management process with potential risks to monitor and 
design for, basically complimenting risk assessment.

Early risk discovery helps systems become AntiFragile. By discovering risks 
early, they can be mitigated before they cause significant harm. Discovering 
risks can also help improve a systems design such that it can avoid or handle 
that risk in the future. That creates incentives for teams to invest resources in 
practicing early risk discovery.

Early risk discovery aligns with the principles of highly reliable organisations. 
Being continuously alert to changes, investigating anomalies, and frequent 
feedback cycles all point towards how discovering risks early contribute to 
their resilience.

Early risk discovery also resonates with how startups tackle business risks 
early, minimising wasted resources and reducing the probability of business 
failure. Product teams also follow a similar approach to validate their initial 
assumptions about product success to reduce the chances of failure at a later 
stage. Startups that already practice early business risk mitigation are well 
suited and capable of early risk discovery.

 3.4.1 How relevant Organisations approach Risks
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3.4.2 How Designers can contribute
Chivukula et al. (2021) mapped a collection of 63 ethics-focussed design 
methods that focus on making ethical impact. While none of them take a risk-
based approach to mitigating negative consequences, the techniques used and 
approaches taken are significantly relevant and transferable to risk discovery. 
The skills required in these processes also overlap with many competencies of 
designers like future visioning, stakeholder empathy, concepting, and 
reflective practice. That makes it likely that designers are well suited to 
contributing to, and executing similar processes that focus on uncovering 
potential risks.

To support this argument, I further explore Backcasting based Scenario 
Development, Judgement Call the Game and Tarrot cards of Tech. Backcasting 
focuses on exploring potential opportunities, Judgement Call helps uncover 
ethical concerns, and Tarrot Cards help initiate conversations about the 
positive change as well as unintended consequences. The reason for selecting 
them specifically was their relevance to the design problem and context of this 
thesis.

Scenario Development Techniques
Bishop et al. (2007) discuss various scenario development methods utilized by 
futurists and designers in the field of future studies. They assert that scenario 
development is a crucial technique that sets professional futurists apart from 
other professions dealing with the future.

Scenarios represent an important aspect of futures studies because they 
embody the core principles of this discipline:
1) They emphasise the value of imaginative contemplation of the future to 

avoid being caught off guard and unprepared.
2) Acknowledging the uncertainty of the future, they focus on the preparation 

for multiple plausible futures, not solely relying on a single expected 
outcome.

One of the methods they discuss is called Backcasting, that envisions a future 
state at a distant time horizon and then works backward to identify the 
technologies or breakthroughs needed to achieve that state. This approach 
encourages bold and imaginative thinking, helping to avoid carrying the 
limitations of the present into the future. It involves creating a vision of the 
future and then determining the steps or events required to reach that vision. 
By focusing on future possibilities, backcasting opens up new research and 
development opportunities and allows for a more dynamic and adaptable 
strategy to shape the desired future.

While backcasting was originally used to envision positive future states, it 
could also be possible to use the same approach to visualise how risks can 
manifest in a specific context, under the wrong conditions. From this 
visualisation, we can "backcast" to find out what can lead to those risks 
manifesting, and what steps can be taken to reduce their likelihood.

Judgement Call, the game
Ballard et al. (2019) developed a game called Judgement Call, incorporating 
value sensitive design (VSD) (Friedman et al. 2006) and design fiction, to help 
product teams in the industry address ethical concerns related to technology. 
The game uses cards representing various stakeholders, their "star ratings" of 
experience, and different ethical principles. By combining these elements, 
product teams can generate different design fictions for real or hypothetical 
scenarios, allowing them to consider the consequences of technology from 
multiple perspectives.

Unlike traditional VSD projects, Judgement Call separates stakeholder 
identification and the surfacing of values. In the game, product teams perform 
stakeholder identification during gameplay, while values are derived from the 
organization's ethical principles. Their goal was to provide a practical tool for 
product teams to incorporate VSD into their operations effectively.

 3.4.1 How Designers can contribute
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Fig. 51 Image of the game in progress, from Ballard et al. (2019)

They establish three stakeholder categories encompassing both individuals 
(e.g., end users, teenage users, parents of teenage users) and groups (e.g., 
watchdog organizations, elders, legislators).
1) Direct stakeholders, who directly interact with the technology, such as end 

users, designers, engineers, hackers, and administrators.

2) Indirect stakeholders, who are not direct users of the technology but are 
impacted by its use. This group includes advocacy groups, families of end 
users, regulators, and society as a whole.

3) Excluded stakeholders, who cannot or do not utilize the technology due to 
physical, cognitive, social, or situational limitations. For instance, a 
technology heavily reliant on visual elements will exclude individuals with 
low-vision.

They identified four main limitations of Judgment Call:
1) The game raises ethical concerns without proposing solutions, leaving that 

task to the product team.
2) Workshop methods inherently limit perspectives to the participants' 

experiences, affecting stakeholder identification and ethical concerns 
raised.

3) Representing perspectives vastly different from one's own lived experience 
in stakeholder identification can be challenging.

4) Values emphasized in Judgment Call align with Microsoft's, potentially 
differing from stakeholders' values, leading to tensions.

Tarrot Cards of tech
"The Tarot Cards of Tech" by Artefact is a tool that fosters discussions about 
the true impact of technology and the products being designed. It encourages 
designers to think about both the unintended consequences and opportunities 
for positive change that technology can bring. The cards contain a list of 
prompting questions that help think about the potential future consequences 
of a product.

New perspective: Don’t just ask: “How might we?” ask: 
“At what cost?”

Designers can use the cards during brainstorming or team meetings to prompt 
conversations about scalability, usage implications, equity, and access in 
technology. The cards can help identify potential negative outcomes to be 
avoided and uncover opportunities to enhance product inclusivity and 
meaningful connections.

 3.4.1 How Designers can contribute



Fig. 52 Tarrot Cards of Tech, from Artefact Group
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TAKEAWAYS :

1) Design methods have already been used in activities similar to risk 
discovery. The same underlying skills and mechanisms can be used in 
processes that support a risk-based approach to mitigating harm.

2) Scenario Development methods are a useful approach to ideate future 
possibilities of how risks can materialise and cause harm

3) Stakeholder analysis plays an important role in uncovering concerns about 
future risks

4) While it is useful to identify potential concerns, it is equally important to 
propose solutions to address them

5) Card decks have been a useful artefact, serving as boundary objects in 
addressing ethical considerations. This finding is similar to the findings from 
Chapter 2.

 3.4.1 How Designers can contribute
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Fig. 53 Summary of iterative design and evaluation process followed

Initial Decisions about the form
Similar to the Tech Value canvas from the previous chapter, the artefact here 
would again have to map out different parts of a process. Considering the 
designers’ lack of knowledge about risk management and AI risks, it would 
again need to provide them with information they might not have. That was 
similar to the design challenge with finding opportunities to innovate. Thus for 
the form of the tool, I chose to use the learnings from the previous chapter, 
and decided on using a canvas + card set approach.

The canvas would again communicate the process and guide designers 
through different steps. The cards would again convey relevant information 
about risks of AI systems and ask questions that nudge the designers’ thought 
process. During the desk research and literature study, I’d already identified 
many similar tools like Model Cards, Datasheets and Risk Cards.

A secondary benefit of this choice would be that it streamlines the process of 
identifying opportunities and risks. Making this decision in the beginning also 
increases the likelihood that the final outcome will be usable and easy to 
adopt for designers.

Getting started
I started with the general  risk analysis process(Rausand & Haugen, 2020)
1) Establishing Context
2) Identifying Hazards
3) Frequency Analysis
4) Consequence Analysis

3.5 PROCESS AND TOOL 
DESIGN
I used all the key takeaways from the risk assessment research to drive the 
initial design of the risk discovery process. Combining them with the insights 
from the practitioner interviews, I framed a list of design requirements to start 
the design process :

Defining Design Requirements
1) The outcomes of the process should lead to identifying mitigation measures 

to address risks. 
2) Be low effort and need less time
3) The process should include exploring and analyzing the context of usage of 

the AI system
4) Outcomes should be actionable enough to be inputs for the product 

backlog.

Most of the design requirements for the artefacts from the previous chapter 
also applied here :

1) Translating findings from the research into a repeatable process
2) Empowering designers & other non-engineers to understand potential risks 

of Foundation Models, and ideate potential harms to explore mitigation 
strategies..

3) Align the technological risks with the contexts of the stakeholders & asking 
the right questions to find that alignment

4) Support cross-functional teams in collaborating on products that employ 
Foundation Models to mitigate potential risks

 3.5 Process and Tool Design



Fig. 54 Flow of general risk analysis process

Fig. 55 Potential flow for Risk Discovery process

Fig. 56 Version 1 of Prototype Canvas R1

 101

I converted it into a first draft of the canvas like visual. That helped me iterate 
further. The visualisation of the process helped me analyse my proposals and 
helped me identify their shortcomings. I continued to follow this evolution of 
process and canvas together, and both activities of designing the process and 
canvas supported each other.

I then converted this rough process into something more focussed on the 
context of AI risks and foundation models.

Prototype canvas R1
I converted this AI system focussed visual of the process into a canvas. As I’d 
already decided on the form of the artefacts (canvas + cards) I made a 1st 
draft.

 3.5 Process and Tool Design
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Fig. 57 Version 2 of Prototype Canvas R2

Fig. 58 Prototype Canvas R2

I made some further changes to this canvas layout, adding details where 
required for ease of use. I referred to the FMECA process and how it identifies 
the cause and effect of a failure to address it. The need to include stakeholders 
and context in th beginning came from the interview insights and desk 
research.

Feedback on R1
From a feedback review of the canvas R2 with part of the team at Scitodate, 
the major feedback was a hesitation to put effort and time into doing this. They 
were not keen on spending effort analysing the causes of certain potential 
failures and their effects. And that too followed after an initial ideation phase 
where the canvas would ask for an initial brainstorm of potential risks.

Because of this, the team was not keen on doing a testing session either. That 
meant I had to make changes to this proposal, incorporating their feedback.

Prototype canvas R2
I made changes to the previous Risk discovery canvas, making it simpler and 
aligning it alot more with the Tech Value Canvas. That reduced the total 
number of steps required and reduced the time & effort required to follow the 
canvas.

 3.5 Process and Tool Design



Fig. 59 Template of final Risk Card C1
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Testing R2 + C1
After the first Risk cards and revised canvas were designd, the team was 
willing to test it out. I made some more visual improvements to the canvas by 
referring to the improvements in the Tech Value Canvas.

HYPOTHESIS :

This Canvas + Card combo can run just as smoothy and effectively as the Tech 
Value Canvas with Ability Cards.

The test was successful in getting the participants to follow through the 
process and use the cards to explore specific risks. I facilitated the entire 
discussion and walked the participants through the session. We labelled 
different sticky notes using alphabets and numbers to keep them clustered. 
This was needed because multiple identified stakeholders could potentially be 
exposed to multiple risks. To keep this matrix of stakeholders and risks wasy 
to understand segregate, we kept all potential risks grouped to every 
stakeholder.

The outcomes for the team were useful insights to improve the current 
solutions and testing methods, primarily focussing on MirrorThink. The 
feedback on the Risk canvas and cards were mainly small improvements to 
make them easier to use. 

Although this was the first attempt at doing a Risk Discovery session at 
Scitodate, and it was the first time the participants of the session were 
working on exploring potential risks, we were able to identify some actual 
concerns and agree on some product improvements and tests to improve the 
current situation.

By including Scitodate as one of the stakeholders we were able to identify how 
risks could affect the company as well.

Prototype C1
To design Risk Cards, I carried over a large fraction of the work in the previous 
chapter around card design. To support that, I referred to Risk Cards from 
Derczynski (2023) as a good framework. While they proposed different 
contents for the risk cards, I started with a simpler version of a Risk Card with 
significantly less detail. I used a different colour than the Ability Card

 3.5 Process and Tool Design
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Fig. 60 Risk Discovery test session

Fig. 61 Outcomes of the session. Note the clustering of risks around different stakeholders 

 3.5 Process and Tool Design



Fig. 62 Final Test 1 : Finding Opportunities

Fig. 63 Final Test 1 : Finding Risks
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3.6 VALIDATION
Testing both canvases together
After the initial successful test at Scitodate, I tested the Risk Discovery canvas 
and cards along with the Tech Value Canvas and Ability cards. I ran these tests 
with fellow master students as they were the target audience for the design of 
these tools. One of these sessions, I facilitated the tasks the participants did. 
With the other 2 participants, they worked through both canvases on their 
own, with me only interfering to support with stakeholder analysis.

For all sessions, I allowed the participants to select what AI idea or problem 
they wanted to design for. This allowed me to ensure that they knew enough 
about the target user and the stakeholders involved.

Only one of them had a relatively good technical background and they were 
able to propose next steps, etc. For another session, I supported the 
participant with identifying risks mitigation steps. The third session did not 
focus on the implementation of the technical aspects of the solution or the risk 
mitigation measures.

OBSERVATIONS FROM THE FINAL TESTS

There were significant differences in the backgrounds of the test participants 
and that led to them using the tools in noticeably different ways. That proved 
to be a good test of the adaptability and usability of the tools.

Depending on how familiar the participants were with Machine Learning, they 
had different levels of comfort while navigating through the canvas. That led to 
a difference in the breadth and novelty of the ideas.

Despite these differences, all of them were able to work through both 
canvases effectively and use the cards to aid their process. Everyone reflected 
that they learnt something new from participating in this test session.

 3.6 Validation
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Fig. 66 Final Test 3 : Finding OpportunitiesFig. 64 Final Test 2 : Finding Opportunities

Fig. 65 Final Test 2 : Finding Risks Fig. 67 Final Test 3 : Finding Risks

 3.1.5 Findings



 107

Evaluating Desirability, Feasibility, 
Viability
DESIRABILITY :

The outcomes of the Risk Discovery session were fruitful, with the Scitodate 
team finding multiple improvements to the current product and their 
mitigation plans.The students who volunteered also found out unexpected 
challenges and concerns in their design ideas. They said they learned 
something new from the process.

FEASIBILITY :

The Risk Discovery process could be practiced successfully by a variety of 
designers with a variety of technical understanding. That signals ease of use. 
Combine that with the low time investment makes the proposal a sginificantly 
feasible intervention. 

VIABILITY :

The Risk Discovery sessions took an hour on average, depending on how much 
detail the team wanted to go into. This addresses the concerns for adoption of 
such tools, voiced in one of the practitioner interviews. That enables busy 
teams at startups to practice proactive risk discovery without spending alot of 
their precious time. More time can definitely be invested into better 
stakeholder analysis to acheive better analysis of the risks

 3.2 Methods



Toolkit
What can I design as part of the thesis to support 
designers in this process ?



Summary
In this chapter, I give a brief overview of the entire toolkit, describing 
different aspects of the canvases and cards, and how to use them. 
For both card decks, I include instructions for creating new Ability & 
Risk cards that can be added later, as the technology evolves further. 
The same process can be used to later edit the cards proposed here.

Both canvases are designed to be usable for a variety of Foundation 
Models. The cards designed in this thesis focus only on LLMs, but this 
chapter explains how similar cards can be made for other Foundation 
Models too. Due to the limitations of this thesis, the proposed cards 
have not been reviewed by technical experts and should be 
considered a prototype.

All the tools can be downloaded via Github. The GitHub repo also has 
the editable templates for adapting the canvases and making new 
cards.

https://github.com/P2squared/InnovaitingResponsibly
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4.1 DISCOVERING 
OPPORTUNITIES
4.1.1 Tech Value Canvas

How the canvas works
The canvas helps bring different parts of a team on the same page during the 
process of ideating potential use cases and solutions for leveraging Foundation 
Models. It follows a step-by-step process, with every block contributing to 
exploring the next block and at the same time, building on top of the previous 
one. The blocks are numbered to facilitate this process. It is always possible to 
bo back to a previous step depending on the outcomes of a later step, and 
follow an iterative loop of modifying the data on the canvas.

The canvas is broken down into 8 blocks over 3 sections. The first 3 blocks 
serve the role of mapping the user context. The next 2 blocks focus on 
exploring the potential of using Foundation Models, (LLMs in the case of 
Scitodate) and the last 3 blocks help identify the details of the solution and the 
next steps required for further development.In that way the canvas moves 
from WHY to develop a solution, to WHAT that could be, to HOW to realize it

The process the canvas proposes helps teams bridge the gap between the 
Problem and Solution. First the problems are identified. Then potential ideas 
for using a specific Foundation Model are identified, which lead to solutions 
emerging. In that way, the canvas contributes to ideating and understanding 
the “Problem-Solution Fit” for ideas that leverage Foundation Models.

How to use the canvas
1) Use the user research data to select a promising User Persona to focus on.

2) Map out their Goals, Challenges and Current Costs by referring to insights 
and findings from the user research. 

3) After mapping out this user context, take the Ability Cards deck and explore 
which cards seem most relevant.

4) With this initial selection of Ability Cards, ideate potential opportunities for 
solving user challenges through the abilities. Can multiple Ability Cards 
work together? These ideas can be extremely rough and sketchy. 

5) After an initial round of ideation, go back to the rest of the Ability Card deck 
and explore if any other Abilities seem relevant.

6) Discuss all ideas, find out if they can be combined or lead to new ideas. Find 
out if they help users avoid their Current Costs. In the end select a few most 
promising ideas to explore further. 

7) Develop these ideas further, focussing on how they will solve user 
challenges. Visualise the user experience & how they will benefit from the 
new solution. What will the new User Experience look like? 

8) List the tasks that the product team will need to execute to realise the 
proposed solution.

9) Identify if any new resources or investments are needed. Compare this with 
the Current Costs that the solution addresses. Do the solutions create 
sufficient value for users to justify the investment? Are there any long-term 
benefits of making this investment?

10) Play around with all the blocks and adjust the proposal until you reach a  
suitable outcome.

 4.1.1 Tech Value Canvas



Fig. 68 Schematic of Tech Value Canvas showing how different regions focus on different topics
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4. ABILITIES

This is where we explore what abilities of Foundation Models, can be used to 
address the challenges that users face. (Eg. GPT-4 in the case of Scitodate) 
Going through the card deck, we can make a first selection of which Ability 
Cards can be well suited for this context. After Ideation, we can later go back 
to the card deck to check if any other cards apply.

5. IDEATION

After mapping user challenges and selecting promising Ability cards, we can 
ideate how some Ability can help overcome some user challenge. Having 
sticky notes with challenges written on them and keeping Ability cards next to 
them is a good way to identify how different abilities can be relevant to 
different challenges. After spending some time ideating, go back to the rest of 
the Ability Cards to find out if some other Ability cards could also be relevant.

6. OUTCOMES

After we have some ideas and we’ve selected a few that we want to explore in 
greater detail, the next step is to add more details to those ideas. In this block, 
we explore what the future user experience can be. How do Foundation Models 
lead to better user outcomes and less challenges ? How can a new product or 
product feature improve the future state of the user ?

7. TO-DOS

Acheiving the desired outcomes needs design and engineering effort to 
prototype, and later develop the products or features we identified. This block 
involves documenting the work that needs to be done to develop the ideas 
we’ve discovered. This To-Do list can serve as a starting point for the team’s 
product backlog and sprint planning.

8. REQUIRED RESOURCES

The last block involved mapping out the resources that the team will need to 
develop the ideas discussed. This step helps identify whether the team can 
realise its plans with their current skills and resources or do we need to invest 
in developing or procuring them. We can compare the identified resource 
requirements with Current Costs (Block 3.) to estimate the viability of the 
proposal : is it worth investing these resources into developing these ideas ?

Different blocks explained
0. PERSONA

The first step before starting the process is to decide who the target user or 
customer could be. Having a specific target audience or market makes it easy 
to map out the problems that can be solved using Foundation Models.

This initial choice can often be a hypothesis about a good target user. Through 
the rest of the process, we explore if this hypothesis was correct. With the 
outcomes of canvas, we can further validate it through prototyping and testing.

1. USER GOALS

After deciding on the user Persona, we identify relevant activities that they 
perform, and understand why they do them. While our target audience might 
follow certain protocol and take some actions, its important to understand why 
they do them. What goals do they want to achieve? What are their “Jobs to be 
Done” (discussed in chapter 2) ? Understanding these motivations make it 
easier to explore how they can be  addressed.

2. CHALLENGES

Very often, users will face certain challenges when trying to achieve the goals 
and outcomes we identified in the previous step. Users will often use some 
existing solutions, products or workarounds to overcome these challenges. 
These challenges can either exist in the form of problems faced or unmet 
desires. Identifying these challenges helps identify whether there is a “market 
need”. These challenges can potentially be addressed in better ways using 
better technology, which the canvas explores in the next steps. 

3. CURRENT COSTS

Here, we try to better understand the impact of the challenges that users face. 
It also serves as a proxy for estimating how valuable a solution could be. 
Trying to quantify or qualify the impact of current problems serves as a reality 
check for understanding if the problem we’re trying to solve creates sufficient 
value to our target users. Its important to remember that costs don’t have to 
only be monetary. They can also be time spent, stress, emotional turmoil, etc.

 4.1.1 Tech Value Canvas



Fig. 69 Schematic of Tech Value Canvas showing connections and flow between different blocks
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4.1.2 Ability Cards

Card Contents Explained
TITLE

The title is a one-two word phrase for identifying an Ability Card. The title  
enables easy referencing to a specific Ability during discussions. It’s 
intentionally simple making it easy understand and remember.

ICON

The icon is a visual representation of the Ability on that card. The icon aims to 
make it easy to think about and understand an Ability without having to read 
the contents of the Ability Card. It also gives every Ability a visual identity, 
making it easy to remember. This makes it easy to use them during ideation 
sessions, when participants are busing thinking about potential solutions.

1 LINER

This is a one line summary of the ability, making it easy to understand at a 
glance. It serves to educate the people about the Ability Card without having 
to turn it over.

MOST USEFUL WHEN

This section has examples of when an ability can be valuable to users or when 
it can solve a problem. This are sample contexts that aim to help identify how 
an ability can be relevant to a specific user context.

EXAMPLE USECASE

This contains an example application of an ability in a specific context to solve 
a specific problem. This example aims to help while using the cards to ideate 
how a specific ability can help address a problem

REQUIREMENTS

Every ability needs certain resources to be realised. This section maps those 
requirements. In this way, using some Ability Card will lead to adding these 
requirements in the Required Resources block on the canvas

How the cards work
The Ability Cards aim to support the Tech Value Canvas. While the canvas aims 
to bring everyone on the same page and follow a specific process, the cards 
serve as boundary objects, giving teams a common language of 
communication and getting everyone to a sufficient level of understanding 
about the abilities of Foundation Models .

The cards are designed to be usable during a canvas session. They are 
designed to be easy to understand and refer to when focussing on different 
parts of the canvas. That also makes them useful amd understandable for a 
variety of non-technical audiences like designers, etc.

The cards also cover elements related to WHEN is an ability useful and 
relevant, WHAT could an example usecase look like, and HOW can the team 
realise that ability during development.

How to use them
Use them to discuss abilities with different team members. Use them to find 
out how a Fooundation Model can help address user challenges. Use them to 
explore the next steps of developing a solution.

It is best to not introduce Ability Cards to a canvas session while still 
discussing the user context and mapping their challenges. This helps avoid 
technology fixation, and ensures a focus on users in the beginning.

Ability cards are designed for finding solutions to user problems. The contents 
of the cards will help find out how some ability of a Foundation Model can 
address some user problem.

 4.1.2 Ability Cards



Fig. 70 Schematic of Tech Value Canvas & Ability Cards showing how they connect
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Fig. 71 Template for making new Ability Cards
Next page : pg.72, 4 sample Ability Cards

How to make your own Ability Cards
The goal of having a modular card deck is to facilitate future expansion : as 
current Foundation Models improve, new Foundation Models get developed, 
new applications get discovered and as other technologies emerge.

Having Ability Cards for different Foundation Models, or even different 
technologies can also help address the “Hammer Nail Problem” that comes 
with exploring applications for a specific technology. With cards for multiple 
technologies, it becomes easier to choose which technology might solve a 
specific problem in the best way.

The overarching theme while designing new cards is to have empathy for the 
future card user. What do they need to know and how can they understand it 
best? Considering future card users will be designers, engineers, business 
developers, etc. it’s important to use simpe language and text that’s easy to 
read & understand. The icons should be representative of the Ability to help 
communicate it in a visual way.

For any new Ability that emerges in the future or a company develops 
internally, try to find out how to document the different elements of the cards. 
Refer to the card template and some existing cards in the deck. The template 
contains prompts that should help identify what the contents should be. 
Referring to existing cards should help decide the framing of the sentences.

The editable card template uploaded on GitHub is made using an open-source 
desktop publishing software called Scribus (Scribus - Open Source Desktop 
Publishing, www.scribus.net). More cards can be designed and printed using 
this template.

Get the files here : https://github.com/P2squared/InnovaitingResponsibly

ICONS

The icons on the current cards are created using Generative AI. The image is 
generated using the Microsoft Bing Image Generator. The prompt for the image 
is generated using ChatGPT. The contents of an Ability Card can be entered 
into ChatGPT asking for icon suggestions to represent this Risk. That 
suggestion can be adapted into an image prompt.

I used the following prompt for image generation :

“<Enter one line image description from ChatGPT>, modern minimal line art 
icon with black lines on white”

This image can then be cleaned and converted to a transparent SVG vector file 
in open-source tools like Inkscape (inkscape.org).

 4.1.2 Ability Cards
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4.2 DISCOVERING RISKS
4.2.1 Risk Discovery Canvas

How the canvas works
Similar to the Tech Value Canvas, the Risk Doscovery Canvas follows a step-
by-step process, with evey block building on top of the previous one and 
contributing to the next one. The blocks are again numbered to facilitate this 
process. It also aims to foster collaboration between designers and other 
members of a product development team.

The canvas is divided into 7 blocks. The first 2 map out the context of relevant 
stakeholders and how those stakeholders are related to the solution. The next 
2 blocks focus on exploring how the solution can harm the identified 
stakeholders.

The process the canvas proposes helps the team to go from potential concerns 
to identify specific details about the risks and find actionable steps to address 
them. First the broader context is analysed. That helps identify how different 
risks can be relevant and can lead to future harm. That helps plan next steps 
and mitigation strategies. These outcomes from the canvas  can thus directly 
translate into contents of a team’s product backlog.

How to use it
1) Start with a specific product of feature that needs to be de-risked.

2) Identify all the different stakeholders that might be explosed to the 
consequences of deploying this product/feature

3) Include the startup itself as one of the stakeholders. That way, the process 
can help identify how risks can potentially harm the company.

4) Explore the different contexts in which these stakeholders could potentially 
be affected in a positive or negative way.

5) Use the risk cards to ideate how a specific risk can cause harm to a specific 
stakeholder in a certain context.

6) Follow this process for all risk cards, all stakeholders and all contexts.

7) Analyse these possibilities to identify common factors and causes.

8) Explore how these risks can be mitigated through improving the product’s 
design and engineering. What steps can be take during development ?

9) Explore what can be tested to evaluate if the design improvements address 
the risks. What else can we test before deployment to identify remaining 
risks ?

10) Identify residual risks and explore how to monitor the product/feature 
post deployment. These monitors should help identify risks early, so that 
they can be addressed before causing greater harm.

 4.2.1 Risk Discovery Canvas



Fig. 73 Schematic of Risk Discovery Canvas showing how different regions foucs on different topics
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Different blocks explained
0. PRODUCT/FEATURE

The Risk Discoery Canvas starts with the AI solution that the team wants to 
de-risk. It can either be an entire product or a specific part of it. This decides 
the scope for the rest of the canvas

1. STAKEHOLDERS

After deciding the solution scope, we identify all the different entities that are 
affected or come in contact with the solution. The Persona who the solution is 
designed for will definitely be one of them. But there will be others who are 
affected from the Persona using that solution. This impact can either be 
positive or negative. Stakeholders should involve this comprehensive set of 
downstream and upstream actors including the firm that developed the 
solution in the first place.

2. CONTEXTS

After identifying the stakeholders, its important to specify the different 
contexts in which they are affected by the solution. A context is the situation 
or usecase in which the stakeholder becomes relevant to the effects the 
solution. The context is the reason why a specific stakeholder is included the 
previous block. One stakeholder could be impacted in multiple contexts.

3. RISKS

This is where we identify relevant Risk Cards that apply for the identified 
stakeholders and contexts.  Going through the card deck, we can make a first 
selection of which Risk Cards can be well suited for this context. After 
Ideation, we can later go back to the card deck to check if any other risks seem 
relevant. It is advisable to try to include as many risk Cards as possible, trying 
to force fit the relevance of a risk to the context. That changes the conversation 
from “If a risk might be relevant” to “How might a risk be relevant”. 

4. IDEATION

This block shares the same name with the Tech Value Canvas. That is 
intentional. The goal here is almost the same. Ideate how a certain risk could 

impact the identified stakeholders in different contexts. Write the ideas as 
potential harms : “Persona gets arrested for unknowingly spreading 
misinformation”. Considering the challenge of organising multiple stakeholders 
and different contexts, it is advisable to group different ideas together, 
potentially numbering them for easy identification.

5. DESIGN

After exploring all the ways in which things can go wrong, that should serve as 
a source of design problems to address. Some of the potential risks can be 
addressed through better UI/UX design, better engineering and other product 
development activities. These activities can be included in this block.

6. TEST

Many times, it's very difficult to be sure if some design decision actually helps 
mitigate a risk. That can only be identified by testing it after the solution has 
been developed. Some of these uncertainties can be addressed via internal 
testing before the solution get’s deployed to the end users. These tests should 
be included in this block. It is also very important to setup strict testing criteria 
for these evaluations. The nature of the risks should govern how stringent the 
testing protocol should be.

7. MONITOR

With AI systems, it is very difficult to predict how they wll behave after they 
interact with humans and other systems after deployment. Some risks will not 
manifest in internal testing but can lead to harm in the real world. Some risks 
which we previously thought we’d mitigated end up manifesting in different 
ways. It is extremely unlikely to prevent these unexpected events. To address 
them quickly, before they can cause harm any stakeholder, we need to monitor 
these systems in real-time to check for anomalies and malfunctions. These 
monitoring requirements go into this block.

 4.2.1 Risk Discovery Canvas



Fig. 74 Schematic of Risk Discovery Canvas showing connections and flow between different blocks
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4.2.2 Risk Cards

Card content descriptions
The risk cards are significantly similar in design and use to the ability cards, 
except for the contents of the back face and their relevance.

TITLE

The title is a one-two word phrase for identifying a Risk Card. .

ICON

The icon is a visual representation of the Risk on that card. This makes it easy 
to use them during ideation sessions, when participants are busing thinking 
about potential solutions.

1 LINER

This is a one line summary of the risk, making it easy to understand at a 
glance. It serves to educate the people about the Risk Card without having to 
turn it over.

SAMPLE CONTEXT

This section has examples of contexts in which a risk can pose a threat of 
causing harm. This are sample contexts that aim to help identify similar 
situations that are more relevant to the actual context of a solution.

EXAMPLE HARM

This contains  examples of arisk manifesting and resutling in some form of 
harm to someone  in a specific context through a specific AI solution. This 
example aims to help in ideating how a specific risk can lead to harm in the 
context of the solution being evaluated.

MITIGATION TIPS

These are a few suggestions for how a risk can be addressed. The examples 
include better design choices, testing and monitoring.

How they work
The Risk Cards aim to support the Risk Discovery Canvas. While the canvas 
aims to bring everyone on the same page and follow a specific process, the 
cards serve as boundary objects, giving teams a common language of 
communication and getting everyone to a sufficient level of understanding 
about the potential risks of a solution.

The cards are designed to be usable during a canvas session. They are 
designed to be easy to understand and refer to when focussing on different 
parts of the canvas. That also makes them useful and understandable for a 
variety of non-technical audiences like designers, etc.

Different parts of the Risk Cards relate to different parts of the Risk Discovery 
Canvas. The cards also cover elements related to WHEN is a risk relevant to a 
specific context and stakeholder, WHAT could an example harm look like, and 
HOW can the team take steps to mitigate the risk during and after 
development.

How to use them
Use them to discuss risks with different team members. Use them to find out 
how using a Foundation Model can lead to new risks . Use them to explore and 
plan the next steps to address these risks.

Just like the ability cards, it is best to not introduce Risk Cards to a canvas 
session while still identifying the relevant stakeholders and their context. This 
helps avoid the possiblity of missing out some stakeholders and ensures a 
focus on the broader impact of the AI solution.

Risk cards are designed for identifying possibilities of potential harm. The 
contents of the cards will help find out how some shortcoming or limitation of 
a Foundation Model can cause problems.

 4.2.2 Risk Cards



Fig. 75 Schematic of Risk Discovery Canvas & Risk Cards showing how they connect
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Fig. 76 Template for making new Risk Cards
Next page 77 : 4 sample Risk Cards

Make your own Risk Cards
Similar to the Ability Cards, the Risk Cards are also designed for future 
expansion. As Foundation Models continue to become more capable and used 
in a variety of applications, new risks will emerge that were previously 
unknown. They can be documented onto new Risk Cards and thus 
incorporated into the Risk Discovery process.

Risk Cards are most effective if the deck of cards is as comprehensive as 
possible.Having a comprehensive Risk card deck is crucial to ensure that 
designers and team do not miss out on any of them. The cards included with 
this thesis DO NOT cover all the challenges and need to be expanded. Making 
sure that the deck is comprehensive means that it needs to be regularly 
updated with findings from research and practice. 

The overall considerations and process of designing new cards is the identical 
to Ability Cards. Refer to Section 4.1.2 for more detailed instructions.

As new Risks emerge in the future or a company decides to focus on specific 
concerns raised by their customers, try to find out how to document the 
different elements of the cards. Refer to the card template and some existing 
cards in the deck. The template contains prompts that should help identify 
what the contents should be. Referring to existing cards should help decide 
the framing of the sentences.

 4.2.2 Risk Cards
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4.3 DISCOVERING BOTH 
TOGETHER
Following both processes together, of finding opportunities and risks can help 
teams make an informed choice about how to use a Foundation Model, or what 
products to develop by comparing the opportunities & risks and understanding 
the tradeoffs.

Using both canvases
Using both canvases together is convenient and smooth as the outcomes of 
the Tech Value Canvas serve as the starting point for the Risk Discovery 
Canvas. 

By using both of them together, it is possible to start with user research about 
a target persona, and find opportunities to develop solutions, and risks that 
come with the solution, one followed by the other. The outcomes in the end 
will be steps to take to build the solution, and steps to take to address 
potential risks.

Both canvases follow a similar process  of understanding the context of users, 
finding how powerful technology can affect the current situation, and framing 
actionable next steps based on the findings from previous steps. That reflects 
in how the structure of the canvases are similar, dividing the blocks into 3 
clusters. This similarity also makes them easy to work on, as the learning  
curve is gradual. As most designers are often familiar with ideating 
opportunities to use a technology, this similarity makes it easier for them to 
transition to discovering risks.

Comparing opportunities and risks
Make informed choices about whether the risks and the risk mitigation 
activities are worth the opportunities they create. Explore if opportunities that 
seem extremely promising are actually too good to be true.

By following both the processes together, it becomes possible to evaluate how 
solutions that leverage certain abilities can lead to certain risks. Having both 
Ability and Risk cards together can help make a better informed tradeoff that 
balances the benefits and challenges of using some Foundation Model.

 4.3 Discovering both together



Fig. 78 Schematic of Tech Value Canvas and Risk Discovery Canvas showing how they connect
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Discussion
What can the broader design community learn from the 
outcomes and findings of this thesis ?



Summary
In this chapter, I reflect on the work done through the thesis and 
discuss relevant and interesting findings during the process. The 
reflections intend to serve as observations and my interpretations 
from them, that design practitioners and researchers might find 
valuable.

After that I try to make recommendations for practitioners derived 
from the reflections in this chapter. Along with that I mention 
potential directions for future work.
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5.1 REFLECTIONS
5.1.1 Answering the Research 
Questions
RQ1 : How can designers help startups find innovative 
solutions that leverage Foundation Models

Designers can help startups develop a deep understanding of their customers 
to design differentiated, long-term value propositions. By learning about the 
capabilities of different Foundation Models and working collaboratively with 
engineers and data scientists, designers can effectively contribute to finding 
and developing innovative solutions. The tools proposed in this thesis support 
designers in this process.

RQ2 : How can designers help startups mitigate the 
negative consequences of using Foundation Models

Designers can help startups practice responsible innovation by discovering the 
potential risks of using Foundation Models. This can help them design safer 
products, test them thoroughly and closely monitor them after deployment to 
address emergent risks. Understanding potential risks of Foundation Models 
and collaborating with engineers helps designers in this process. The tools 
proposed in this thesis support designers to achieve that. 

5.1.2 Relevance to Literature
The thesis contributes to gaps & problems identified in literature and proposes 
solutions that build on existing literature :
1) Despite the differences in the Technology Push & Market Pull approaches to 

innovation, the importance of balancing both of them has been previously 
acknowledged. The Tech Value Canvas and the Ability Cards, act as  tools to 
align the two approaches, exploring how Technology Push and Market Pull 
can compliment each other.

2) The Tech Value Canvas and the Ability Cards aim to address the lack of 
Discovery competencies in organisations, one of the barriers to radical 
innovation identified in the literature.

3) Building on top of the existing literature on design research for radical 
innovation, the thesis provides more clarity on how to go about doing that in 
practice, by documenting the process in the context of Scitodate using LLMs.

4) The thesis contributes to supporting designers working in AI by proposing 
tools that address previously identified challenges. The thesis finds out that 
the same challenges that apply to designing innovative AI solutions also 
apply to mitigating their potential harm. The proposed toolkit promises to 
support them both with finding opportunities as well as risks. The outcomes 
can support other work being done in this field in the same time frame (mid 
2023). (Yildirim et al., 2023) The toolkit also supports collaboration with 
engineers and data scientists, another challenge identified in the literature.

5) The process of designing the canvases and cards contributes to a gap of 
missing action research around the design of these tools. Although I do not 
follow a strictly scientific process, the test sessions are framed as 
experiments to evaluate hypotheses, helping structure the process.
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5.1.3 Relevance to Practice

Helping designers innovate responsibly
The toolkit brings designers one step closer towards addressing the potential 
harms of the products they design. By designing a risk discovery process that 
closely resembles the value finding innovation process, designers are more 
likely to engage in this practice of evaluating their ideas and concepts. 

Similarities between the tools makes it easy to use. The smooth transition 
between the canvases when they are used together makes it easy to explore 
both perspectives one after the other.

It also demonstrates that certain aspects of Resposible Innovation are 
possible through a similar process as traditional innovation practices.

Increasing the likelihood of Radical 
Innovations
The outcomes of the ideation process proposed in the thesis are still 
hypotheses that need to be validated and introduced to the market. My 
personal opinion is that ideation is the easy part. The process of turning ideas 
into products needs greater effort and skill. Early product validation and 
successful market introduction are even more challenging for radically 
innovations than for incremental innovations.

Where the proposed ideation process might help is in improving the odds of 
success in the later stages. While the outcomes are still guesses, just like 
dreaming up future possibilities, or random tinckering with technology, these 
are well reasoned, educated guesses. They are grounded in customer 
understanding and technology capabilities.

6) The outcomes of this thesis propose a way to practice responsible 
innovation, as a design practitioner, in an emerging technology space. The 
Risk Discovery Canvas with the Risk cards helps designers and startups to 
practice the four dimensions of Responsible Innovation.

7) Although the EU AI Act is still to be finalised and harmonised standards still 
be to drafted, the thesis proposes solutions that align with the direction in 
which the regulation iscurrently headed : Risk management of AI systems & 
Foundation Models. The Risk Discovery tools propose a step towards 
helping AI startups comply with the AI Act. The Risk cards can be later 
supplemented with Legal Risk cards, that can represent legal risks and 
violations. In this way, the outcomes can support designers to design in 
compliance with the AI Act.

8) Considering the unique challenges and limitations AI startups face with 
Responsible AI, the thesis proposes a practically usable toolkit that 
acknowledges these limitations and proposes a suitable solution. An 
assumption that can be made here, is that the same qualities of the toolkit 
can make it easy to adopt and implement for organisations that do not have 
the same limitations.

9) The Risk Discovery canvas can be an actionable tool to support the Agile 
Risk Management methodology. Agile Risk Management is a promising 
candidate to explore how product development teams and designers can 
integrate risk management into their current workflow.

10) The Risk Dicovery Canvas proposes to be another practical step towards 
achieving Antifragility. Antifragility can be a strong incentive to improve 
long-term product & company resilience, thereby incentivising responsible 
innovation practices.



132 

The user research could potentially also contribute to the later stages of 
radical innovation, helping with the finer details of product development, sales 
and marketing. I witnessed that happen at Scitodate, with the sales & 
marketing team benefiting from the customer research data generated through 
this thesis.

Increasing the likelihood of Responsible 
Innovation
It seems likely that adoption of Responsible Innovation practices is an 
incentives problem, for firms to invest resources into this, especially when 
faced with conflicting business interests. As the interviews with practitioners 
emphasised, the intent to be responsible needs to come before teams build a 
responsible culture and adopt tools and practices that enable them to be 
responsible.

The proposed risk discovery process tries to incentivise businesses through 
the potential improvement in their system’s ability to respond to risk before 
the risk can cause significant harm. For teams with intent, the process along 
with the artefacts gives them the agency to act on their intent. They aim to give 
teams a usable “map” and part of the supporting knowledge needed to follow 
that map.

By reducing the effort, time & expertise needed to initiate responsible 
practices, it becomes more likely for teams to try it. For teams with intent,  the 
low resource requirement makes integrating these practises into an 
organisation easy.

Importance of interdisciplinary teams & 
education
The thesis showcases the value and relevance of interdisciplinarity. Many parts 
of the challenges in this thesis could be addressed only through building an 
interdisciplinary understanding myself, and collaborating in an 
interdisciplinary manner with the team at Scitodate.

Finding a way to align technological possibilities with customer needs was 
possible only after engaging with both sides of the challenge. I did that 
through collaborating with the engineers at Scitodate to build the technical 
understanding and collaborating with the designer & customer success team 
to better understand Scitodate’s customers.

Addressing the “socio + technical” challenge of Responsible AI needed a good 
understanding of the technical limitations as well as the social context. I had 
to first understand the current limitations of AI Ethics, the upcoming policies 
and risk management practices to decide a way forward. At the same time, the 
technical limitations of mathematical context-independent definitions of 
fairness, pre-deployment testing and design can only be understood by 
engaging with the technology itself. The Responsible AI practitioners that I 
interviewed are a brilliant example of how the Responsible Innovation 
challenge for machine learning needs and benefits greatly from 
interdisciplinary understanding.

Finally, bridging the gap between being innovative and being responsible is 
only possble if both parties get out of their echo chambers. Innovation does 
not make sense if it causes harm to society and the planet. Being responsible 
should not stop us from finding ways to overcome today’s challenges and 
improve the state of life on earth. I was able to propose similar tools for both 
goals only after engaging in the context and challenges of both domains. I 
believe alot more is possible by further exploring this angle of engagement.
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Relevance beyond FMs to ML
Foundation Models are still Machine Learning algorithms. Although the new 
paradigm opens up new perspectives and possibilities, the way they work is 
still the same. Because of that, many of the challenges that the thesis address 
are relevant to the broader field of ML.

Designers struggle to understand the capabilities of different ML algorithms. 
Many ML algorithms exhibit the tendency to behave in unexpected ways post 
deployment. Context dependence is still a critical factor in addressing the 
potential concerns of deploying ML solutions. Developing ML systems from 
scratch needs notably greater effort and investment than FM powered 
products. That makes the challenge of aligning technology with user needs 
even more relevant to avoid costly mistakes.

Relevance beyond ML to other 
technologies
Feedback from technological innovation practitioners shows promising signals 
of the outcomes being relevant beyond ML and Artificial Intelligence. 
Considering that technology push and market pull have been discussed for 
decades, that seems plausible. As one of the experts quoted :

“Innovation = invention + business case”

Responsible Innovation, and addressing risks before they lead to harmful 
accidents, is important beyond self learning algorithms. The literature and 
research in this report showcases multiple examples. While the importance of 
different aspects of the challenge change across different domains, the need 
for such solutions stays equally important.

5.1.4 Relevance to Foundation Models

Revelance to LLMs
As majority of the work during this thesis has been done in the context of 
Scitodate using LLMs, majority of the work and proposed solutions have a high 
relevance to LLMs. Nevertheless, LLMs, and the field of NLP continues to 
evolve at a rapid rate. By grounding the proposed solutions in insights from 
older challenges and other domains, the thesis aims to propose solutions that 
can potentially continue to stay relevant as the field evolves.

Relevance beyond LLMs to other FMs
The intent of this thesis has been to propose solutions that are relevant 
beyond LLMs, to the broader scope of other Foundation Models. While the 
empirical work and parts of the desk research focus only on LLMs, I’ve tried to 
propose outcomes that are intentionally generalisable. 

The canvases do not refer to any specific aspect of LLMs. The card decks focus 
on the specific characteristics of LLMs. New cards can be created that focus on 
other kinds of Foundation Models. The same layout & structure can be 
effective, as the canvas+cards will follow the same mechanism during use : 
Canvases guide the process, cards provide the required understanding and 
examples.
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5.1.5 The Toolkit

Value provided by the canvases
Both canvases guide the designers and rest of the product team through a 
structured process, and lead to actionable steps for designers to take.

The Tech Value Canvas helps them consider the market requirements as well 
as technological possibilities at the same time. The proposed opportunity 
finding process helps find market pull that aligns with the existing technology 
push : “We want to build something valuable using X technology. Let's find out 
which market we could serve and how this technology can solve their 
problems.” The outcomes of the canvas lead to execution steps that can be 
directly added to the team’s product backlog.

The Risk Discovery Canvas helps designers & product teams follow a similar 
process for finding out potential concerns and planning actions to address 
them. The goal is to anticipate risks, not predict them. From a value 
perspective, it is possible to think of risk discovery like investing into the 
future, just like technical debt or R&D. The outcome of this canvas too lead to 
actionable steps that can be directly included in the team’s product backlog.

Value provided by the cards
Both card decks support teams by prompting designers and other to consider 
the abilities and risks of FMs while brainstorming product ideas. They 
communicate knowledge and understanding required by designers and 
support them in becoming effective at contributing to technological innovation 
and being responsible.

As a boundary object, they enable a common language of discussion between 
designers, engineers and other people of a product development team. But the 
most interesting aspects of the cards for me was how they supported 
designers in using the canvases.

Canvas + Cards : 1+1=3 ?
Canvases are generally used for collaboration and communication across 
teams. Cards are often used to trigger ideation, ask important questions, carry 
important information, etc. They are seldom used together in a single 
application. Doing this seems to make them more effective than if used 
separately. The cards support teams in using the canvas, consequently making 
the canvas more effective and the canvas structures the use of the cards, 
making them more effective in contributing to the designer’s goals.

The canvases make the card use more structured and more reliable in 
contributing to the brainstorm process. The cards carry the technological 
understanding that designers need to work through the canvas. In that way, 
they make each other more effective. That makes the toolkit greater than the 
sum of its parts.

Opportunities & Risks : 2 sides of the 
same technology
The outcomes suggest that the process of being responsible might not be very 
different from that of being innovative. The way teams de-risking product 
success and business success is similar to de-risking products from potential 
harm. For self learning systems, both processes currently need upskilling. So 
both should be equally easy/hard for designers.

The similarities are also visible in the way the proposed tools for finding 
opportunities are extremely comparable to those of finding risks : The way 
they both start with the people involved, support designers to be educated 
about the possibilities, and end with plans for executing towards the end 
goals. They both follow a process of building an understanding of the context, 
ideating how the technology can impact that context in good and bad ways, 
and then planning steps to act on those findings.
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Design tools as training wheels for novice 
designers
The proposed toolkit intends to support designers who are new to technology 
innovation, foundation models, and collaborating with engineers in 
interdisciplinary teams. The cards are designed to support designers without a 
technical understanding of how LLMs work and what they can/cannot do.

From the user tests & discussions with fellow master students at the IDE 
faculty, some of them expressed their tendency to not follow the suggested 
step-by-step process in the Tech Value Canvas. Because they had already 
worked as designers in interdisciplinary teams on technological innovation, 
they already had a good understanding of how the process worked. Because of 
that, they knew that they could be more flexible in their approach as long as 
they satisfied the underlying mechanism of matching technological 
possibilities to user requirements. This flexibility actually helped them look at 
the problem from different perspectives and brainstorm more creatively. The 
canvas then served as an overview of the different aspects of the innovation 
process and an external representation of the thought process in their heads.

The same designers did not have a similar opinion about the Risk Discovery 
Canvas. Because this process was completely new to them, they felt the need 
to use the recommended flow of the canvas to support them. It is likely that as 
they become more comfortable with the process and use the canvas multiple 
times, they might shift to a more flexible approach here too.

A similar difference was observed between engineers and designers on how 
they used the cards. The engineers at Scitodate already had a good 
understanding of LLM abilities and only used the Ability Cards to communicate 
with the non-engineers in the brainstorms. They referred to the details on the 
Risk cards only for knowing about the social aspects of these socio-technical 
risks. Designers who did not understand the LLM-specific technical jargon on 
the cards reflected that they can still use them to communicate with engineers 
about specific abilities and risks: “I want to focus on addressing THIS risk”.

It is possible that just like the canvases, designers might eventually “outgrow” 
the cards too, and integrate that understanding into their own minds, later 
using the cards primarily to communicate and focus a group of people onto a 
specific topic. Reaching that stage would imply that the toolkit was successful 
in its goal of supporting designers in working with Foundation Models.
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5.2 RECOMMENDATIONS
5.2.1 Practioner Recommendations

Move Fast, to not break things
“Move Fast and break things” was a motto popularised by Mark 
Zuckerberg to explain his  experimental approach to 
innovation. He claimed that “If you aren’t breaking things, 
you aren’t moving fast enough” The idea behind it was that in 
the pursuit of rapid progress and innovation, it was 
acceptable to take risks and potentially encounter failures or 
"break" things along the way.(Blodget, 2009)

The same perspective of “Moving fast” can help teams to identify how things 
can break before they actually do, and then prevent that. Rapid product 
development, testing, monitoring & iteration can positively serve the goal of 
effective risk management. For that to happen, rigorous testing is needed 
before solutions are deployed to customers. And supported with moving fast 
post monitoring, acting quickly on detected anomalies and malfunctions. Risk 
discovery has the potential to help teams identify what can break, so that 
teams can move fast and avoid them from breaking..

Become Antifragile
Basically, setup systems that help the team benefit from unanticipated risks 
and unexpected AI system behaviour. That can be done by integrating these 
observations & learnings into the product development process to prevent 
similar consequences in the future. Monitoring systems closely and frequently 
can help detect such risks and hazards as soon as they emerge.

Acting quickly on such suspicious and abnormal AI system behaviour can help 
address risks before they cause significant harm. A combination of this 
continuous system improvement combined with preventing risks from leading 
to harm can help products and organisations become more resilient and 
capable of better managing risks in the future.

Complement the proposed Toolkit
There is significant potential in using other tools in conjunction with the 
proposed toolkit. For Risk Discovery Canvas, VSD methods can help in 
identifying and representing stakeholders, risk matrices (probability vs 
severity evaluation) & FMECA can help prioritize mitigation steps, etc. For Tech 
Value Canvas,use persona development tools for mapping their goals & 
challenges. Use one of the many feature prioritization methods like MoSCoW, 
RICE, etc. for filtering through all the ideas to proceed with the most promising 
candidates.

Apart from that, the toolkit proposed in this thesis is intended to be adaptable 
and easy to modify. The canvases can become more effective and efficient by 
adapting them to specific company contexts and markets. Both card decks are 
more effective when they are comprehensive. As LLMs and other Foundation 
Models continue evolving, the card decks will need new cards that reflect the 
new abilities and risks that these technologies bring. Teams can create their 
own company specific cards that represent unique internal technology. The 
process documented can aid designers in designing these, either modifying the 
proposed solutions, or starting from scratch.

It is possible to consider Risk cards & Ability cards as an internal knowledge 
database for an organisation. As the team discovers new abilities & risks, 
adding cards for them will help make the database comprehensive and up-to-
date. They can thus form internal assets, just like design systems.
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5.2.2 Limitations & Future work

The Incentives Challenge 
Even when teams have every intent to act ethically, sometimes ethical 
practices do not align with what’s best for a business’s economic performance. 
Not only is that extremely relevant in the context of startups, larger 
organisations also prioritise economic gains over responsible practices. While 
this thesis proposes some directions for further research and the AI Act aims 
to enforce responsible behaviour, there is a need to identify factors that can 
incentivise organisations to prioritize ethical behaviour.

Finding value propositions for ethical practices, and finding economic 
incentives for ethical practices can increase their adoption. Aligning 
stakeholder interests can help create the required incentives. We’ve seen 
something similar happen with sustainable clothing (Patagonia) and 
sustainable grocery supply chains (The Path Forward for Sustainability in 
European Grocery Retail, 2021). They were all partially driven by market 
sentiment & awareness towards environmental problems. We are entering a 
similar stage right now, with plenty of public discourse on the topic of AI risks. 
Startups are a good candidate for bringing about this change.

Supporting Stakeholder Participation
Taking a participatory design approach is seems quite possible for the risk 
discovery process. Cards can act as boundary objects, and the canvas can align 
everyone along the same process, enhancing shared understanding.

From discussions with the team at Scitodate, they were not very keen on 
participatory design styled stakeholder involvement. Apart from operational 
challenges like finding time to do these activities with multiple stakeholders, 
working on the canvas was not the right time to involve the stakeholders, in 
their opinion. They preferred to instead do the stakeholder interviews and 
research beforehand and then use the information and insights. Better 
processes can be explored to ensure sufficient understanding or involvement 
of stakeholders. That is critical to ensure effective risk discovery.

Foundation Model Value Chain
The scope of this thesis focussed only on a startup's internal circle of 
influence. The entire FM Value Chain that connects different actors involved in 
building, distributing and using Foundation Models needs to be studied. 
Aligning incentives for responsible behaviour across different stakeholders in 
this process is important and designers are well suited for this challenge. 

Environmental Impact of large models
Large ML algorithms currently consume a significant amount of computing 
power to train and run, consuming large amounts of water & energy in the 
process. (Li, 2023) My assumption during the time of the thesis is that they will 
become efficient over time, just like personal computers, etc. But it is an 
assumption, and environmental risks can othewise be a serious concern with 
large Foundation Models.

Comprehensive Standardised Cards
The card proposed with this thesis are not intended to be comprehensive or 
the most optimised solution. Plenty of work can be done to try & standardise 
the definition of these abilities. Work is already underway elsewhere in new  
directions (Yildrim et al., 2023). The research on risk taxonomies can be better 
utilized to include more risk cards that cover different types of harm.

Legal Risk cards can help designers identify what parts of the AI Act are 
applicable to a solution. That can then help designers be mindful of the legal 
requirements during the design stage.

Validating & Improving the Toolkit
While the canvases and cards in the proposed toolkit were tested multiple 
times over the course of this thesis, a more rigourous testing process is 
needed to confirm the effectiveness and value of the proposed tools. It’s 
especially important to test them in the context of other AI startups and 
Foundation Models apart from LLMs.
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PERSONAL REFLECTIONS
Designing for a continuously evolving, rapidly improving technology has been 
challenging but at the same time extremely thrilling & satisfying. Some 
personal learnings from outside academia were extremely useful to tackle this 
situation. The Lindy Effect (Marcus, 2021) being one of them. In this way, I 
guess that this project made me better at decision making under uncertainty.

The constraints of designing something pragmatic and immediately usable for 
Scitodate and designers was a very good framing. It was a good constraint that 
led to effective solutions. The focus on iterative development and validation 
through continuous testing helped achieve an outcome that promises to be a 
useable tool.

My engineering background definitely proved beneficial during this thesis. 
Although I studied mechanical engineering in the past with zero software 
engineering exposure, technical conversations with engineers during the 
project were deeply satisfying and enjoyable. It was also very easy for me to 
communicate with them in their technical style for many aspects of work. 
Previous side projects in business development made it equally easy to 
communicate with the growth team at Scitodate about their commercial 
priorities.

In a strange way, the outcomes reflect who I am as a person and as a 
designer : the aspect of bridging the gap between designers and engineers, 
crossing disciplinary boundaries at multiple levels of the topic, finding insights 
from different domains and using them in the problem at hand, being 
optimistic about the opportunities while being considerate of the risks. It’s 
weirdly authentic. Its an extension of what I know, how I think, who I am. 

While the designed artefacts are processes and tools to follow that process, I 
acknowledge the potential limitations of relying on process alone.

Does brilliance need process ? No. Brilliance can definitely be complimented 
with good processes, but processes are not a pre-requisite for brilliance.

Can process replace brilliance ? I do not think so. A good process could make 
up for a lack of brilliance, but only upto a point. Just like correlation might be 
an acceptable proxy for causation, only under specific or predictable, recurring 
situations. 

Can process support brilliance ? Definitely yes.

Can process foster brilliance ? Possibly, but not always. I guess, if we continue 
to understand and learn from the design tools and processes we use, and 
integrate those insights into our own reasoning and worldview, that can lead to 
processes and tools not just supporting practitioners, but also helping us 
continually become better.

The past two years at TU Delft have been a life changing experience. This 
thesis feels like a fitting conclusion.
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QUESTIONS ABOUT SELLING TO CURRENT POTENTIAL CUSTOMERS :
1) What does our sales pitch consist of? How does that vary for different end 

users & application?
2) What are common concerns and questions from potential customers ?
3) What are current roadblocks to closing sales ? What are the common 

reasons clients decline a purchase ? What are some reasons they stop using 
our products ?

4) What product features or functionality would you propose that would be 
highly beneficial for current/ near future sales efforts 

QUESTIONS ABOUT FUTURE CUSTOMERS :
1) What direction do you think is the most promising for expanding our user 

base and increasing the company’s revenue ?
2) How would you want our products to evolve over the next 1-2 years to 

ensure the best revenue & sales performance ? Some ideas for how we can 
create greater value for customers ?

3) If you have the chance to design the next Scitodate product for the larger 
B2B DeepTech market, what might that look like ?

4) What are our plans for future sales strategies apart from our current way of 
doing sales ? What do we currently struggle with ?
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APPENDIX
Appendix A : Interview Guide for 
interviews with Scitodate employees
QUESTIONS ABOUT CURRENT CLIENTS :

1) How do we currently categorise our users ? What does the market / 
customer segmentation look like ?

2) What do our current customers value in our products ?
a) Value that they get detailed info about their potential leads & markets
b) How is that different for Intelliscope & Market Landscape ?

3) Can you tell me about how our tools fit as part of their workflow ? How does 
the day of our users look like ? How is it different for different customer 
segments ?

4) Is it sometimes the case that the user of our solutions is different from the 
person who approves to pay for our product ? How does that sales funnel 
look like ? How common is it and in what types of organisations ?

5) What are the most common feature requests that we receive from existing 
clients ?
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Appendix B : Interview Guide for 
interviews with Scitodate customers
1) How does a normal workday look like for you ? What kinds of tasks do you 

do ?

2) Can you walk me through your general workflow?
What do you find time consuming, frustrating, challenging
What are the boring repetitive parts of your work
What other software tools do you use ?
Reluctance to use digital tools ?

3) What Scitodate tools do you use ? (Intelliscope ILS, Market Landscape MLS)
Can you walk us through when, why & how you use them ?
What do you find useful in our current solutions ?
Where do you think we can do better ?

4) Have you tried using the AI tools in Intelliscope ?
What else do you think could we make for you ?
Where do you see this AI trend going in the future ?

5) If you had a personal assistant / intern working for you, willing to do 
whatever you would like to outsource, what kind of work would that be ?
With the extra time that you would have then, what would you focus on 
instead ?

6) Can you imagine a future where you only need to do the interesting stuff, 
and everything else is automated for you ? Can you walk us through that 
workflow ?

7) How does lead generation look like in academia vs industry ?


