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Abstract: Data analytics needs dedicated tools, which are getting complex. In this paper we summarize the results of our literature research 

done with special attention to existing and potential future tools. The attention is paid mainly to processing big data, rather than to effective 

semantic processing of middle-of-life data (MoLD). The issue of handling of big MoLD of specific characteristics efficiently has not yet 

been addressed by the commercialized tools and methods. Another major limitation of the current tools is that they are typically not capable 

to adapt themselves to designers‟ needs and to support knowledge/experience reusability in multiple design tasks. MoLD require quasi-real 

life handling due to their nature and direct feedback relationships to the operation process and the environment of products. Nowadays 

products are equipped with smart capabilities. This offers new opportunities for exploiting MoLD. The knowledge aggregated in this study 

will be used in the development of a toolbox, which (i) integrates various tools under a unified interface, (ii) implements various smart and 

semantics orientated functions, and (iii) facilitates data transformations in contexts by the practicing designers themselves. 

 

Keywords: Data analytics, middle-of-life data, analytics tools, application practices, smart analytics toolbox. 

 

1. Introduction 
 

1.1. Setting the stage 

The rapid rise of emerging economies and deployment of 

information technologies have led to remarkable changes in 

the lifecycle of products and services. Because of the rapid 

development of hardware and software, focusing on 

exploration of data became ubiquitous [1]. Companies need 

to adjust their operations to the influences of the rapidly 

evolving markets and to better manage the lifecycle of their 

products. Towards this end goals, they have to combine (i) 

static process information with dynamic ones, (ii) product 

information with processes and resources information, and 

(iii) human aspect information with business information 

throughout the entire product lifecycle [2]. However, as 

reflected by the related literature, most of the past efforts 

were dedicated to the methodological and computational 

support of the begin-of-life and end-of-life models and 

activities. Less efforts were made to exploit middle-of-life 

data (MoLD) and to value/knowledge creation based on this 

kind of data. Thanks to new information technologies such as 

sensors, RFID and smart tags, the chunks of information 

conveyed by the middle-of-life (MoL) phase of product 

usage can now be identified, tracked and collected [3]. Our 

background research was stimulated by the observation that 

there seems to be a lack of tools to support decision-making 

in design and servicing using MoLD. This was placed into 

the position of a concrete research phenomenon to be studied 

[4]. The above decision was underpinned by the following 

argumentation. Effective statistical and semantic processing 

of MoLD is not only an academic challenge, but also a useful 

asset for the industry [5], since logistics, operation and 

maintenance activities are located in the MoL phase [6]. It is 

important for product developer and production companies 

to see how their products are used by different customers in 

different application contexts and under different 

circumstances. This may provide insights for them 

concerning how to transform use patterns to specific product 

enhancements, and how to avoid deficiencies which may 

occur under circumstances that were not completely known 

or specified in the development phase of their products. 

MoLD can be obtained in multiple ways. They can be 

aggregated by field observations and interrogations of the 

users, or studying failure log files and maintenance reports, 

or from relevant web resources such as social media and user 

forums. Alternatively, they can be elicited directly from 

products by sensors or self-registrations. The last mentioned 

approaches are getting more popular as products advance 

from traditional self-standing products to network linked 

advanced products to awareness and reasoning enabled smart 

products [7]. However, due to the dynamic change of sensor 

data, the large volumes of data aggregated over time, and the 

unknown nature of data patterns, it is unfortunately not 

straightforward to perform effective data analysis using the 

existing traditional techniques [8]. Feeding structured MoLD 

and use patterns back to product designers is an 

insufficiently addressed issue [9]. The key challenge is to 

find ways to effectively use data analytics techniques in 

purposeful combinations, depending on the application 

contexts and the specific objectives of product designers 

[10]. 

 

1.2. Reasoning model and contents 

We completed a comprehensive literature study in two 

phases. Referred to as „shallow exploration‟, the first phase 

was conducted to identify the most relevant domains of 

knowledge for the study. Based on a wide range of 

keywords, we tried to develop a topographic landscape of the 

related publications. This topographic landscape was 

supposed not only to show the distribution (the clusters of 

the keyword-related publications), but also the peaks and the 

plains of the clusters. Figure 1 shows the clustering of the 
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outcome of the keyword-based mapping of the related 

literature. The graphical image was built using VOSviewer 

based on the concerned articles. Figure 1 shows not only the 

neighboring (semantically related) keywords, but also the 

distances between them as they appear in the literature. The 

different colors indicate the frequency of the occurrence of 

keywords (i.e. the formation of peaks). The most frequently 

occurring keywords are shown in red (and dark orange) and 

the less frequent ones are shown in green (and light blue). 

The visual representation generated by the software 

application let us see that actually four major clusters of 

papers could be identified. In a kind of transitive ordering, 

these are: (i) changes in the nature of data, (ii) approaches of 

transformation of data, (iii) tools and packages for data 

analytics, and (iv) design applications of data analytics. 

These were used as descriptors of the main domains of 

interest in the detailed literature study, in addition to the key 

phrase „evolution of data analytics support of product 

design‟. Called „deep exploration‟, in the second phase of 

our study, various sources such as subscription-based and 

open access journals, conference proceedings, web-

repositories, and professional publications were used for 

collecting several hundreds of relevant publications. The 

findings made it possible to define further relevant key terms 

on a third level (not shown in Figure 1). 

 

 

Figure 1: Citation of the chosen family of keywords in the 

literature 

 

The second phase was also used to provide a quantitative 

characterization of the interrelationships among the key 

terms belonging to the same cluster. Figure 2 shows the 

interrelationships found. If two terms are used in the same 

document, then there is a line between them, and the 

thickness of the line indicates how frequently they occur. In 

other words, the thick lines refer to combinations of terms 

that appear in multiple papers, whereas the thin ones refer to 

combinations that rarely appear in the studied publications. It 

can be observed in the connectivity diagram shown in Figure 

2 that the thickest lines are between the above four key terms 

– a fact that underlines their significance and relatedness. In 

addition, the diagram casts light not only on the complexity 

of the completed study, but also indicates which key terms 

could not be studied separately due to their interconnections 

claimed by the authors of the studied publications. 

 

 

Figure 2: Connectivity graph of the chosen family of 

keywords 

 

The above pieces of information obtained from the 

quantitative part of the literature study were used to develop 

a reasoning model for the qualitative part of the study. This 

part focused on the interpretation on the findings and 

disclosed semantic relationships. The reasoning model, 

which was also used at structuring the contents of this paper, 

is shown in Figure 3. Indicated are only the first and second 

level key terms while, as mentioned above, the study was 

actually done with key terms of the third decomposition 

level. 

 

 

Figure 3: Reasoning model of the literature research 

 

The considered papers were published in different periods of 

time, ranging from the mid-fifties until today. An important 

observation was that the concepts identified by the first level 

key terms are in an implicative relationship with each other. 

Namely, if the nature of data changes, then it entails a 

change in the approaches of data transformation, that in turns 

implies the need for different data transformation methods 

and tools. These enablers can provide support for a broader 

range of existing applications and can facilitate new data 

analytics applications with regards to enabling product 

enhancement and innovation by design. The investigation 

concerning the changes in the nature of data was focused 

mainly on product-related use, maintenance and service data, 

and on data describing the conditions and behavior of 

products. 

 

1.3. Organization of the paper 

In the rest of this paper, we provide details about the state of 

the art in the broad field of data analytics methods and tools, 

which support extracting product developmental knowledge 

from middle-of-life product data. In Section 2, we investigate 

the essence and trend of changes from product-associated 

data (referred to as functional data, or small data in other 

publications) to processing big data. In Section 3, we provide 

an overview of the various data transformation actions and 
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techniques, and discuss the accompanying challenges. In 

Section 4, we summarize the findings related to existing 

commercial and academic data analytics software tools and 

discuss how they can be improved according to the literature. 

In Section 5, various applications of data analytics are 

discussed, including the major application domains of 

various big data analytics approaches and the challenges that 

have already been recognized and addressed. The last 

Section combines the findings and the lessons learnt in the 

above four domains and discusses their implications. In this 

Section we present our conclusions regarding what needs to 

be done to find resolution for the unearthed issues and 

deficiencies. Based on these, we sketch up the concept of a 

novel data analytics enabler, called data analytics toolbox 

(DAT), which is intended to go beyond the functionality and 

services of the currently available commercialized integrated 

data analytics software packages. The implementation of this 

toolbox is actually in the focus of our follow up research. 

 

2. Overview and analysis of the changes in the 

nature of data 
 

2.1. Nature of data as a domain of research interest 

Analysis of the trends and changes in the nature of data 

implies the need for a historical perspective. As a result of 

the third industrial revolution, which established the 

scientific and technological domain of electronics created 

and involved it in automation of industrialized processes the 

beginning of 1950s, in addition to alphanumeric data, 

analogue system signals has been also carriers of „data‟. The 

fourth industrial revolution, which is culminating since the 

midst of 1980s, introduced digital computing and syntactic 

data processing not only in industrial contents, but also in 

everyday creative and executive processes. The current fifth 

industrial revolution, often referred to as the revolution of 

intelligence, shifted the attention to various formal and tacit 

forms of knowledge and to knowledge engineering and 

semantic knowledge processing. This is an indispensable 

step considering the objective of current day product design 

and production to offer smart, cognizant and even intelligent 

artefactual systems for the society. These are deemed to be 

the most fundamental (generic and global) trends of change 

that can at all be identified in the nature of data. However, in 

addition to these, the literature also reflects many specific 

and local changes in the nature of the data captured and 

process, in particular in the field of realization of new 

products and value-adding services. In the above context, 

data is a set of qualitative and/or quantitative values of 

variables [11]. It may concern the behavior, the status, or the 

function of a system and can be in different formats 

(symbols, texts, numbers, figures, etc.) [12], [13]. Before and 

at the beginning of the fourth industrial revolution, data 

typically were typically limited (up to a couple of petabyte, 

as a maximum) in terms of their amount, which is nowadays 

indicated by the term „small data‟). Due to the technological 

advancements in digital data processing, the use of multiple 

digital devices, and complex sensor and effector networks, 

the possibility of capturing and processing data has 

drastically changed. Tremendous amount of digital data 

records are generated that form continuous data streams. 

This „new generation‟ of data, also called „big data‟, may run 

up to exabytes scales [14]. It is no longer regarded as static 

or stable, but as dynamic and recomposable, and as such, it is 

a raw material for business exploitation and a crucial input 

that can be used to create new forms of economic assets and 

values [15]. The motivation to exploit mass data has emerged 

as a new research field called big data science. Big data 

analytics (BDA) has come in as a promising, minute-wise 

evolving methodology to retrieve knowledge from massive 

data streams and repositories [16]. Though the overall 

research objective of our study was to find and analyze 

scientific and professional publications that discuss the 

recent changes and trends in the nature of data, the actually 

conducted review was restricted to data associated with 

monitoring real life use of the products and services in 

operation, as well as to those obtained by user feedback on 

social media, due to the abundance of the kinds of data. On 

the other hand, this scoping of the study made it possible to 

derive highly relevant conclusions in the narrow context of 

our research. The practical objective was formulated so as to 

study the kind of data that makes it possible (i) to extend 

product and service lifespans, and (ii) to optimize the use of 

the necessary resources all along their lifecycle. Here, the 

term „lifecycle‟ refers to all the phases of the product and 

service life, from the beginning of life (BOL) where the 

product is designed and realized, through the middle of life 

(MOL) phases where the product is available on the market 

and used by the customer, until the end of life (EOL) phases, 

where the product is dismissed or revamped [17]. 

 

2.2. Major findings 

In addition to the enormous changes in the amount of elicited 

and processed data, the move from natural, concrete and 

unstructured data to (purposefully) created, abstract and 

highly organized data structures is the most important 

change. This is both the outcome of and the stimulant for 

advanced database technologies. As discussed in [18], 

abstract data types can play a significant role in software 

development. Different data models and data modeling 

techniques (that are central to information systems) have 

been proposed that provide a basis for specific technological 

solutions for database design and realizing data-intensive 

applications [19]. Data modeling is the kernel activity in data 

management and processing, which imposes constructs and 

structures on data and elicits meaning of individual or 

structured data. Technically, data modeling is the process of 

(i) discretizing physical variations of data for accurate 

representation, (ii) modeling sets of data by data structures, 

and (iii) generating data constructs for effective processing 

by available software [20]. Data modeling is the basis of all 

data processing tasks and forms an explicit part of many of 

them, supporting capturing and understanding the 

relationships and meaning of data [21]. Data modeling 

creates a simplified structure and representation of data, 

which can be used as the starting point of analytics, 

reasoning, and simulation [22]. Data modeling also support 

schemata design of databases and data 

warehouses/repositories [23]. The logical structures imposed 

by data modeling support human understanding, maintaining 

and extending data structures [24]. Data models represent 

structures and integrity of elements of data (Spyns et al., 

2002). Their semantics usually constitute an informal 

agreement between developers and users of data models 

(Meersman, 1999). For the reason that databases became 

critical components of information systems, the success of 

projects became dependent on the accuracy of data models 

(Ramakrishnan & Gehrke, 2000) (Siau et al., 2013). The 
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huge amount of data has made data modeling a critical and 

vital issue of survival of companies (Verhoef et al., 2003). 

Over the past decades of digital data processing, the 

fundamental concepts and general principles of data 

modeling have gone through an evolution (Goodchild, 1996). 

There are seven modern data modeling approaches identified 

in the literature, namely: (i) relational, (ii) semantic, (iii) 

entity-relationship (ER), (iv) extensions of ER (ERR), (v) 

object-oriented (OO), (vi) statistical, and (vii) data 

metamodeling (Ter Bekke, 1992) (Ter Bekke, 1995) (Ter 

Bekke, 1997). In spite of the fact that many pitfalls have 

been discovered in the relational theory, relational data-

models have become widely accepted. They offer 

mathematical foundations and simple user-level paradigm, 

while semantic models offer flexible structuring capabilities 

and explicit data constrains (Siau et al., 2013). Semantic 

modeling applies various abstractions (such as classification, 

instantiation, aggregation, decomposition, generalization, 

and specialization) in order to capture meanings by data 

structures in complex situations. Semantic integrity is 

typically guaranteed by making use of the fundamental type-

attribute relationship. Object-oriented data modeling captures 

conceptual entities as objects [24]. OO modeling has 

emerged as an alternative to the traditional entity-

relationship orientated modeling technique, based on the 

premise that the resulting OO data models are easier to use 

and understand [25]. It has been experienced that 

understanding OO data models is indeed faster than that of 

EER for both simple and complex problems. However, many 

of the other claims concerning the superiority of OO data 

modeling (e.g. perceived ease of use) are not empirically 

verified. OO data models are typically used where used in 

computing such as programming, analysis, design, and 

database management [26]. Despite the huge number of 

research projects in semantic and OO data modeling, the 

relational one is still the predominant database used in the 

industry [27]. ER and EER modeling are popular as tools for 

conceptual data modeling [28]. For the purpose of 

exploratory data analysis (of continuous data), various 

parametric and nonparametric data models have been 

proposed based on estimating the quantile functions and 

density quantile functions [29], [30]. The trends of change 

concern not only the sources and amount (size) of digital 

data its size, but also the arrangement (structure) of data, 

Figure 4. Unstructured data do not support formal analyzes, 

traditional database management [31], or applying pattern 

searching methods [32]. The papers related to the nature of 

data cluster indicate that individuals, industry, and science 

face the challenge of dealing with large datasets as a result of 

the proliferation and ubiquity of high-throughput computing 

technologies and internet connectivity. The main difficulty is 

not in the technical handling of large amount of data, but in 

mining and extracting valuable information and knowledge 

from them [33]. Decades ago data was characterized by three 

characteristics (volume, velocity, and variety) because these 

lend themselves to advanced, complex, and predictive 

business analysis and insights [34], [35]. Recently it has been 

complemented with three more characteristics (value, 

veracity and viability) [36], [37]. In order to deal with its 

scalability and affordability, the literature suggests that big 

data requires optimized data warehouses and cloud 

computing [38]. The outcome of the literature review 

showed that managing and gaining insights from the 

produced big data is a challenge and a key to competitive 

advantage [39]. It offers substantial value to organizations 

who decided to adopt it, but poses a number of challenges for 

the realization of such added value [40]. 

 
Figure 4: Change in the characteristics of regular and 

massive data sets (designed after [36], [37]) 

 

In the context of this paper, big data is collected during the 

whole product lifecycle stages: (i) beginning-of-life (BoL), 

(ii) middle-of-life data (MoL), and (iii) end-of-life (EoL) 

[17]. Researchers showed that it is important to focus on 

MoLD that primarily, but not exclusively include use, 

service and maintenance data [3], [41]. It provides failure 

data, performance data, age data of product, operating 

environment data, usage intensity data, maintenance reports, 

and refund and replacement data [42]. These data allow the 

observation of the condition and the behavior of products 

during the usage phase [13]. If manufacturers face 

communication challenges and if they do not have well-

established processes to obtain and utilize feedback from 

their customers, processing MoLD may also help them [43]. 

Furthermore, acquisition of MoLD creates opportunities for 

and encourages a life-cycle orientated approach to 

incremental product design that evaluates and enhances all 

products and services on a continuous basis [44]. In other 

words, MoLD can be transformed into knowledge that 

enables a perpetual and long term design improvement, and 

product innovation and planning. Collecting product 

information during the MoL and EoL phases makes a 

product itself or product operations improved in various 

ways, such as the improvement of design and the 

optimization of maintenance operations [45]. A recognized 

difficulty related to MoLD is that the related elicitation 

activities should be executed outside the companies, 

typically with an intense involvement of both the products 

and the end users. If elicitation of product-related 

information is interventional, then it may lead to operational 

inefficiencies [3]. Since conventional information systems 

used in the definition of products and services cannot handle 

MoLD and the knowledge, the need for dedicated data 

analytics approaches and tools have been recognized also by 

the developers of product life cycle management systems. 

Nevertheless, in the current industrial practice the 

potentialities offered by MoLD analytics is seldom utilized 

sufficiently by product and service developers. The gradually 

increasing smart behavior of products have been recognized 

as a key development in collecting and feeding back data and 

information to designers with regards to modes of use and 

operation [3]. 

 

2.3. Lessons learnt 

The study of the literature showed that the notion of „data‟ 

and the nature of data, as well as the types of knowledge 

digitally processed have rapidly and remarkably changed 
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over a relatively short time. What is typical nowadays is to 

produce and process complex data structures, rather than 

only data constructs or individual data, as contents for data 

warehouses, integrated databases [46]. We are moving away 

from the so called „situated aspect data‟ (sorted according to 

type, location and meaning) to big data, which cannot 

however be interpreted easily from the point of view of its 

structure and semantics because these patterns are often 

deeply hidden in the flow of data, which does not hint 

directly at the semantical meanings of the various bodies of 

data [47], [48]. One reason of why digital data have become 

diverse is that engineering and technical data have been 

combined with social data [49]. At the same time, it has also 

become tendentious to produce qualitative data together with 

quantitative data. It is a daily routine nowadays. Processing 

life-time data of products and related processes means that 

descriptive, prescriptive, predictive and operational data 

should be managed concurrently. This resulted in a data 

engineering challenge for the developers of the current data 

processing tools [50]. There has emerged an increased need 

for modifying or redesigning them in order to be able to 

process hidden data patterns and mixed semantics [51]. The 

above changes in the nature of data explain why a new data 

science is in a formation stage and why a lot of novel 

methods and tools have been or are being developed in the 

field of managing data technologies. Data modeling plays an 

important role in both structuring data, and capturing and 

eliciting the meaning of (structured) data. Typically, three 

types of data models are used in information systems: (i) 

conceptual data models (data requirements models), (ii) 

logical data model (data constructs/structures models), and 

(iii) physical data models (database/warehouse access 

models) [52]. These models are used in both business-

oriented and system-related data processing. The major 

issues are related to (i) the inflexibility of current data 

models, (ii) the multiplicity of imposing structures and 

capturing meanings, (iii) the limited reusability of data 

models, (iv) the insufficiency of data modelling standards, 

(v) the lack of stereotyped data interfaces, (vi) the 

management of the relational complexity of data models, and 

(vii) the uncoordinated development of information systems 

[53]. Though these issues were identified almost 15 years 

ago, the majority of them are still acute. A clear distinction 

has been drawn between data modeling and data analysis. 

Data modeling is the activity of using a set of tools and 

techniques to aggregate, organize, relate, represent and store 

data, whereas data analysis is interpreted as the activity of 

merging data from multiple data sources together using set of 

methods and tools to gain insight from a data and analyze 

trends to help make better decisions [54]. There have been an 

impenetrable range of data modeling/representation and data 

analytics tools developed. This issue will be addressed in 

Section 4. At this point it is important to mention that, as all 

data collected during the whole life-cycle of a product, MoL 

data also need to be defined, collected, processed and then 

can be used. However, there is a difference with regards to 

the execution of these four steps. 

 MoLD are associated with certain phases of the product 

life cycle. Therefore, first the phases with which the 

MoLD are associated should be captured. These phases 

can be so broad as logistics, operation, and maintenance, 

which produce a wide variety of MoLD, e.g. run time 

performance data, failure data, data about the aging of a 

product, changes in the operating environment, usage 

intensity, completed maintenance task data, refund and 

replacement data, etc. Due to their nature (state and time 

dependence), these need specific data processing and 

interpretation approaches. 

 Collecting data is determined where the MoLD can be 

found and collected. In this sense, MoLD may have many 

sources, outcome of which should typically be combined 

before processing. For instance, MoLD can be 

aggregated by field observations, interrogations of users, 

studying failure log files and maintenance reports, or 

from relevant web sources such as social media and user 

forums. Alternatively, they can also be elicited directly 

from products by sensors or self-registrations. 

 Processing MoLD depends on the opportunities of 

computational management, for instance, on the pre-

processing, processing and post-processing procedures 

(detailed in the next section). Though these steps are 

common, what makes them challenging is the fact that 

the complexity of data should be addressed, the data is to 

be processed in real-time, and there is a time- and context 

dependence to be dealt with. The existing data processing 

tools are not yet equipped with capabilities for these 

purposes. 

 Using MoLD can be considered from multiple aspects 

and application cases. This raises different requirements 

on the output of the data analytics tools. For instance, 

data collected during the use of a product may deliver 

insights on consumers‟ behavior and preferences, but also 

on the frequency of using a product, the convenience of 

the interaction, or the potential misuses of a product. This 

means that the goals of data processing are strongly 

articulated by the objectives and manners of using a 

product. 

 

3. Overview and analysis of steps and 

techniques of data transformation 
 

3.1 Interpretation and mapping of data 

transformation approaches 

The term ‟data transformation‟ (DT) has a broader and a 

narrower meaning. In the narrower meaning DT is the 

process of converting data and information from one format 

to another, usually from the format of a source system into 

the required format of a destination system [55]. The typical 

statistical transformations are such as: (i) logarithmic, (ii) 

square root, (iii) square, (iv) cube root, and (v) reciprocal 

transformations. In the broader meaning it refers to all data 

processing activities that can introduce change in the state, 

representation and/or meaning of data [56]. That is, data 

transformation is the process by which data in a dataset are 

transformed, or changed, during data cleaning and involves 

the use of mathematical operations in order to reveal features 

of the data that are not observable in their original form [57]. 

The usual process of DT involves converting data structures, 

file or database contents, and documents. Knowledge 

transformation (KT) is often considered either a part of this 

broader concept of data transformation, or a special case of 

it, for the reason that ultimately semantic knowledge 

representation also boils down to managing syntactic data 

[58]. The focus of KT is mainly on methods and techniques 

allowing the extraction of knowledge from data. Oftentimes, 

data conversion also involves software conversion from one 

computer language to another, in order to make the running 



 

 

 

 

                    International Journal of Advanced Research and Publications 
                                                      ISSN: 2456-9992  

      

                                             Volume 4 Issue 1, January 2020 
                                                      www.ijarp.org 

6 

of a particular software tool possible on a different platform 

[59]. This is often referred to as data- or software-migration. 

However, as reflected in the literature, data transformation 

means data processing for some authors, and it is the 

synonym of data translation or data integration for others. 

We adopted the comprehensive interpretation according to 

which data transformation blends data pre-processing 

processing (transformation) and data post-processing 

(presentation). DT involves multiple steps, going from the 

aggregation of data, through cleaning, classification and 

interpretation of data, to extraction of patterns to be 

evaluated and representation of data patterns. These steps are 

needed to support and interpret changes in the structure, 

representation and content of data [56]. Since the beginning 

of the big data era, many authors addressed the challenges 

that they were facing. The primary issue is not the huge 

amount and diversity of data, but the way of transforming 

them and extracting valuable insights from dumped and 

dynamically changing data [41]. The aim is to discover 

previously unknown interrelations among unrelated 

attributes of datasets [60], [61]. Many books are published 

on the essence and challenges of data transformation 

processes [15]. The complexity and other challenges of data 

mining were addressed from many aspects by data scientists 

and analysts, as well as the steps needed to find solutions 

[62]–[64]. The difficulty and specific challenges of making 

correlation analysis (i.e. finding the measures, the degree of 

association of the data, or the strength of the relationship 

among them) using mathematical operations is also 

addressed in the literature [65]. These challenges include: (i) 

spatial and temporal variation of data, (ii) missing values, 

and (iii) the lack of balance in sampling [66]. To find 

answers to these challenges is a concern not only for 

researchers, but also business/market managers and decision 

makers who should base their decisions and actions on the 

insights gained from big data [67]. Toward this end, they 

have to understanding the aggregation of big data, the 

approaches of extracting patterns, and using them to predict 

future situations and/or behavior. 

 

3.2 Major findings 

The ultimate objective of big data management is to generate 

new business opportunities for the service industries. 

However, since more than 80% of the world‟s data is 

unstructured, most businesses do not even try to use it for 

their benefits [68]. Big data itself has no real meaning, unless 

it is exploited by extracting information and knowledge from 

it. Various authors argue that in fact not only the amount of 

data is important, but also the diversity of it, which may lend 

itself to various semantic patterns [69]. There is a wide 

variety of big data sources. It ranges from natural processes 

and substances through engineered physical processes and 

artifacts to virtual environments and objects. A recent source 

of big data has been the social media and websites [70]. Data 

collected from diverse sources and represented in various 

formats need to be transformed (prepared for semantic 

processing). This constitutes an essential step in the process 

of a meaningful analysis [71]. Social media and website data 

need pre-processing that involves common steps such as 

aggregation, cleaning, sorting, etc. because of the fact that 

real-world data are typically impure [72]. Pre-processing is 

also expected (i) to determine the accuracy and completeness 

of data [73], (ii) to reduce noise of data and correct the 

omissions, and (iii) to handle missing values [74]. In 

addition, pre-processing includes activities such as (i) 

classification that increases the efficiency of the retrieval of 

data [75], (ii) clustering that facilitates structured handling of 

data [76], [77], and (iii) visualization that can be applied to 

knowledge discovery processes [78] as well as to the results 

of other transformative actions [79]. Data cleaning (~ data 

checking or ~ validation) is regarded as an important process 

by which missing, erroneous, or invalid data are determined 

and cleaned, or removed, from a dataset and follows the data 

preparation process. Though the concept of back 

transformation (that is the process in which mathematical 

operations are applied to an already transformed data set in 

order to revert the data to their original form) is known in the 

literature, the number of papers is much less than of those 

dealing with forward transformations [80]. An important 

action in the transformation of data to knowledge is data 

mining that is gaining more and more attention since the 

beginning of the big data era [14]. Data mining is defined as 

“an algorithmic process that takes data as input and yields 

patterns such as classification rules, association rules, or 

summaries as output” [81]. It seems to be a simple action, 

but its implementation is challenging due to the associated 

computational complexity [82]. Data mining tasks may be 

used to discover the knowledge and rules of MoLD, such as 

usage pattern of product, maintenance history, customer 

support information, updated bill of material and updated 

product demand information [83]. Many researchers argue 

that the challenge of data mining is partially caused by the 

need for effective algorithms designs, which are able to 

tackle the mining problem even in the case of a huge volume 

of complex and dynamic data [84]. This huge dimensionality 

of data, together with the explosion of features and variables, 

is what brings new challenges to data analytics [1]. Various 

methods have been developed to extract meaningful 

knowledge from complex and dynamically changing data 

[85], [86]. Regarding MoLD processing, the literature was 

diverging from the method of data processing. For example, 

failure modes and effects analysis (FMEA) has been used for 

identifying design problems during MoL phase, the FMEA-

based methods have a critical weak point in the sense that 

they do not consider product degradation at failure models 

quantitatively [87]. As discussed in [84], “while typical data 

mining algorithms require all data to be loaded into the main 

memory, this is becoming a clear technical barrier for big 

data because moving data across different locations is 

expensive, …, even if we do have a super large main 

memory to hold all data for computing”. To solve the 

complexity problem of data mining, some authors proposed 

to apply parallel computing [88], [89]. Others prefer 

collective mining to sample and aggregate multi-source data, 

and then use parallel computing in the actual mining process 

[90]. Pre-processing plays an important role in the case of 

big data [91], but it is a time consuming set of activities, and 

there are certain threads associated with it [92]. The main 

transforming activity is data analysis, which may have 

different objectives such as obtaining useful values, 

extracting patterns, providing suggestions, and optimize 

decision making [51], [52]. Real-time processing of big data 

remains a very challenging task [84]. According to 

McKinsey [93], smart data analytics will be the key to 
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competition, productivity and innovation. 

 

3.3  Lessons learnt 

Base on the development of automatic identification, data 

capture and storage technologies, people generate data much 

faster and collect data much bigger than ever before in 

business, science, engineering, education and other areas 

[94]. Current literature identifies: (i) data preparation, (ii) 

data mining, (iii) patterns evaluation, and (iv) knowledge 

representation as the main activities of processing complex 

and non-structured data [95]. The change in the nature and 

the sources of data implies a change in the steps of data 

transformation [96]. Due to the large dynamics, data 

processing should consider the time dependent validity of 

data [97]. The literature claims that there is a need for data 

transformation techniques able to manage changing data 

patterns or dealing with dynamic patterns recognition and 

evaluation [33]. It was explained in many papers that big 

data is mainly unstructured and heterogeneous, but its 

cleaning and pre-processing may lead to a relatively high 

loss of data [56]. It is also claimed that significant amount of 

big data is discarded [97], which may severely influence the 

results of data transformation, but still no clear solution has 

been proposed concerning those issues, which raises 

complexity challenges of big data. The mining of big data 

primarily focuses on extracting patterns to be evaluated by 

both manual and automated approaches [98]. Currently, 

dealing with patterns requires multiple expert interventions 

(especially after mining) [99]. At the same time, the 

currently widespread methods of big data transformation do 

not consider human behavior, which adds uncertainty to the 

outcome of the process [100]. Extraction of patterns is 

typically done on historical data, rather than won real-time 

acquired data. Mining and transforming big data necessitates 

highly scalable strategies [101]. In order to achieve more 

effective processing, the literature suggests developing 

sophisticated data filtering and integration techniques, as 

well as using advanced parallel computing environments and 

more effective user involvement [14]. Researchers also 

observed that if the process of transforming data to 

knowledge is time consuming, then it may negatively 

influence the relevance of the extracted knowledge and its 

validity in the dynamic context, or it can even make the 

extracted knowledge invalid [102]. This issue has been 

addressed by many publications, but the contour of a general 

solution does not seem to be in formation. However, one 

issue that does not seem to be sufficiently addressed in the 

literature is providing meaning to data (automatically or 

semi-automatically). The importance of this issue originate 

in that it concerns and may computationally influence all 

data transformation steps. A hierarchy of concepts 

interlinked by the assumed relationships, and the axioms able 

to express the relationships of the concepts and to constrain 

their interpretation are seen as ingredients of a possible 

solution [103]. In addition, only limited efforts have been 

made related to capturing the semantics of transformed data 

and to give meaning to transformed data in context [104]. No 

sufficient attention was given to relations between signifiers, 

such as words, phrases, signs and symbols, what they stand 

for, and what their denotations are [105]. It seems that there 

are multiple challenges related to the early preparatory 

activities of data analytics. One of them is data inundation, 

which may manifest as the major performance bottleneck for 

processing (cleaning, sorting, structuring, etc.) the output of 

increasingly complex sensor networks used to monitor 

product use and life cycle performance [106]. In addition to 

the amount of data generated by sensors, the signals and data 

generated by the end user products themselves should also be 

accounted for. It was argued that data analytics will be 

significantly challenged by the necessity of combining 

sensor generated (objective and aggregating) macro data 

with end-user generated (subjective and finely granular) 

micro data to figure out their mutual meaning and impacts 

[107], [108]. Furthermore, associating quantitative 

(measured and factual) data with qualitative (social 

networking provided) data needs. Data modeling approaches 

are often distinguished as exploratory and confirmatory 

approaches [109], [110]. Furthermore, distinction is made 

between non-parametric statistical confirmatory data 

modeling and parametric statistical confirmatory data 

modeling [111].  

4. Overview and analysis of data 

transformation tools and packages 
 

4.1. Interpretation and mapping of data 

transformation means 

The literature presents, discusses and compares many tools 

that have been developed to help understanding and 

processing data. The overwhelming majority of these tools 

are general purpose statistical tools [112]. Much less tools 

have been developed to assist the improvement of products 

and services [113], [114]. The general purpose software 

means are typically sorted into three categories: (i) single 

task orientated software tools [115], (ii) multi tasks 

orientated integrated software packages (and toolboxes) 

[116], and (iii) multi-functional development environments 

[117]. The first category consists of software implementation 

of algorithms, procedures, or techniques to represent, 

enhance, analyze or transform input and output data. A 

second level categorization of the single task orientated 

software tools is made based on the type of tasks they are 

intended to support. Typical representatives are such as 

business analysis tools, data visualization tools, trend 

analysis tools, etc., which are marketed by many vendors. 

The second category of systems includes (often modularized) 

software packages, which combine and interlink 

functionalities of multiple software tools. The component 

tools typically share a common user interface and can 

exchange data among each other [118]. The statistical 

procedures offered by the integral packages for exploring 

and predicting big data address the issues of big data 

processing such as source heterogeneity, noise accumulation, 

spurious correlations, and incidental endogeneity, in addition 

to balancing the statistical accuracy and computational 

efficiency [119]. The third category includes developer tools 

that are able to generate (partly or fully automated) 

algorithms, source codes, and executable programs, and to 

interlink these. The term „environment‟ in the name of the 

category indicates that all developer tools and production 

servers are incorporated. 

 

4.2. Major findings 

There is a need for computational theories and tools to assist 

humans in servicing [120], and to extract useful information 

and knowledge from the rapidly growing volumes of digital 
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data [121]. This is also confirmed by a study in 2017 

explaining the large volume of data makes it difficult for 

human being to extract valuable knowledge from it without 

powerful tools [122]. Though the literature discusses many 

big data mining and analysis tools, their majority is still in 

infancy [123]. The traditional tools are able to capture, 

curate, analyze and visualize big data, but usually fail to 

fulfill the variety of needs such as satisfying all experimental 

designs [124], finishing the processing in a reasonable time 

[125], functioning in parallel [126] and being scaled to large 

datasets [127]. The fact is that as the number of existing 

commercial (C) and open source (OS) tools grows, the 

choice of the most appropriate one for a particular data 

analysis task is becoming increasingly difficult [128]. An 

apparent technological issue for traditional software tools 

that amount of data generated and stored at different sources 

grows rapidly and their handling needs a sufficient level of 

automation [129]. In the lack of this, it is becoming hard to 

capture, store, manage, analyze, visualize and share mass 

data using typical tools [130]. Required are powerful and 

efficient tools that extract useful information from data, and 

that can cope with big data challenges [131]. It has been 

found in [54] that there are software tools that solely operate 

as information servers to data mining tools and do not have 

any analysis functionality. Others, as argued, “can be abused 

for data mining, but their intended use lies somewhere else” 

(like that of the software packages dedicated to pure 

statistical analysis, or MATLAB‟s Neural Network Toolbox 

[132]. Some other software tools are advertised as data 

mining or knowledge discovery tool, but they only do 

reporting and visualization, such as Oracle Discoverer [133]. 

There are surveys and comparative studies in the literature 

that analyze the functional capabilities of data analytics tools 

and compare the performance of these tools [134], [135]. A 

survey done in 2016 reported that the top ten tools were: R, 

Python, Microsoft SQL Server, Microsoft Excel, 

RapidMiner, Hadoop, Spark, Tableau, KNIME, and Scikit-

learn [136]. In Table 1 we sorted the tools, which we 

investigated in our study, according to their functionality 

offered for data analytics. Obviously, in the case of any 

comparison of the tools not only the functionalities and the 

data analytics tasks at hand, but also the user groups, the data 

structures, the processing methods, the import and export of 

data, the use of models, as well as the platforms and the 

licensing have to be taken into consideration.  

Other web resources showed that the choice of tools is also 

influenced by several pragmatic issues, such as the budget 

and the user experience . As an overall finding we can argue 

that there is no a single tool not even an integrated package, 

that could cover all needs and steps of data analytics, in 

particular not in the case of big data processing and 

applications [137]. It seems to be a generally accepted 

conclusion in the literature that no tool is better than the 

others [138] and that users can select the adequate data 

analytics software package only based on a critical analysis 

of the objectives and the application case [139]. It is worth 

noting that there are some quasi-data analytics tools, which 

we have not considered to be relevant for our specialized 

study. For instance, in the area of engineering, tools like 

ThingWorx (PTC), Exaled (Dassault Systemes), and Omneo 

(Siemens). 

4.3. Lessons learnt 

A lot of work has been done to develop and enhance data 

analytics tools. It is emphasized that big data cannot be 

managed with traditional methodologies or data mining 

software tools [140], [141]. In general, they encounter great 

difficulties at handling heterogeneity, volume, speed, as well 

as privacy and accuracy. They are inadequate for handling 

such characteristics [142]. Applying existing data mining 

algorithms and techniques to real-world problems raises 

many challenges due to inadequate scalability and other 

limitations of these algorithms and techniques [143], [144]. 

Several authors confirm that there is a need for new 

computational theories and tools to assist humans in 

extracting useful information or knowledge from the rapidly 

growing volumes of digital data [145]. There are a multitude 

of tools, which can help understanding and interpreting 

various application data, but can also assist the improvement 

of products and services based on dedicated data 

Table 1: Investigated software tools 

Software tool License 
Data transformation steps allowed by the 

software 

ADaMSoft [146]  OS 
Data classification, data mining, data 

visualization 

Analytica 

[147] 
C Data visualization, simulation  

BV4.1 

[148]  
OS Patterns detection, data visualization 

CLUTO 

[149] 
OS Data clustering 

COMSOL 

[150]  
C 

Data modelling, simulation, data 

visualization 

Dataiku 

[151] 
OS 

Data visualization, data pre-processing, data 

modelling 

DataMelt 

[152] 
OS 

Data visualization, data pre-processing, data 

mining 

FreeMat 

[153]  
OS Data processing, data visualization 

GNU Octave 

[154] 
OS Data pre-processing, data visualization 

JASP 

[155] 
OS 

Data processing, pattern recognition, data 

visualization 

KNIME 

[156] 
OS 

Data cleaning, data classification, data 

visualization 

MATLAB 
[157] 

C 
Data pre-processing, data mining, patterns 
evaluation, data visualization 

MaxStat 

[158] 
C Statistical analysis of data 

Microsoft Excel 
[159]  

C 
Data pre-processing, data mining, patterns 
evaluation, data visualization 

OpenStat 

[160] 
OS Simulation 

Oracle 
[161] 

C 
Data preparation, data classification, data 
clustering, data mining 

R 

[162]  
OS 

Data pre-processing, data mining, patterns 

evaluation, data visualization 

RapidMiner 
[163] 

C 
Data preparation, data mining, data 
visualization 

SAS 

[164] 
C Statistical data analysis 

Scilab 
[165]  

OS Statistical data analysis  

Shogun 

[166]  
OS 

Data pre-processing, data mining, patterns 

evaluation, data visualization 

SPSS Statistics 

[167] 
C 

Data pre-processing, data mining, patterns 
evaluation, data visualization (mainly 

statistical analysis) 

Stata 

[168] 
C Data visualization, patterns evaluation 

WEKA 
[169]  

OS 

Data classification, data clustering, data 

mining, attributes selection, data cleaning, 

data visualization 
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transformation steps. It is often mentioned that even the most 

sophisticated tools need human interaction [170]. Another 

open issue is that it is not clear how a data analytics system 

can deal with historic data as well as with real-time data at 

the same time, and what is an optimal architecture of such a 

system [171]. Less significant, but still important issue is that 

it is difficult to find user-friendly visualizations in the case of 

large volume data [172]. 

 

5. Overview and analysis of data analytics 

applications 
 

5.1. Interpretation and mapping of data analytics 

applications 

Data driven applications have emerged in the last decades 

[173]. Due to its fast development big data is rapidly 

expending in all science and engineering domains, as well as 

in physical, biological and biomedical sciences [84]. 

Research has provided important information for designing 

big data mining algorithms and systems [174]. For the reason 

that every discipline and application domain has a vested 

interest, big data became primordial for multidisciplinary 

problem solving [175]. In this case, the challenge is how it is 

possible to use data regardless the application domain [176]. 

Despite the complexity of this issue, there is an optimistic 

atmosphere due to the serious efforts that scientists and 

developers are currently making related to what big data can 

offer. “Many big data applications will have unintended and 

unpredictable results as the data scientist seeks to reveal new 

trends and patterns that were previously hidden” [177]. In 

spite the above efforts, the domains of engineering- and 

product-associated big data processing (BDP) are behind the 

overall progress because of the shear fact of late recognition. 

Other issue is the rapid paradigmatic changes in the field due 

to the converging technologies and embedding software and 

cyber-ware in practically all products. These imply many 

changes that are already observable currently [178]. First of 

all, engineered products are becoming more-and-more 

multifunctional, technology intensive, network connected, 

data dependent, and customized/personalized [179]. 

Operation and maintenance process data can be tracked in 

real-time over MoL by embedding an information device to 

the product itself [83]. Products with these characteristics are 

often referred to as advanced or sophisticated products. 

However, the largest paradigmatic change is that they are 

rapidly becoming knowledge-intensive and smartly 

operating, or even progressing towards some forms of 

intelligent operation (Figure 5) [180]. Therefore, in line with 

many other researchers, we considered advanced consumer 

durable products as a specific application domain of big data 

and data analytics [181]. In the next section, we will 

highlight the major finding related to main application 

domains of big data management, including advantages, 

challenges and trends. 

 

 
Figure 5: The dominating trend of development of new 

generations of products 

 

5.2. Major findings 

Interestingly, there seems to exist a debate concerning the 

relevance of big data processing to all application domains, 

or, in other words, if BDP has equal importance in the 

various data-intensive application domains [176]. There are 

voices that big data processing exists only on paper, as a 

theoretical perception that cannot be put into practical 

applications. Others argue that BDP is still in a rather 

premature state. Therefore, it still struggles with complex 

application challenges and cannot provide immediate 

benefits for practical applications [182]. The premature state 

is associated with both the lack of sophistication and 

dependability of the implementation technologies and the 

low level of elaboration of application methodologies 

relevant for various application domains. On the other hand, 

there are already the limitless examples demonstrating the 

benefits and advantageous changes brought into both 

professional application domains and our daily life. In the 

context of product development, BDP opened the 

opportunity of not only storing data concerning customers, 

but also to analyze large volume of data about their 

behaviors and customs, which in turn allows the possibility 

of gaining competitive advantage [183]. Current typical big 

data applications are mainly related to processing sensitive 

information and data exchanges or transmissions [184], 

[185]. In electronic commerce, big data analysis was 

concluded to be primordial for the success of websites, since 

it facilitates building markets as well as increasing the 

customers‟ abilities to extract relevant information on the 

web [186]. In financial trading, BDP permits service 

companies (such as Google) to gain profit by making use of 

data [187]. BDP has also been proved beneficial in providing 

a multi-purpose data processing system to support financial 

transactions and services [188]. In society administration and 

government, extracting informative data and knowledge 

patterns provides the chance to improve productivity and to 

increase the level of effectiveness [93] as well as to forecast 

in advance, and take actions in case of natural damages 

[189]. In the field of health care, online diagnosis repository 

is one of the successful applications of big data [190]. BDP 

also helps decreasing the variability of healthcare quality and 

augmenting its effectivity by data mining techniques (for 

instance, to determine the most effective treatments for 

different conditions) [191]. In the pharmaceutical industry, 

collecting big data can provide information, e.g. about the 

preferences of certain medicines and drugs [192]. In the case 

of telecommunication, big data mining has been applied to 

bring to light useful information about use trends and 

customs, and to determine telecommunication frauds [193]. 

Likewise, preprocessing big data has been confirmed to 

boost the plausibility and accuracy of forecasts [194]. In 
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scientific research, many fields have become highly data-

driven due to the development of computer science [195], for 

instance, astronomy [196], social computing [197], 

bioinformatics [198], and biology [199], which generate 

enormous data sets able to provide the basis for inquiry or to 

drive the whole system design when analyzed [200]. In all of 

the mentioned applications, but also in others, significant 

challenges are to be considered related to system capabilities, 

algorithmic designs, and design models [201]. 

 

5.3. Lessons learnt 

As argued in [84], “Driven by real-world applications … 

managing and mining big data have shown to be a 

challenging yet very complicated task”. Practically 

independent of the field of application, one of the main 

challenges of BDP is exploring large volumes of data and 

extracting useful information or knowledge for future actions 

[202]. Notwithstanding, new applications are revealed and 

new approaches are proposed. One proliferating field of 

application is using BDP in strategic product development 

and life cycle engineering of products. In this particular field 

of application, rapid changes are predominant. We can 

witness the trend of intellectualization of products and 

services nowadays [203]. Intellectualization means 

equipping industrial and consumer products with digital 

connectivity and data communication as well as with 

capabilities that mimics human-type intelligence. The first 

developments are supported by the Internet of things 

technologies as overall infrastructure. However, it has also 

been clarified that the Internet of things enables connectivity 

and information exchange, rather than implementation of 

operational intelligence of products [204]. It is the role of 

cyber-physical systems and the various advanced forms of 

artificial (system) intelligence to provide sophisticated 

mechanisms for building situation and context awareness, 

reasoning and decision making, and adaptation to carrying 

operational situations and objectives [205]. It has been 

observed that the term „intelligence‟ has become popular 

both in the scientific literature and in the professional 

literature, though it begs for a more careful use in the context 

of artifacts and services. As for now, the terms such as 

„advanced‟, „sophisticated‟, „smart‟, „autonomous‟, 

„intelligent‟, etc. are used interchangeably, as well as 

distinguishingly, by various authors [206]. Until now, the 

concept of intelligent products has remained fuzzy and the 

use of the term is confusing [207]. Interestingly, even the 

scientific literature is divided in terms of using these terms to 

characterize the operation and/or behavior of artifacts and 

their interaction with humans and other artifacts (systems) 

[208]. It seems that there is a problem with the verbatim 

interpretation of the term „intelligent‟ as well as with the 

relationships of intelligent products to knowledge acquisition 

and processing. This entails the need for further work 

considering the variety of application contexts. In addition, 

there is a need for a new classification of these products 

simultaneously considering the achieved level of intelligence 

and the specific manifestations of these levels [209]. On the 

other hand, researchers active in various fields of intelligent 

products do agree that there is still a long way to go before 

different kinds of machines and systems will be able to 

intelligently communicate, reason and understand each other 

[210], [211]. Some of them believe that more is needed than 

that typically provided by ontologies and semantic web-

related technologies to be able to produce truly „intelligent‟ 

tools [212]–[214]. 

 

6. Discussion, conclusions and future work 
 

6.1. Discussion 

From a philosophical perspective, the whole of our inquiry 

was driven by pragmatism, the doctrine of which is featured 

by setting a concrete goal and acting purposefully towards 

achieving this goal. Pragmatism also meant that, rather than 

all pertinent, only those publications have been considered 

for reviewing, which have a strong relevance and 

significance from the perspective of our ultimate research 

objective. Furthermore, the observed trends, and the 

proposed theories and solutions were mainly evaluated in 

terms of the caused changes and their success in practical 

application. This lent itself to a reflexive review, which will 

be appended by a concise discussion of our prospective 

future research. Based on a statistical and relational study of 

the literature, we derived a reasoning model, which identified 

and brought four domains of knowledge (DoK) into an 

implicative interrelationship. The four domains are: (i) 

changes in the nature of data and their characteristics, (ii) 

approaches of data analytics-based transformations, (iii) data 

analytics algorithms, tools and packages, and (iv) 

representative application fields and practices of data 

analytics. A specific objective of our study was to synthesize 

knowledge for a fifth domain of interest, which is 

contribution to data analytics-based support of product 

enhancement and new product innovation. Actually, this 

objective created an application context for the whole of the 

explorative study. The findings (i.e. the specific pieces and 

chunks of knowledge obtained from various sources) were 

synthesized in this context. By bringing the mentioned five 

DoK into implicative relationships, the adopted reasoning 

model entailed a kind of natural streaming of knowledge that 

in turn enabled building an intellectual platform for a new, 

sufficiently tailored supporting means. Current data analytics 

should deal with data that are largely different than those 

processed digitally some decades ago. The major difference 

is not only in the amount of data, but also in the 

complexification of data. On the one hand, this creates new 

challenges for data analytics, but, on the other hand, it also 

creates opportunities for new value creation approaches. 

There seems to be a consensus in the literature concerning 

the fact that the complexity of big data cannot be properly 

addressed by the overwhelming majority of the existing 

(traditional) data processing methodologies and tools, and 

that exploiting the affordances of big data in various 

application contexts needs a stronger contextualization of the 

data transformation processes. The transformation techniques 

and tools are expected to support real time processing of data 

as well as the highest possible level of semantic 

interpretation of data. Time-dependent (and real-time) 

processing of complex data streams still raises many issues, 

in addition to the well-known issues of storing big data, 

fusion of heterogeneous multi-data sources, and visualization 

of big data. (It has to be mentioned that, due to the obvious 

space limitation in this paper, we could not discuss other key 

issues such as; (i) notional and epistemological articulation 

of the definitions of big data, (ii) development of big data 

management platforms, (iii) exploitation and service models 

of big data, (iv) distributed repositories for big data storage, 
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(v) big data virtualization platforms, (vi) deploying big data 

applications on cloud environments, and (vii) management of 

time-wise distributed big data and applications – just to 

mention the most significant ones. The use of cloud 

computing methods and resources in capturing and 

processing big data is becoming a daily standard, and it is 

exploited in many areas of big data. This phenomenon 

rapidly proliferates in these days since users are able to 

access data and data-processing tools from a cloud anywhere 

and anytime it is needed [215]. Actually, there are several 

existing data processing applications that need cloud 

environments, such as multi-media data management in a 

distributed manner. In turn, the need for efficient BDP also 

raises many new requirements for cloud computing, for 

instance: (i) resources for handling large-scale heterogeneity, 

(ii) effective and smart multimedia content retrieval, and (iii) 

transport and security protocols, and so on. Large databases 

with large volume of vaguely related data entities or complex 

data structures are also in the focus of research. The 

intension is to lessen data uncertainty and to increase 

understanding of meaning and consequently enhance the 

reliability of analysis and decision making. Since the amount 

of data grows irresistibly, data sub-sampling is becoming a 

means of resolving computational limitations. Though 

surrogating entire complex datasets helps overcome the real-

time constraint, it introduces even greater uncertainty. It can 

be prognosticated that efficiency and reliability of data 

mining and knowledge discovery will remain the major 

issues for advanced big data analytics. Processing algorithms 

and mechanisms should be based on new underpinning 

theories, which allow dealing with the volume, the 

distribution, the cognitive complicatedness, and the 

dynamically changing characteristics of big data. The timed 

characteristic of big data does not seem to a significant 

obstacle, but the interplay among all aspects of big data does. 

Across all industries, big data is a new business asset and 

advanced data analytics will help businesses to become 

smarter, more productive, and better at making predictions. 

In the context of future product and service development, 

some new sources of data like social media will offer new 

opportunities for designers to get insights into consumers‟ 

purchasing preferences, decisions and behavior, and to 

uncover information in context that is not possible with 

traditional product functionalities and life cycle data 

management approaches. In a wide field-based collecting 

data, they may rely on Internet of Things principles and 

technologies, while in terms of locally interpreting and 

reasoning with big data, they may rely on smart cyber-

physical systems technologies. To put an end to the infinite 

problems of big data management and processing, some 

authors proposed specific solutions for a selection of tools, 

the way of coping with the complexity of big data in 

particular application domains. A purposeful regrouping of 

these solutions (touched upon earlier in this paper) could 

reveal the fact that the majority of authors are committed (if 

not attached) to real-time analysis of data and to developing 

powerful tools and better system architectures so that 

consumer durable making companies can realize value by 

understanding their operations, customers, distributors, and 

the marketplace as a whole. 

 

6.2. Conclusions 

Our main conclusions have been formulated as follow:  

 The completed literature study reinforced our observation 

that everything is changing and developing rapidly in the 

current daily practice of data analytics. The source 

phenomenon triggering the changes in the methods, tools 

and applications is the change of nature of digital data. 

This change manifests itself in the growing amount and 

increasing complexity of data, which challenges pattern-

based information and knowledge mining. 

 A significant diversification can be observed in the area 

of data transformation. A plethora of methods and 

techniques have been developed for systematic and 

controlled data aggregation, interactive visualization, 

structural and semantic interpretation, and trend analysis 

and prediction. However, many of these are general 

(mathematical and statistical) approaches that are not 

reflecting the specific needs of particular applications. 

 Diversification of the methods and techniques is naturally 

followed by the diversification and articulation of the 

data analytic tools and systems. Articulation is reflected 

by the fact that the commercialized enablers range from 

(i) specific-purpose (individual) tools, through (ii) multi-

purpose (integrated) packages, to (iii) application 

oriented toolboxes. There are several interoperability and 

efficiency issues reported in the literature. 

 Design application of data analytics seems to be in a 

premature phase. As a combined effect of the 

proliferation of data analytics tools and the Internet of 

Things connectivity, companies gradually recognize the 

opportunities and try to convert them into business 

benefits. However, neither comprehensive methodologies 

nor dedicated toolboxes seem to be available to facilitate 

their endeavor. 

 There is a kind of paradoxical situation due to the large 

number of data analytics tools and their underexposed 

exploitation in product development and innovation. In 

other words, product managers, designers and developers 

need to be supported by proper data analytics enablers in 

order to extract new knowledge and achieve significant 

benefits by MoL product data processing [216]. It seems 

to be a pragmatic, but instrumental strategy to combine 

the existing tools and packages into user-friendly and 

application-sensitive toolboxes. 

 The title of the paper is: „What does data analytics offer 

for extracting knowledge from the middle-of-life product 

data?‟ This indicates the need to investigate data 

analytics in the context of processing MoLD, which are 

typically characterized by huge variety, dynamics, and 

multiplicity of relationships. Our study revealed that 

there are only a very limited number of papers that 

specifically address the issues of extracting knowledge 

from this kind of data, considering the above 

characteristics and the purpose of providing information 

about product usage and operations. The existing 

literature so far lacks a systematic and extensive analysis 

of stakeholders within MoL phase [217], also analyzing 

MoLD is a challenge and still in its infancy, since data 

collection of MoLD reveals several issues [10]. With 

regards to the tools available, we also claim that there is 

no one specifically developed for processing MoLD data. 

 In order to be able to improve products and services, 

designers need to consider the application context and 

objective at transforming (raw) big data into creative 

knowledge. This transformation is also supposed to help 

them make proper decisions concerning the best 

enhancement opportunities. However, the tools currently 
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available on the market are not dedicated to the changing 

aspects of the design tasks. In addition, the use of some 

of the tools is complicated because of the necessity of 

having a minimum of knowledge and skills to write and 

employ algorithms for data analysis. Furthermore, a 

critical issue from the perspective of designers is the lack 

of data integration and the abstraction towards semantic 

interpretation of the outputs, without which it is difficult 

to put the results into a specific design context. 

 The need for a smart data processing system to process 

real-time data streams to provide support for the operator 

is becoming a necessary tool to handle the vast amount of 

data generated from online instruments. It will provide 

the benefit or pre-filtering of useful data to be transferred 

from the remote monitoring system and stored for 

reference purposes. Much of this data is stored but never 

accessed and the potential capability of expensive 

instruments often goes unrealized due to a lack of under-

standing and difficulty in extracting useful information 

from massive databases [218]. 

 

6.3. Future work 

Our on-going and future work concentrates on the 

development of a novel „designerly‟ data analytics toolbox 

for product designers of a family of data-intensive products. 

Based on our forerunning study we hypothesized that the 

currently available data analytics tools miss semantic fusion 

with regards to their output data and suffer from the lack of 

interpretation of data constructs in various design contexts. 

We are conducting a two-stage study to understand what 

designers would expect from a „designerly‟ data analytics 

toolbox, and what sort of smart functionalities would they 

assume to be provided by a sophisticated (smart) toolbox. On 

the basis of these studies we are conceptualizing a functional, 

architectural and information processing framework for the 

target toolbox. We assumed that, instead of developing a set 

of new data analytics tools, regrouping and compilation of 

existing ones in a toolbox proper for an application 

dependent set of data transformation actions and able to 

store, access and analyze data in real-time/nearly real-time to 

allow extracting of knowledge beneficial for companies‟ 

product managers and developers. The functionality of the 

toolbox will go beyond the typical analytics functionality of 

commercialized integrated packages. It will offer 

purposefully correlated output data structures, which will 

allow interpretation of the meanings and relationships of the 

outcomes of multiple software tools not only on syntactic 

level, but also on pragmatic and semantic levels. In addition, 

the toolbox will feature an open architecture that makes it 

possible to include or exclude various tools, and will be 

equipped with reasoning capability that will provide 

meaningful insights and knowledge or product developers. 

The general principle of information fusion by the toolbox is 

shown in Figure 6. The functional/architectural framework of 

the toolbox reflects a stratified structure as shown in this 

Figure. The endeavor is to achieve the highest possible level 

of fusion and semantic processing of output data, rather than 

just integrating analytics tools on data exchange-level. This 

is underpinned by the need of product developers, who are 

not data analytics experts. They need not only convenient 

data transfer among the various software tools and databases, 

but also well-constructed and visually interpretable data 

structures, as well as explicit developer knowledge that can 

be used in multiple enhancement contexts. A major technical 

issue is the implementation of data fusion on multiple levels. 

The associated challenge is to elicit the output data 

structures, and to give meaning to them according to the 

specific application domain, context and tasks. In our case it 

concretely means that the toolbox should provide insights for 

developers and make them able to transform use-patterns 

into product enhancement information and knowledge based 

on the outcome of the conducted analyses. 

 

Figure 6: Novel system features of the proposed toolbox 

approach 

 

From an operational point of view, the toolbox will take care 

of three different types of functions, namely: (i) kernel 

functions (for data transformations), (ii) auxiliary functions 

(for data management), and (iii) interface functions 

(connecting end-users, developers, and systems). The 

development of the toolbox will happen in two phases. The 

reason is that, according to our experiences, an incremental 

(or a step-by-step) innovation is more acceptable and 

straightforward for companies than a disruptive innovation. 

The first phase focuses on the development of an initial 

version of the toolbox for integral syntactic data analytics, 

which is referred to as „conventional data analytics toolbox‟ 

(C-DAT). Typical classes of syntactic data mining tasks are 

such as: (i) clustering analysis, (ii) anomaly/outlier detection, 

(iii) association rule learning, (iv) classification analysis, and 

(v) regression analysis. C-DAT includes an arsenal of 

existing tools, launched as open source or marketed as 

commercial tools. The software tools interoperating in 

various modules share a common user interface, exchange 

data with each other, and can be adapted easily according to 

the user and application needs. They aggregate, represent, 

maintain, analyze or enhance MoLD entered as inputs, and 

provide insights on how products are used by different 

customers and in different cultures, inform on the availability 

of the product, cast light on emerged failures, etc. This will 

facilitate the decision making concerning what and how to 

improve and for which customers. In the second phase of 

development, C-DAT will be augmented with various smart 

reasoning components enabling semantic data analytics, 

reasoning, and advising. This advanced version is called 

„smart data analytics toolbox‟ (S-DAT). The smart kernel 

functionality extends developed (second-generation) toolbox 

with: (vi) historic operation use situation/change analysis, 

(vii) multi-source output data fusion, (viii) simulation-based 

prediction and forecasting, (ix) visually-based feature 

learning, (x) event occurrence monitoring („watchdogging‟), 

(xi) semantic association graph building, and (xii) context-

based advising. The modules of the smart part are 

purposefully developed semantic data modeling and 

reasoning tools. This smart extension will be developed to 

keep up with next generations of products, which are 

equipped with the capability of: (i) aggregating and 

generating MoLD real-time, (ii) communicating about their 
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objectives and states, and (iii) building awareness, reasoning 

about their operation states and objectives, and (iv) adapting 

themselves towards an optimum performance. Based on 

these, they can be considered as an external part of the smart 

toolbox. On the other hand, the considered elements of 

smartness are supposed to allow designers making the 

products more autonomous and carrying out a part of the 

data analytics quasi- automatically. This gives opportunity 

for using multiple products as interacting agents contributing 

to multi-aspects enhancements. This also means that 

designers will use the toolbox in case of large scale, multi-

source dependent data processing. Our research will also 

consider sharing smart data analytics functions between the 

concerned products themselves and the product data 

analytics environment. The reason for this is that products 

are becoming equipped with more and more smart 

capabilities, which enable them to gather and process data by 

themselves in run time and self-adapt themselves according 

to the operational conditions and altering objectives. What it 

means is that products can take over a part of the 

functionality of a data analytics toolbox. This, however, is a 

new research phenomenon and challenge that needs further 

extensive studies. Putting everything together, research in 

and development of a smart toolbox able to assist 

anticipation of real-life use patterns and decision-making 

about product enhancement is relevant not only for the 

scientific community, but also for several segments of the 

making industry. 
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