
 
 

Delft University of Technology

Improving child speech recognition with augmented child-like speech

Zhang, Y.; Yue, Z.; Patel, T.B.; Scharenborg, O.E.

DOI
10.21437/Interspeech.2024-485
Publication date
2024
Document Version
Final published version
Published in
Proceedings of the Annual Conference of the International Speech Communication Association,
INTERSPEECH

Citation (APA)
Zhang, Y., Yue, Z., Patel, T. B., & Scharenborg, O. E. (2024). Improving child speech recognition with
augmented child-like speech. In Proceedings of the Annual Conference of the International Speech
Communication Association, INTERSPEECH (Vol. 2024, pp. 5183-5187). (Proceedings of the Annual
Conference of the International Speech Communication Association, INTERSPEECH). Interspeech.
https://doi.org/10.21437/Interspeech.2024-485
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.21437/Interspeech.2024-485
https://doi.org/10.21437/Interspeech.2024-485


Improving child speech recognition with augmented child-like speech
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Abstract
State-of-the-art ASRs show suboptimal performance for

child speech. The scarcity of child speech limits the develop-
ment of child speech recognition (CSR). Therefore, we stud-
ied child-to-child voice conversion (VC) from existing child
speakers in the dataset and additional (new) child speakers via
monolingual and cross-lingual (Dutch-to-German) VC, respec-
tively. The results showed that cross-lingual child-to-child VC
significantly improved child ASR performance. Experiments
on the impact of the quantity of child-to-child cross-lingual
VC-generated data on fine-tuning (FT) ASR models gave the
best results with two-fold augmentation for our FT-Conformer
model and FT-Whisper model which reduced WERs with ∼3%
absolute compared to the baseline, and with six-fold augmenta-
tion for the model trained from scratch, which improved by an
absolute 3.6% WER. Moreover, using a small amount of “high-
quality” VC-generated data achieved similar results to those of
our best-FT models.
Index Terms: Child speech recognition, child-to-child voice
conversion, cross-lingual voice conversion, data augmentation

1. Introduction
A crucial user group of speech technology is children. In the US
alone, for instance, around 12% of the users of voice assistants
are below the age of 12 years [1]. Automatic speech recognition
(ASR) performance of child speech (i.e., child speech recogni-
tion; CSR), however, does not achieve the same level as that
of adult and adolescent speech [2, 3, 4] due to several reasons,
including the scarcity of training data, the high pronunciation
variability and the high diversity in linguistic phenomena as-
sociated with child speech and language development [5, 6].
Recently, deep learning-based end-to-end (E2E) ASR models
have gained popularity due to the integrated training process
and their high performance [7, 8]. However, the models are
data-hungry, which may be problematic for child speech, as typ-
ically CSR is a low-resource problem.

To deal with the data scarcity problem, ideally one would
want to record (and transcribe) new child speech data in the
form of additional speech from existing child speakers in a
database or from new child speakers. However, this is often
not possible, for various reasons. Therefore, a practical al-
ternative is to artificially generate child(-like) speech. Vari-
ous augmentation techniques have been investigated for CSR.
These include speed perturbation [4, 9], spectral augmentation
[10, 11, 12], pitch shift [12, 13, 14], and vocal tract length
perturbation [10, 15]. However, most of these techniques pri-
marily modify one or two aspects of the original child or adult
speech, e.g. pitch or spectral characteristics, to generate artifi-
cial child-like speech, but do not generate new spoken content.

Voice conversion (VC) is a good candidate for generating new
content: a source speaker’s voice is transformed into that of a
target speaker while preserving the linguistic content from the
source speaker, leading to new content by the target speaker.
VC for CSR often involves adult-to-child speech conversion as
most of the available speech data is spoken by adult speakers
[16, 17]. However, due to the differences between adult and
child voices, which involve not only pitch but also various other
acoustic and perceptual characteristics, the high pronunciation
variability and high diversity in linguistic phenomena associ-
ated with child speech are lost. Therefore, the resulting speech
is child-like rather than child speech. Child-to-child VC, which
to the best of our knowledge has not been used before, might
solve this problem.

CSR research typically focuses on two scenarios [12, 16,
18]: child speech data in the target language is or is not available
to (re)train the ASR. In this paper, we aim to improve Dutch
CSR performance using VC in these two scenarios. When
Dutch child speech is available, we can generate new spoken
content by the Dutch child speakers in our training set (we refer
to this as monolingual VC). However, if no child speech is avail-
able in the target language, then monolingual VC into child(-
like) speech is not possible because of the absence of target
child speakers. To solve this, we propose to use cross-lingual
VC [19, 20, 21, 22], i.e., speech of language A is transformed
into child speech of language B. Cross-lingual VC can be ap-
plied in both scenarios to create speech from new child speakers
who produce the same content as the source speakers in our tar-
get database. Here, we use German child speech as our target.
The cross-lingual VC method is compared to pitch shift, which
changes the pitch, and can be viewed as creating a new speaker
[22]. For comparison with existing adult-to-child speech re-
sults [16, 17], the child-to-child VC method is compared to a
teenager-to-child VC method. We use teenager speech for two
reasons: 1) our child speech database contains teenager speech
but no standard adult speech, 2) ASR performance on teenager
speech is fairly close to that of standard adult speech [3].

Additionally, we investigated the effect of the quantity and
quality of the VC-generated speech on CSR performance. For
the quantity experiments, several folds of VC data were gen-
erated. We retrained and fine-tuned our baseline CSR model
while gradually adding VC-generated data from each fold. For
the quality experiments, smaller amounts of VC-generated data
with low word error rates (WERs) were used to fine-tune our
ASR model and the Whisper-small model from OpenAI [23],
after which the results were compared.

In summary, this is the first work to explore and compare
child-to-child monolingual and cross-lingual VC-based data
augmentation, and evaluate the impact of quantity and quality
of child-to-child VC speech on CSR performance.
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2. Methodology
2.1. Datasets

Corpus Gesproken Nederlands (CGN): The Spoken Dutch
Corpus [24] contains ∼900 hours of Dutch speech recordings
from adults aged 18 to 60 years, encompassing various di-
alects, styles, contexts, and diverse conditions. The speech
was recorded both in Flanders (Flemish) and the Netherlands
(Dutch). In our experiments, we used the 424.54 hours of Dutch
adult speech to build Dutch ASR baselines.
JASMIN-CGN Corpus: The JASMIN-CGN corpus [25] is
an extension of the CGN corpus. The corpus includes two
speech types: read speech and human-machine interaction
(HMI) speech. For our experiments, we used the speech data
from Dutch children (age: 6-13 years) and teenagers (12-18
years). The training data (7.37 hours of child speech and 5.32
hours of teenager speech) denoted by Jtrain was used to train
the ASR systems, and to train and infer the VC model. The
child speech was only used to train ASR models in the scenario
when child speech data is available. The teenager speech was
used for both scenarios. The test set consists of read (35.73
minutes) and HMI (8.87 minutes) speech from 3 female and 3
male Dutch child speakers, with one child representing each age
group from 7-12 years, and was only used for the evaluation of
the ASR models. There was no overlap of speakers between the
training and test sets.
KidsTALC Corpus: KidsTALC [26] is a corpus containing
spontaneous speech recordings by monolingual German chil-
dren (age: 3.5-11 years) with no or little background noise.
The KidsTALC training set consisting of 30 child speakers (15
males and 15 females) was used to train the VC model and in-
ference to create new child speakers.
VCTK Corpus: As additional training data for the VC model,
we used the VCTK corpus [27], which is a non-parallel English
corpus consisting of speech recordings from 109 English adult
speakers. It contains ∼44h of read speech.

2.2. Data augmentation

2.2.1. VC-based child speech data augmentation

Our proposed monolingual and cross-lingual child-to-child VC
was implemented using AGAIN-VC [28], a state-of-the-art
(SotA) non-parallel autoencoder-based model. The key steps
in the VC data augmentation process are:

1. Training of the VC model: The AGAIN-VC model is first
trained to disentangle speaker and content information from
the input speech. We followed the training settings in [28].
The VC model was trained with the VCTK corpus, the Dutch
teenager and child speech from Jtrain, and German child
speech from the KidsTALC corpus to ensure the model’s pro-
ficiency in converting speech specifically from these demo-
graphic groups. The trained VC model was used for all the
VC-based data augmentations.

2. Source-target speaker pair selection: Theoretically, each
source speaker’s speech could be converted to any of the N
target speakers, leading to an N-fold augmentation of the
source speech data. However, such extensive augmentation
may not always be necessary or beneficial [29]. Therefore,
we carefully select the source-target speaker conversion pairs
using the approach in [22]. To determine these pairs, we
extracted compact speaker embeddings using a pre-trained
ConvGRU model [30] and calculated the cosine similarity
between each source-target pair’s embeddings [31]. The two

most similar target speakers were selected for each source
speaker, resulting in a two-fold data augmentation. However,
the necessity of this selection method has not been verified
in [22]. To explore the impact of source-target speaker sim-
ilarity on the augmentation’s effectiveness, for each source
speaker, in addition to selecting two target speakers with the
highest cosine speaker similarity values, two additional meth-
ods were studied: selecting two target speakers 1) randomly,
and 2) with the lowest cosine speaker similarities.

3. Inference of VC models: Selected source-target pairs were
used as input to the trained VC model to generate child
speech:

For monolingual VC (V Cml), both the source and tar-
get speakers’ speech are in the same language. Specifically,
in our V Cml experiments, all the Dutch child speakers from
Jtrain were used as the target speakers, to create “new con-
tent”. For the scenario in which child speech data is available,
all the Dutch children and teenagers from Jtrain were used as
the source speakers to conduct the child-to-child and teenager-
to-child experiments, respectively. For the scenario in which
child speech data is not available, monolingual VC can not be
conducted due to the absence of target child speakers.

For cross-lingual VC (V Ccl), the source and target speak-
ers’ speech are in different languages. Specifically, in our V Ccl

experiments, the German children from KidsTALC were used
as the target speakers, to create “new speakers”. For the sce-
nario in which child speech data is available, all the Dutch chil-
dren and teenagers from Jtrain were used as the source speak-
ers to conduct the child-to-child and the teenager-to-child ex-
periments, respectively. For the scenario in which child speech
data is not available, all the Dutch teenagers from Jtrain were
used as source speakers to conduct the teenager-to-child exper-
iment. Compared with monolingual VC, the cross-lingual ap-
proach significantly broadens the diversity of child speech in
our dataset by incorporating speech patterns and nuances from
a different linguistic background.

2.2.2. Pitch shift

We used the pitch shift (PS) method by SoX [32], in which the
pitch of the speech is shifted by “cents”, i.e., 1/100th of a semi-
tone. The resulting pitch makes it sound as if the speech is
spoken by a different, new speaker. Therefore, pitch shift in-
creases speaker diversity in the training data [13]. In our ex-
periments, we generated child-like speech by pitch-shifting the
Dutch child and teenager speech. In particular, for each child or
teenage speaker, we selected two random shift values between
250 - 370 [13], resulting in twice a two-fold data augmentation.

2.3. The ASR models

All experiments were conducted using the ESPnet toolkit [33].
We used a Conformer-based ASR model [7] with 12 encoder
layers, 5 decoder layers (each with 2048 dimensions), and an at-
tention mechanism with 512 dimensions and 8 attention heads.
Training used CTC weight 0.3, attention weight 0.7, and 5,000
BPEs. The acoustic features were 80-dim filterbank with 3-dim
pitch features. We compared our results to those obtained with
a large pre-trained model (Whisper-OpenAI-small [23]). All
Conformer-based experiments were conducted on four NVIDIA
GeForce GTX 1080 Ti GPUs and all Whisper-based experi-
ments were on one 1080 Ti GPU.

We compared two training methods: When training from
scratch the Conformer models were trained for 35 epochs and
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each epoch had 10k iterations. The final model was averaged
over the top 10 models with the lowest training loss [34]. For
the fine-tuning experiments, both the Conformer and Whisper-
small models were fine-tuned for 15 epochs of 500 iterations.
The final model was averaged over the top 5 models with the
lowest training loss.

2.4. Experiments

2.4.1. Data augmentation experiments

Without child speech training data: Two baseline models
were trained only on Dutch adult speech (from CGN) and on
Dutch adult+teenager (from JASMIN-CGN) speech to tease
apart the influence of database mismatch between training and
test set (from JASMIN-CGN). The Base1 model training set
(adult+teenager) was used for the following experiments. Sub-
sequently, two experiments were conducted with the gener-
ated child(-like) speech from: 1) the Dutch teenager-to-German
child V Ccl; 2) pitch-shifted teenager speech.
With child speech training data: The second baseline (Base2)
model was trained using the Dutch adult, teenager, and child
speech. Subsequently, six experiments were carried out with
the generated child(-like) speech from: 1) pitch-shifted child
speech; 2) the Dutch child-to-German child V Ccl; 3) the Dutch
child-to-Dutch child V Cml; 4) pitch-shifted teenager speech
5) the Dutch teenager-to-German child V Ccl; 6) the Dutch
teenager-to-Dutch child V Cml.

2.4.2. Quantity and quality experiments

To investigate the effect of the amount of VC-generated artifi-
cial speech on CSR performance, incremental sets of child-to-
child speech by cross-lingual VC were generated. Additionally,
we expanded the dataset by augmenting the number of child
speech utterances to two, four, ..., and ten folds by selecting two,
four, ..., and ten target speakers with the highest speaker simi-
larity values for each source speaker. These sets were incremen-
tally added to the training set of Base2 to retrain the Conformer-
based ASR models. Moreover, the quantity experiments were
also conducted by fine-tuning both the Base2 and Whisper [23]
models using the incrementally added VC-generated speech and
original Dutch child speech. This was to study the robustness of
the proposed child-to-child V Ccl method to different models.

To investigate the effect of the quality of the VC-generated
speech on CSR performance, we selected high-quality artificial
speech by filtering the VC-generated speech through the Base2
model, selecting only those utterances that exhibited the low-
est WERs. This process creates data sets containing utterances
with progressively higher WER thresholds, from 10%, 20%,
and so on, up to the inclusion of all speech data. The quality
experiments were then conducted by fine-tuning both the Base2
and Whisper models using the filtered VC-generated speech and
original Dutch child speech.

3. Results and Discussion
3.1. Data augmentation experiments:

We first evaluated the Base0 model on the CGN adult speech
test sets [35]. The model achieved WERs of 8.1% for broad-
cast news (BN) and 24.8% for conversational telephone speech
(CTS), which is comparable to SotA results using a language
model (unlike this study; BN: 6.6%, CTS: 21.6%) [3].
Without child speech training data: Table 1 shows the per-
formance of the two baseline models (trained only on adult

Table 1: WERs of data augmentation experiments on child test
sets. Teen is teenagers. Bold indicates the lowest WER for each
test set in each of the two scenarios. The blue row indicates the
lowest WERs in all the data augmentation experiments.

Without child speech training data

WER%

Training data hours Read HMI Avg.

Base0: adult 424.5 46.8 48.9 47.2

Base1: adult + teen 429.9 32.3 34.4 32.7

Base1 + teen (PS) 440.5 26.7∗∗∗ 23.4∗∗∗ 26.0
Base1 + teen (V Ccl) 438.9 32.2 24.8∗∗∗ 30.8

With child speech training data
Base2: Base1 + child 437.2 10.5 20.3 12.3

Base2 + child (PS) 452.0 9.0∗∗ 19.0 10.8
Base2 + child (V Ccl) 449.3 7.4∗∗∗ 16.6∗∗ 9.1
Base2 + child (V Cml) 449.3 7.7∗∗∗ 18.6 9.7

Base2 + teen (PS) 447.9 9.5∗ 19.1 11.3
Base2 + teen (V Ccl) 446.3 11.4 17.8∗ 12.6
Base2 + teen (V Cml) 446.3 9.7 19.3 11.5

p < .05; ** p < .001; *** p < .001.

speech and on adult+teenager speech) and the three augmented
models tested on Dutch child speech. As expected, Base0
(trained on adult speech) exhibited high WERs when tested
on child speech, likely due to a database mismatch (CGN vs.
JASMIN-CGN) and the differences between adult and child
speech. Adding teenager speech to the training set resulted in an
average reduction of WER by 15% absolute. For read speech,
adding the pitch-shifted teenager speech improved CSR per-
formance significantly1. However, no improvement was found
when adding the V Ccl-generated speech from Dutch teenagers,
potentially due to the fact that the target speech used to create
V Ccl was spontaneous. For HMI speech, both adding the pitch-
shifted teenager speech and the V Ccl-generated speech from
Dutch teenagers significantly improved CSR performance.
With child speech training data: Table 2 shows the perfor-
mance of the Base2 model (trained on adult+teenager+child
speech) and the six augmented models tested on Dutch child
speech. As expected, adding child speech to the training data
resulted in an average reduction of WER by ∼20% abso-
lute compared to the Base1 model. For read speech, adding
the pitch-shifted child speech, and cross-lingual and monolin-
gual VC-generated speech from child speech individually im-
proved the CSR performance significantly. However, when us-
ing teenager speech, only for pitch-shifted data a significant im-
provement was found, while adding V Cml and V Ccl speech
from teenagers did not change performance. This lack of im-
provement is likely due to the lack of child speech linguistic
phenomena in the source teenager speech, resulting in speech
that is less child-like. For HMI speech, although both pitch-
shifted child speech and V Cml-generated speech from child
speech showed an improvement compared to Base2, this im-
provement was not significant. Adding V Ccl-generated speech
from child speech, however, did improve performance signifi-
cantly. This same pattern of results was observed when using
teenager-based augmented speech. The best performance was
obtained with data generated through child-to-child V Ccl with
an average reduction of WER by 3.2% absolute.

1Matched Pairs Sentence-Segment Word Error (MAPSSWE) [36] was carried
out as in [37] to perform statistical significance tests between baselines (Base1 or
Base2) and augmented models. We reported p-values.
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Table 2: Top/Random/Last VC source-target pairs selections
with the scores and corresponding WERs on child test sets.

Avgerge Cosine WER%

Selection Similarity Read HMI Avg.

Top 0.59 7.4 16.6 9.1
Random 0.46 7.4 17.3 9.2

Last 0.29 8.2 18.9 10.2

In summary, when no child speech data is available, adding
teenager pitch-shifted data leads to significant improvements
over our strong baseline. These results are in line with [13, 12],
and extend their results on Mandarin and Icelandic to Dutch.
For the more spontaneous HMI speech, adding cross-lingual
VC using teenager speech also led to a significant performance
improvement. Adding more spontaneous speech to the train-
ing data was beneficial, even though the speech data was not
child speech. This is in line with recent findings that adding
more diverse training data, even if not of the target data, im-
proves recognition performance [22]. When child speech is
available for ASR training, adding any child-speech-based aug-
mentation gave significant improvements over baseline, which
overall outperformed the results obtained when using teenager
speech, with the VC methods outperforming pitch shift. These
results show that child-to-child VC outperforms adult-to-child
VC [16, 17]. The best results are obtained with cross-lingual
VC, which (slightly) outperformed monolingual child-to-child
VC, suggesting that diversifying the speakers in the training
data outperforms adding more content from existing speakers.
The influence of speaker similarity for V Ccl data augmen-
tation. In Table 2, “Top” indicates the highlighted line in Ta-
ble 1. Using two Random speakers gave the same result for
read speech, despite a lower cosine similarity score, but led to a
small WER drop for HMI speech. Using the two speakers with
the lowest cosine similarity score (Last) reduced performance
for both speech types. Therefore, source-target speaker match-
ing is essential for optimal VC-generated speech for improving
CSR performance.

3.2. Quantity and quality experimental results

Quantity: The left panels of Figure 1 show the effect of the data
quantity for the three models for read (top) and HMI speech
(middle), and averaged over both speaking styles (bottom). For
read speech, comparing the three models, all models showed
a big drop in WER when the VC-generated data was increased
two-fold, with a WER of 7.9% for Base2-FT, 6.8% for Whisper-
FT, and 7.4% for training from scratch. Adding more data
only led to a further improvement for the model trained from
scratch, with the best performance for the six-fold data augmen-
tation (WER of 6.3%). For HMI speech, the picture is rather
different: although adding two-fold augmented data led to a
large improvement for the model trained from scratch, over-
all, adding more data led to performance degradation. This
degradation might stem from spontaneous speech recognition
is a more difficult task than read speech recognition [3], re-
quiring high-quality augmented speech. Overall, both FT mod-
els achieved their best results using two-fold augmented data,
where the Whisper-FT model (blue line, 9.1% WER) slightly
outperformed the Base2-FT model (orange line, 9.6% WER).
Despite the Whisper model’s initially high WERs (read: 43.3%,
HMI: 55.3%).
Quality: The right panels of Figure 1 show the results of the
data quality experiments for fine-tuning the two models for read
(top) and HMI speech (middle), and averaged over both speak-
ing styles (bottom). For read speech, adding increasingly more
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Figure 1: (Left panels) Quantity experiments with the Base2
model trained from scratch (green), after fine-tuning (orange)
and Whisper with fine-tuning (blue) on child + x-fold child
speech generated by V Ccl. (Right panels) Quality experiments:
Conformer Base2 and Whisper with FT on child speech + low-
est 10%, 20%,...,90% WER speakers of the two-fold V Ccl data.
Dashed lines: results of both models on the two-fold V Ccl data.

data, even of less quality, continued to improve recognition per-
formance for Whisper FT, with the best result for the full set.
For Base2-FT, the best result was obtained when adding the
top 40% best recognized data. Therefore, a smaller training
set of higher quality outperformed a larger training set. For
HMI speech, adding more data decreased performance; the best
WER was found when only adding 10% of the data with lower
WERs. Performance was rather stable across all data set sizes
for the Base2-FT model.

Previous research, e.g., [16, 17], typically used a fixed
amount of all converted child-like speech, our experiments
showed that two-fold V Ccl augmented speech in some cases
is sufficient to achieve good CSR performance. Therefore, in-
creasing the amount of generated data is not always beneficial
[20, 29]. Our quality results show adding less, higher quality
child speech by V Ccl for fine-tuning leads to similar or even
improved performance for both the Whisper and Conformer
ASR models compared to adding more data.

4. Conclusion
In this study, we investigated improving CSR performance
using child-to-child VC-generated speech (monolingual and
cross-lingual) when child speech was available for training
an ASR. Compared with the baseline CSR model, child-to-
child VC-generated speech outperformed teenager-to-child VC-
generated speech; cross-lingual child-to-child VC-generated
speech outperformed pitch-shifted Dutch child speech. When
no child speech data was available, augmenting pitch-shifted
speech from teenagers gives the best results. The experi-
ments on the quantity of cross-lingual VC-generated speech
data showed that augmenting the speech dataset two-fold with
child-to-child cross-lingual VC-generated speech is sufficient
to achieve good CSR performance, both when training mod-
els from scratch and in fine-tuning scenarios. Adding a small
amount of ‘high-quality’ VC-generated speech achieved perfor-
mance levels comparable to our best fine-tuned models.
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