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Abstract
Current manufacturing techniques in the aviation industry result in a number of two-dimensional surface ir-
regularities (e.g. panel joints, seals, seams) which can lead to an increase in skin friction due to premature
boundary layer transition. Panel joints are commonly modeled in the form of two-dimensional steps. Prior
studies have shown that Backward-Facing Steps (BFS) promote transition earlier than Forward-Facing Steps
(FFS). Therefore, in the design of laminar flow components, FFS are preferred over BFS. However, the under-
standing of which mechanisms are responsible for the larger growth experienced by Tollmien-Schlichting (TS)
waves in the presence of FFS remains unknown. Prior experimental works focused on parametric studies on
transition location with limited measurements close to the step. In addition, studies using Direct Numerical
Simulations (DNS) assume two-dimensional flow and consequently do not capture transition location. All of
this makes comparison between existing experimental and numerical data rather cumbersome, hindering the
problem understanding.

In light of this, the present study aims to close-examine the TS waves at the step to identify which are the
relevant mechanisms that modify their growth and move transition upstream. To do so, this work presents
an experimental and numerical investigation jointly conducted by TU Delft and the German Aerospace Cen-
ter (DLR) on Tollmien-Schlichting (TS) waves interaction with a Forward-Facing Step (FFS). Experiments are
conducted at the TU Delft low-turbulence anechoic wind tunnel (A-tunnel) on an unswept flat plate model.
Single-frequency disturbances are introduced using controlled acoustic excitation. The temporal response of
the flow in the vicinity of the step is measured using Hot-Wire Anemometry (HWA). In addition, the global ef-
fect of the step on laminar-turbulent transition is captured using Infrared Thermography (IR). Two-dimensional
(2D) Direct Numerical Simulations (DNS) performed at DLR provide detailed information at the step. Exper-
imental and numerical comparison is performed in subcritical step conditions (ℎ/𝛿∗ = 0.775). At larger step
heights only experimental data is provided.

Experimental and DNS results in clean and subcritical step conditions present very good agreement. Both
methods predict large distortion of the TS wave downstream of the step, where DNS results present different
growth trends between streamwise and wall-normal components of the fundamental mode. Furthermore,
while upstream of the step the TS waves exhibit exponential growth, downstream of it they present a complex
growth behavior followed by regions where the perturbation energy production term changes sign along the
streamwise direction. Finally, regions of highly negative and positive production seem to correlate with the
tilting of TS waves in and against the mean shear direction, respectively. These findings point towards the
presence of different growth mechanisms triggered by the step which could modify the level of amplification
of disturbances far downstream.
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1
Introduction

1.1. Motivation
In recent years, the EU has increased its efforts towards reducing Greenhouse Gas (GHG) emissions in aviation.
However, the constant growth of air traffic makes it challenging to fulfill the Flightpath 2050 program goals
(Krein and Williams, 2012). In this context, Natural Laminar Flow (NLF) technologies are a promising field due
to their effectiveness in decreasing the skin-friction drag component (Arnal and Archambaud, 2008).

The emergence of electric-powered aircraft within commercial air transport has drawn the attention of NLF
on unswept wings where transition is primarily driven by Tollmien-Schlichting (TS) waves. However, surface
discontinuities remain the main concern towards achieving NLF since they can move transition upstream. The
high surface quality requirements to achieve NLF call into question whether this could be accomplished within
conventional production standards (Hansen, 2010). This stressed the need to understand the effects of surface
imperfections on flow transition.

In the last twenty years, important research efforts have focused on panel discontinuities (modeled as
two-dimensional steps across the wingspan) since these constitute one of the most ubiquitous surface imper-
fections¹ which rapidly move transition upstream. Prior studies have shown that Backward-Facing Steps (BFS)
promote transition earlier than Forward-Facing Steps (FFS) (Wang and Gaster, 2005). Therefore, in the design
of laminar flow components, FFS are preferred over BFS. This is why this work will focus on the effect of FFS
on laminar-turbulent transition.

First research efforts concerning FFS-induced transition aimed at finding critical Reynolds heights (Reℎ,crit)
to provide manufacturers with a rapid estimate of the transition location and the maximum permissible height
between panel discontinuities. However, it was soon proved by the experiments of the Northrop Grumman
Corporation (Drake et al., 2008a,b, 2010) that the large dependency of FFS-induced transition to the specific
test conditions makes Reℎ,crit alone not sufficient to determine when FFS become critical.

The experimental results of Wang and Gaster (2005) suggested that transition with FFS could be largely
described by the exponential growth of disturbances downstream. Their results were in agreement with obser-
vations from other authors, whose focus was on developing a semi-empirical model inspired on the 𝑒𝑁-method
to predict transition location (Crouch et al., 2006; Perraud et al., 2014). These models attempt to isolate the
effect that the step has on transition in one single parameter, Δ𝑁. Large discrepancies are observed when
the data fits and models proposed by different authors are compared, as noticed in Costantini (2016). The
outcomes of the aforementioned studies raise the question of whether the effect of an FFS on transition can
be uniquely described by Δ𝑁.

Recent DNS and experiments in 3D boundary layers dominated by Crossflow Instabilities (CFI) in the
presence of FFS point to different growth mechanisms at the step. These could explain the observed delay on
transition for some step heights (Rius-Vidales and Kotsonis, 2021), the unsteadiness of the shear layer down-
stream (Eppink, 2020) or the onset of near-wall vortices immediately after the step (Casacuberta et al., 2021).
Despite the different incoming instability in these works, compared to TS waves, their findings emphasize the
importance of close-examining the disturbances evolution in the vicinity of a FFS to understand how this could
influence transition downstream.

¹Hansen (2010) argues that a continuous surface between the wing box and the Leading Edge (LE) makes repair and system integration
very difficult.
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2 1. Introduction

From the aforementioned works the mechanisms governing the growth of disturbances at the step remain
not fully understood. In turn, the lack of comparison between numerical and experimental data further hinders
the problem understanding. On the one hand, existing experimental works on TS-FFS dominated transition
were mainly concerned with transition prediction, providing limited measurements in the vicinity of the step.
On the other hand, previous numerical studies were not designed to match other experimental works. In light
of this, this study offers for the first time detailed comparison on numerical and experimental results concerned
with FFS-TS dominated transition.

The remaining of this section aims to study in detail relevant literature on FFS-TS transition. The first part
of this chapter (section 1.2) revises some concepts of boundary layer stability that are key to understand the
main findings from literature: modal, non-modal growth, transition paths, etc. Section 1.3 briefly discusses
the main findings on two-dimensional roughness elements, focusing on literature regarding TS-FFS transition.
Section 1.4 presents an overview of previous works concerned with the acoustic forcing of TS waves to justify
the excitation approach used in these experiments. Finally, in section 1.5 the main literature findings are
summarized and in section 1.6 the main research questions and the final objective of this work are presented

1.2. Stability of boundary layer flows
Boundary layer flows are sensitive to disturbances present in the environment or introduced directly into the
flow. Likewise a system of resonators, the boundary layer amplifies certain disturbance frequencies. Some
of these frequencies are amplified at several streamwise locations and later on damped. In this case, the
flow is said to be stable. When the disturbances go on amplifying, at some point the energy of the most
amplified frequencies is poured onto its harmonic modes and so forth, increasing the energy contained at
higher frequencies. This process is governed by the non-linear term of the Navier-Stokes equations. Once the
spectral energy content reaches the Kolmogorov equilibrium, the boundary layer is said to become turbulent.

Hydrodynamic stability studies the growth or decay of small amplitude disturbances in the boundary
layer by adding an initial perturbation (𝑢𝑖 , 𝑝) on top of the initially undisturbed flow (𝑈𝑖 , 𝑃), i.e. base flow. The
evolution of the perturbation can be studied from the modified incompressible non-linear Navier Stokes (N-S)
equations (Schmid and Henningson, 2012).

𝜕𝑢𝑖
𝜕𝑡 = −𝑈𝑗

𝜕𝑢𝑖
𝜕𝑥𝑗

− 𝑢𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝜕𝑝
𝜕𝑥𝑖

+ 1
Re
∇2𝑢𝑖 − 𝑢𝑗

𝜕𝑢𝑖
𝜕𝑥𝑗

, (1.1)

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0. (1.2)

This set of equations is commonly known as the Nonlinear Disturbance Equations. The question that
remains to be answered is whether a mode will decay or grow. Two different approaches exist to answer
this question: the energy method and the method of small disturbances or most commonly known as Linear
Stability Theory (LST). The latter has proved more successful in the study of convective instabilities given the
rather conservative estimates that the energy approach provides (Schlichting andGersten, 2016). Nevertheless,
the energy method provides intuitive insight into the mechanisms responsible for the growth of disturbances.

The energy approach
A natural choice to study the stability of the flow is to analyze the temporal evolution of the perturbation

kinetic energy. If the energy of the perturbation increases unconstrained in time, the flow is unstable. Although
this distinction is more difficult to make when studying a spatially unstable wave², it is also intuitive to define
spatially unstable disturbances as those whose kinetic energy grows unbounded in space. The evolution of the
perturbation kinetic energy can be obtained by multiplying equation (1.1) by 𝑢𝑖 and integrating on a certain
volume V. Assuming the disturbance is localized in space, i.e. 𝜕𝐸𝑉/𝜕𝑥𝑖 = 0 (Schmid and Henningson, 2012):

d𝐸𝑉
d𝑡 = −∫

𝑉
𝑢𝑖𝑢𝑗

𝜕𝑈𝑖
𝜕𝑥𝑗

𝑑𝑉 − 1
Re
∫
𝑉
(𝜕𝑢𝑖𝜕𝑥𝑗

)
2
𝑑𝑉, (1.3)

²Mathematically, the temporal stability of a disturbance can be defined in terms of energy by comparing the kinetic energy within a
volume of the disturbance at different instants. However, this criteria is more challenging to define in spatially developing disturbances
since there can be planes in which energy can be equal to zero (since the disturbance is oscillating in streamwise direction) while the
disturbance can still be growing downstream.
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where 𝐸𝑉 = 1/2∫𝑉 𝑢𝑖𝑢𝑖𝑑𝑉. The above expression is commonly known as Reynolds-Orr equation (Orr,
1907; Reynolds, 1895). Notice that all non-linear terms dropped given the conservative nature of the N-S
equations. From this equation one can demonstrate that the mechanisms through which disturbances initially
amplify are linear while non-linear terms (last term in equation (1.1)) redistribute the energy between modes.

From equation (1.3) two main linear sources of disturbance growth or decay can be identified. The first
term on the right-hand side describes the transfer of energy between the disturbance and the base flow while
the second term defines the dissipation of energy through viscosity (Henningson, 1996).

The energy approach can determine if a flow is stable or unstable under all possible perturbations. However,
it is insufficient to study the stability of the flow under certain disturbances (individual frequencies). For this,
it is necessary to introduce Linear Stability Theory (LST) (Drazin, 2002).

Linear Stability of parallel flows
The assumption of parallel flow is generally a suitable one for a Blasius boundary layer, i.e. the flow in the

x-direction only changes in wall-normal direction, y. Saric and Nayfeh (1975) solved the non-parallel equations
for a Blasius flow and compared its neutral curve with the one assuming parallel flow. They observed that non-
parallel terms in the resulting stability equations did not contribute much except for small boundary layers
(small 𝛿∗) or low Reynolds numbers. Note that these conditions usually occur at the LE of a flat plate.

It can be assumed that the velocity profile depends uniquely on the y-coordinate such that 𝑈𝑖 = 𝑈(𝑦) and
𝑉 = 𝑊 = 0. In addition, if the perturbations are assumed small, all quadratic terms in the equations drop.
When these assumptions are introduced in equation (1.1) and 2D flow is further assumed, the Linearized N-S
equations (LNSE) for 2D parallel flows are obtained (Schmid and Henningson, 2012):

𝜕𝑢
𝜕𝑡 + 𝑈

𝜕𝑢
𝜕𝑥 + 𝑣

𝜕𝑈
𝜕𝑦 = −

𝜕𝑝
𝜕𝑥 +

1
Re
∇2𝑢, (1.4)

𝜕𝑣
𝜕𝑡 + 𝑈

𝜕𝑣
𝜕𝑥 = −

𝜕𝑝
𝜕𝑦 +

1
Re
∇2𝑣, (1.5)

𝜕𝑢
𝜕𝑥 +

𝜕𝑣
𝜕𝑦 = 0. (1.6)

Since the non-linear terms disappeared, the resulting PDEs are in separable form such that normal mode
solutions can be sought, i.e. eigenvalue problem (Mack, 1984). This set of equations can be simplified to an
expression based on 𝑣³:

[( 𝜕𝜕𝑡 + 𝑈
𝜕
𝜕𝑥)∇

2 − 𝑈″ 𝜕𝜕𝑥 −
1
Re
∇4] 𝑣 = 0, (1.7)

where 𝑈″ = 𝜕2𝑈
𝜕𝑦2 .

1.2.1. Modal growth
Wave-like or modal functions are solution of equation (1.7). In a 2D approach, they represent a wave traveling
in the 𝑥 direction with its amplitude growing in exponential form along 𝑥. Hence, fluctuations in 𝑣 can be
expressed as:

𝑣(𝑥, 𝑦, 𝑡) = 𝑣̃(𝑦)𝑒𝑖(𝛼𝑥−𝜔𝑡), (1.8)

where the phase speed is 𝑐 = 𝜔/𝛼. Introducing this solution in equation (1.7), a fourth order differential
equation results that describes the evolution of the perturbation amplitude (Schlichting and Gersten, 2016):

[(−𝑖𝜔 + 𝑖𝛼𝑈) (𝒟2 − 𝛼2) − 𝑖𝛼𝑈″ − 1
Re
(𝒟2 − 𝛼2)] 𝑣̃ = 0, (1.9)

where 𝒟 = 𝜕/𝜕𝑦 and the boundary conditions are 𝑣̃ = 𝒟𝑣̃ = 0 at 𝑦 = 0 and 𝑦 = ∞. This equation is
the well-known Orr-Sommerfeld (Orr, 1907; Sommerfeld, 1908) equation for a 2D boundary layer. Most of the
research done on the stability of incompressible flows revolves around this equation (Mack, 1984).

³The reader is referred to Saric for further details into the mathematical steps followed to obtain this equation.
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Two approaches can be adopted in stability theory at this point. On the one hand, one can assume that 𝛼
is real and 𝜔 is complex such that the amplitude of the wave grows in time. This approach is called temporal
stability and was widely used in the past because of its lower mathematical complexity. On the other hand, the
spatial approach assumes 𝛼 complex and𝜔 real. From equation (1.9) one can distinguish the added complexity
of the spatial approach: the eigenvalue problem is now of fourth-order. However, the stability of conventional⁴
boundary layer problems are well-represented by the spatial approach, where the amplitude of the wave grows
in streamwise direction while it remains constant in time.

Neutral stability
The most common way of studying the spatial stability of a flow is using the so-called neutral stability

curves. The solid black line in figure 1.1 (a) encompasses the streamwise locations where perturbations grow
in a Blasius BL. The curve can be understood as follows. Let a disturbance with non-dimensional frequency
𝐹 = (𝜔𝜈/𝑈0) × 106 = 200 be introduced at the LE of the flat plate. This perturbation will experience
exponential growth at streamwise positions 500 ⪅ 𝑅𝑒𝛿∗ ⪅ 700 and will decay otherwise. In quasi-parallel
theory wavenumbers and frequencies are allowed to depend on the streamwise location assuming that the
baseflow varies on a larger length scale. The disturbances are expressed as

𝜓(𝑥, 𝑦, 𝑡) = 𝜑(𝑦)𝑒−∫
𝑥 𝛼𝑖𝑑𝑥𝑒𝑖(∫

𝑥 𝛼𝑟𝑑𝑥−𝜔𝑡), (1.10)

so that the total amplitude of the wave at a given streamwise location results in:

1
𝐴
d𝐴
d𝑥 = −𝛼𝑖 , (1.11)

𝑁 = ln( 𝐴𝐴0
) = −∫

𝑥

𝑥0
𝛼𝑖𝑑𝑥, (1.12)

where 𝛼𝑖 and 𝛼𝑟 are the complex and real terms of the streamwise wavenumber (Mack, 1984). The in-
difference Re number is defined from the neutral stability curve as that Reynolds number below which all
perturbations decay. In figure 1.1 (a) this corresponds to Re𝛿∗ ≈ 400. In experiments, the critical and the
indifference Reynolds numbers are seen to be different. This demonstrates the existence of a region before
transition in which disturbances grow enough until turbulence breakdown: the transition region.

Absolute and Convective Instabilities
When a local perturbation is introduced in the flow, the boundary layer can behave as a noise amplifier

or as an oscillator (Chomaz, 2005). In the first, the local instabilities are overcome by advection and are trans-
ported away from the perturbation source. These are denoted as convective instabilities. In the second, if the
local instability experiences a large growth in a small time-lapse, self-sustained oscillations can take place and
contaminate the entire flowfield. The last are absolute instabilities and when they take place the flow is said
to suddenly experience transition (see figure 1.1 (b)). A clear example of absolute instability is the wake of a
cylinder over a critical Re number. Conversely, flat plate boundary layers exhibit convective instabilities which
allow for a sustained unstable development downstream.

Inviscid Instabilities
The Orr-Sommerfeld equation (equation (1.9)) can be largely simplified if viscosity effects are assumed to

affect only the baseflow but not the development of the instability. Thus, the fourth-order term disappears
and the resulting equation is the so-called Rayleigh equation:

(𝑈 − 𝑐)(𝜑″ − 𝛼2𝜑) − 𝑈″𝜑 = 0, (1.13)

a second order differential equation with boundary conditions 𝜑(0) = 0 and 𝜑(𝑦) → 0 as 𝑦 → ∞. The
Rayleigh equation describes the amplitude evolution of an inviscid disturbance. After some mathematical al-
terations and assuming a 2D temporal instability, the following expression can be derived from equation (1.13)
(Mack, 1984):

⁴Conventional here denotes no presence of roughness elements or other devices which largely increase the complexity of the flow stability.
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(a) (b)

Figure 1.1: (a) Spatial stability neutral curve from analytical (lines) and experimental (symbols) data. Figure reproduced from White and
Corfield (2006). (b) Evolution of a local perturbation on a boundary layer depicting an absolute and a convective instability.

𝜔𝑖∫
𝛿99

0

{𝜑2}𝑈″
|𝛼𝑈 − 𝜔|2𝑑𝑦 = 0. (1.14)

From this equation, it can be observed that when 𝜔𝑖 ≠ 0, 𝑈″ must change sign somewhere along 𝑦. This
demonstrates that inviscid unstable waves can only take place when there is an inflection point across the
velocity profile.

A very important characteristic of the Rayleigh equation is the singular point at 𝜔/𝛼 = 𝑈 (group velocity
equal to base flow streamwise component) which takes place at the so-called critical layer. At this critical
point, if there is no inflection point (𝑈″ ≠ 0), 𝜑 becomes infinitely large. This nonphysical result of the
Rayleigh equation demonstrates that at the critical point viscosity should play an important role to explain
the disappearance of this singularity (Schlichting and Gersten, 2016). Indeed, in 1929 Tollmien demonstrated
the existence of two regions where viscous effects should play an important role even if Re → ∞. These regions
correspond to the near wall and the region around the critical layer. The findings of Tollmien shed light on the
possible existence of instabilities triggered by viscosity.

Viscous Instabilities
The finding of viscous instabilities implies solving a complex fourth-order eigenvalue problem (equation (1.9)).

In addition, for large Reynolds numbers, the Orr-Sommerfeld equation presents a stiff behavior, i.e. numerical
methods become unstable if the step size is not sufficiently small. This is why the first complete solutions to
the viscous stability problem date from the first decade of the twenty-first century.

The most widely accepted hypothesis before Schubauer and Skramstad (1947) experiments was that vis-
cosity only acted to damp instabilities. Taylor (1915) and Prandtl (1921) were the first authors who adventured
that instability waves could also exist without inflection points. They tried to explain the role of viscosity
through the Reynolds stresses. This will be described in the next section.

Later, Tollmien (1929) and Schlichting (1933) mathematically demonstrated that the primary instability
mode in a Blasius boundary layer is a convective wave which can only be explained accounting for viscosity,
i.e. Tollmien-Schlichting (TS) waves. This could not be proven until 1940 when Schubauer and Skramstad
(1947) performed a low-turbulence (Tu = 0.02 % of 𝑈∞) experiment where they could observe the growth of
TS waves and determine the neutral curve (presented in figure 1.1 (a)) for a Blasius boundary layer. They also
measured the critical Reynolds number of the boundary layer⁵, which resulted to be four orders of magnitude
larger than the indifference Reynolds number. Hence, a wave starts to grow at the region where Re ≥ Re𝑖𝑛𝑑
until the complete transition to turbulent flow takes place at Re ≈ Re𝑐 . This concept is what is nowadays
behind one of the most widely used methods to predict transition in the industry, the 𝑒𝑁-method, developed
in parallel by Smith and Gamberoni (1956) and Van Ingen (1956). Assuming LST, each perturbation grows at an

⁵Other authors also measured this quantity but they were not able to determine the correct value for TS-dominated transition since the
turbulence intensity of their experiments was too large and no selective amplification was observed (Schlichting and Gersten, 2016).
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Figure 1.2: Eigenfunction of the primary instability in a Blasius boundary layer. (a) normal and (b) streamwise perturbation velocity
components at 𝛼 = 0.2 and Re = 500. The thick lines represent the absolute value while the thin lines are the imaginary and real
contributions. Figure reproduced from Schmid and Henningson (2012).

exponential rate within the unstable region. These authors compared the amplification factor of the unstable
waves at Re𝑐 to that at Re𝑖𝑛𝑑 . Based on experimental data, they could prove that the N-factor was generally
constant, ranging from 8 to 11 depending on the levels of the turbulence intensity.

The nature of Tollmien-Schlicthing waves
From the solutions of the Orr-Sommerfeld equation for a Blasius boundary layer one can obtain the eigen-

functions of the TS waves (see figure 1.2). Some of the most particular features of TS waves are their long
wavelengths, which are approximately six times the boundary layer thickness. Moreover, due to their low
phase speeds, they have their maxima very close to the wall, i.e. they advance with the slow region of the
boundary layer (Schmid and Henningson, 2012). Another important characteristic is its dual-peak on the
streamwise velocity component, indicating a 180∘ phase shift on 𝑢 at the critical layer, where the wave phase
speed equals the baseflow streamwise velocity (Reed and Saric, 2008).

Finally, although in this work only TS waves were mentioned as the primary growth modes for Blasius
BL flows, when different baseflows are considered, other instabilities can be found from the Orr-Sommerfeld
equation. Two important examples are Crossflow (CF) and Görtler instabilities which take place when 3D
boundary layers or concave walls are considered, respectively.

The computation of TS waves has been widely discussed over the last 60 years. However, if one wants to
understand the nature of their existence, the early works of Prandtl (1921), Taylor (1915) and Lin (1954) are
most useful. Already in 1915 Taylor was the first author to envisage that, in a non-inflectional boundary layer,
the only way an instability could exist is if viscosity builds up a positive Reynolds stress near the wall such
that energy is removed from the mean flow to make the disturbance grow. Later, Prandtl (1921) and Lin (1954)
presented similar conclusions.

Figure 1.3 depicts a simplified sketch illustrating the original derivation of Prandtl (1921). The Reynolds
number is assumed to be Re → ∞ such that the viscous sublayer is confined at a region very close to the
wall where the velocity is very small, 𝑈 ≈ 0. Outside the viscous sublayer, an inviscid instability exists. Since
𝑢𝑖 and 𝑣𝑖 are 90∘ out of phase in this region, the Reynolds stresses are zero, ⟨𝑢𝑖𝑣𝑖⟩ = 0. To satisfy the no-
slip condition at the wall, a viscous instability must exist within the viscous sublayer which counteracts the
inviscid instability, i.e. 𝑢𝑖 + 𝑢𝑣 = 0 at the wall. However, when deriving the 𝑢 and 𝑣 components of the
viscous instability, it is observed that they are correlated with a phase-shift of 135∘, i.e. ⟨𝑢𝑣𝑣𝑣⟩ ≠ 0⁶. Outside
of the viscous sublayer, 𝑢 decays to zero while 𝑣 persists further up, building a non-zero Reynolds stress with
the inviscid instability, i.e. ⟨𝑢𝑖𝑣𝑣⟩ ≠ 0. At the critical layer, both ⟨𝑢𝑣𝑣𝑣⟩ and ⟨𝑢𝑖𝑣𝑣⟩ are equal. The overall
mechanism presented here was perfectly summarized by Taylor (1915): ”Viscosity acts to permit the momentum
of the disturbance to be absorbed at the wall”.

⁶The expressions describing both inviscid and viscous instabilities can be found in Mack (1984)
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viscous sublayerReality

Assumption in 
Prandtl's (1921)

 derivation

no-slip condition

Figure 1.3: Sketch representing the mechanisms which explain the existence of a viscous instability by means of the build-up of a Reynolds
stress across the boundary layer. Inspired on the illustration shown in Baines et al. (1996) work.

1.2.2. Non­modal growth
Some flows such as Pipe, Couette, channel flows, or flat plate boundary layers under high or moderate levels
of turbulence intensity present critical Reynolds numbers which do not agree with linear stability theory. The
first hypothesis resorted to non-linearities to explain this behavior. However, it was later confirmed that are
indeed linear mechanisms the ones responsible for earlier transition in these cases. Ellingsen and Palm (1975)
identified the possible existence of a linear mechanism different from a TS wave able to amplify disturbances
when no inflection point is present. Over the last 30 years, it could be mathematically demonstrated that, due
to the non-normality of the Orr-Sommerfeld equation, algebraic (rather than exponential) growth can happen
at earlier times (or streamwise positions) due to the non-orthogonal superposition of asymptotically stable
modes, i.e. the solution at 𝑡 → ∞ (𝑥 → ∞) corresponds to the one predicted by LST (Reshotko, 2008). This
earlier growth can lead to sudden breakdown. In Blasius boundary layers two types of linear mechanisms have
been observed to enhance non-modal growth: the lift-up effect and the Orr mechanism.

The Orr-mechanism (Orr, 1907) enhances the amplification of disturbances whose streamlines are tilted
with respect to the mean shear. In figure 1.4 (a) the mean shear is parallel to the lower solid line and it tilts
the perturbation structures to the right as the right-pointing arrow shows. Since their horizontal spacing does
not change but the vertical distance has increased, the normal velocity needs to raise due to continuity. When
the perturbations align with the mean shear, they start to lose energy to finally decay (Jiménez, 2013).

The second mechanism is the so-called lift-up effect. It takes place when small perturbations push (or
lift-up) horizontal momentum to different y-levels and create large perturbations in the streamwise veloc-
ity (Brandt, 2014). Ellingsen and Palm (1975) mathematically demonstrated that disturbances in the cross-
stream velocity components (𝑣,𝑤) which are independent of the streamwise direction would linearly change
the streamwise momentum of the perturbation in time as

𝑢 = 𝑢(0) − 𝑣𝑑𝑈𝑑𝑦 𝑡, (1.15)

where the flow is assumed parallel and inviscid such that 𝑣 does not decay in time.
The lift-up effect is commonly observed in Blasius flows with moderate to large levels of freestream tur-

bulence. Counterrotating vortices in the streamwise direction enhance the lift-up effect and create uneven
regions of streamwise momentum which give rise to near-wall streaks, seefigure 1.4 (b) (Brandt, 2014).

The study of non-modal growth is of interest in this work since local geometrical discontinuities could
trigger transient growth of the convective instabilities. The most recent work related to this is the one per-
formed by Blackburn et al. (2008). The authors studied the transient growth (no assumption of eigenmodal
behavior) of linear optimal⁷ perturbations around BFS on channel flows driven by the presence of large non-
parallel effects at the step. Non-parallel effects are seen to enhance algebraic growth (Hack and Moin, 2017).
The authors studied the modes which triggered maximum energy growth along time and showed that the
same modes appeared downstream of a BFS in DNS simulations when white noise was included at the inflow.

⁷If the reader is interested in the study of transient growth through optimal disturbances she/he can refer to Schmid and Henningson
(2012).
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Figure 1.4: Sketch of the Orr-mechanism on the plane x-y (a) and the lift-up effect on the plane y-z (b) reproduced from Jiménez (2013).

Although Blackburn et al. (2008) did not observe transition, their findings demonstrate that BFS can trigger
large transient growth even in the presence of low turbulence intensity.

1.2.3. Paths to transition
The most likely transition scenario depends on the freestream turbulence intensity. Recently, mostly all works
regarded the modal transition scenario as the predominant one in laminar-turbulent transition. This transition
scenario is path A in figure 1.5.

In path A, freestream disturbances are firstly entrained into the boundary layer through a receptivity pro-
cess at the LE and later the primary modes are excited. These convective instabilities (T-S waves, crossflow, or
Görtler vortices, depending on the base flow) undergo exponential growth downstream. When they amplify
above approximately 1% of 𝑈∞ (in the case of TS waves), they start to modulate the baseflow. The previ-
ous mode saturates, i.e. stops the efficient extraction of energy from the mean flow, and a new quasi-steady
base flow gives rise to the growth of a secondary instability (Schmid and Henningson, 2012). Later, modes
that have acquired enough amplification start a triadic interaction process, i.e. two different modes prompt
the amplification of fluctuations at their frequency and their harmonics and also at the sum and difference of
their frequencies and harmonics (Klebanoff et al., 1962). The flow achieves its turbulent state when the energy,
first concentrated on the initially unstable modes, is redistributed over a broad range of frequencies. This is a
very fast process compared to the linear growth of instabilities.

The transition path described above is widely accepted under low levels of freestream turbulence and
smooth surfaces. However, the experiments of Klebanoff et al. (1962) showed that for higher levels of freestream
turbulence, other structures in the form of streaks showing non-exponential growth play an important role in
the onset of transition. Morkovin (1994) denoted these different transition scenarios as bypass transition. In
his work Morkovin (1994) carefully delineated five possible transition scenarios depending on the free-stream
turbulence (see figure 1.5).

During flight only paths A-C become relevant. Path A was already described above as the traditional
transition scenario. This path is the one expected in these experiments due to the low turbulence of the
wind tunnel facility used (𝑇𝑢 ≤ 0.07%). Already in 1962 Klebanoff et al. (1962) demonstrated with a set
of experiments that when TS waves reach an amplitude above ≥ 1% of 𝑈∞ they become three-dimensional
and present a spanwise modulation with a wavelength of the same order of the streamwise wavelength of
TS waves. In the late stages of transition, the peaks in the spanwise modulation display high-frequency and
large amplitude velocity fluctuations (spikes) which double, triple, etc. downstream. These spikes are directly
associated with the high wall-normal shear present above the head of Λ-shaped vortices where inflectional
instabilities are generated. Finally, the spike stage and later breakdown to turbulence quickly develop, within
approximately one TS wavelength. The above-presented transition scenario is commonly known as K-type
transition.

Different patterns of Λ-shaped vortices (see figure 1.6 (a)) were observed during Knapp and Roache (1968)
experiments, which indicated the existence of a second transition scenario. The staggered Λ pattern observed
is related to the role of the subharmonic mode. A detailed analysis of this type of transition scenario was
performed by Kachanov and Levchenko (1984a) where broadband-like, high-amplitude fluctuations were ob-
served at low frequencies in the hot-wire spectra when TS waves started to display the spanwise modulation
also observed in the K-type transition, see figure 1.6 (b). This low-frequency regime is amplified due to the ”res-
onant interaction of quasi-subharmonic 3D disturbances with the 2D fundamental wave” (Kachanov, 1994). This
transition scenario is commonly known as N- or H-type and, conversely to K-type transition, no turbulent
spots are observed (Sayadi et al., 2013).

From computations, it is usually concluded that H-type transition should predominate before K-type since
subharmonics are themost unstable secondary instability. However, the presence of low-amplitude streamwise
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Figure 1.5: Possible transition scenarios as described in Morkovin (1994). Figure reproduced from Reshotko (2008).

(a) (b)

Figure 1.6: (a) Different patterns ofΛ vortices depicting K- andH-type transition, reproduced fromSchlichting (1933). (b) Spectra of velocity
fluctuations measured with a hot-wire probe in the H-type transition region during Kachanov and Levchenko (1984a) experiments.

vortices (free-stream turbulence) enhances a different secondary instability, triggering K-type transition more
often during experiments (Schmid and Henningson, 2012).

Conversely to path A, path B is still today for most researchers difficult to understand. In this path, it is
thought that both modal and non-modal transition play an important role. The complexity of this scenario
lies in the fact that it is not clear how a stationary streamwise disturbance (likewise streaks) will interact with
traveling and exponentially growing disturbances (likewise TS waves) in the evolution to transition (Reshotko,
2008). Very interesting findings have been observed related to this path. For instance, Brandt et al. (2011)
observed that streamwise streaks were a stronger process than modal growth of TS waves, i.e. they prevailed
under large modifications of the base flow. The authors also observed that streaks can stabilize T-S waves,
and these at the same time acquire different wall-normal profiles along the span due to the streak spanwise
modulation. Hence, it is yet unclear which of the instabilities trigger transition when both streaks and wave-
like disturbances take place.

Finally, path C is governed by transient growth. These instabilities grow algebraically in streamwise direc-
tion. Themost striking example of this path is the Blunt-Body Paradox, where transition takes place in a region
where perturbations are stable for LST. Several authors have worked towards developing models to predict the
transition Reynolds number in the presence of path C. In the specific case of boundary layer flows, Klebanoff
(1971) identified different modes present in the boundary layer when the freestream turbulence reaches mod-
erate to high levels, 𝑇𝑢 ≥ 1%. The author noticed the existence of a breathing mode in the boundary layer
which manifested as temporal fluctuations of its thickness. In addition, low and high longitudinal velocity
fluctuations at a much lower frequency than the TS waves were generated inside the boundary layer. These
streaks are nowadays known as Klebanoff modes. Later, several authors as Kendall (1985) or Matsubara and
Alfredsson (2001) showed that the boundary layer entrains and amplifies the low-frequency content of the
vortex motion present in the freestream and gives rise to the modes observed by Klebanoff (1971).
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1.3. Effect of roughness elements on transition: forward­facing
steps

The study of the effect of roughness elements on transition can be split into two distinguished fields: 2D
roughness elements and distributed (3D) roughness elements. The transition mechanisms of distributed and
spanwise roughness elements are very different.

In distributed roughness elements the flow wraps along its spanwise direction, creating an initial spanwise
vorticity component that later is shed in streamwise direction along the sides of the element. These counter-
rotating vortices transport high- and low-momentum flow to the wall region in the wake creating streamwise
velocity streaks through a lift-up process (Landahl, 1980). In the center of the wake, a low-speed recirculation
region takes place. The large modulation of the flow in wall-normal and spanwise directions leads to the
presence of inflection points which enhances the growth of inviscid instabilities (Ye, 2017).

The findings of Loiseau et al. (2014) suggest that the dominant effect on transition with distributed rough-
ness highly depends on the aspect ratio of the element (frontal area) which modifies the blockage effect that
the element exerts on the incoming flow and hence the vorticity of the horseshoe vortex system shed down-
stream. Later, Ye (2017) experimentally studied the stability of micro-ramp roughness elements (zero frontal
area) and successfully proved the delay in transition of these elements compared to blunt front bodies where
the upstream separation region enhances the transition dynamics at the wake.

In 2D roughness elements the frontal area is infinitely large and no horseshoe vortex would wrap around it.
Hence, the flow instabilities that enhance early transition in this type of roughness element might be different.

Most of the existing research on TS transition subject to roughness elements explain their sudden ampli-
fication close to the element vicinity resorting to the base flow modification at the surface defect. Initially,
Klebanoff and Tidstrom (1972) postulated that transition is driven by absolute instabilities triggered by the in-
flectional points developed from the strong modulation that the element incurs on the meanflow. This could
explain the immediate transition after large step heights. However, it does not explain the progressive transi-
tion movement observed at moderate step heights, where the TS wave still exhibits exponential growth after
the roughness element (Wang and Gaster, 2005).

Based on the different transition behavior observed for different roughness heights, Tani (1961) made the
distinction between critical⁸ and subcritical surface defect. The authors performed a series of experiments on
wires and defined subcritical roughness as one in which transition occurs far from the discontinuity position
and where TS waves are exponentially amplified. Conversely, a critical roughness is such that transition is
triggered very close to or at the defect location. Inspired by the seemingly linear growth of instabilities around
subcritical 2D roughness elements, first efforts were focused on either quantifying the reduction of the critical
Reynolds number or on finding correlations of non-dimensional parameters to obtain an estimate of the tran-
sition location. Concerning the first, Goldstein (1985) and Tani (1961) studied the critical height of cylindrical
wires which would trigger transition immediately downstream. On the other hand, Dryden (1953) compared
different experimental data and noticed that all subcritical cases laid on a single curve (𝑈𝑒ℎ/𝜈 ≈ 900), but
critical and supercritical cases resulted less predictable. The main non-dimensional parameters used within
the literature to obtain correlation laws on TS transition in the presence of roughness elements consist of:

Re𝑥𝑠 =
𝑈𝑒𝑥𝑠
𝜈 Reℎ =

𝑈𝑒ℎ
𝜈 Reℎℎ =

𝑈ℎ,cleanℎ
𝜈

ℋ = ℎ
𝛿∗ 𝑠 = 𝑥𝑇 − 𝑥ℎ

𝑥𝑇,clean − 𝑥ℎ
Re𝑥𝑇 =

𝑈𝑒𝑥𝑇
𝜈

where𝑈ℎ denotes the streamwise velocity at a wall-normal position equal to the step height, 𝑦 = ℎ, and 𝑥ℎ
is the position of the step. These quantities will be widely used during this work, especially when comparing
transition location results with existing literature.

Backward and Forward Facing Steps (BFS and FFS) constitute a type of 2D roughness elements which are
of major relevance within the industry given their ubiquitousness in the design of laminar components, e.g.
panel joints, and seals, seams, etc. Similar to wires, steps also move transition upstream when the roughness
height is increased. However, large differences have been observed between transition driven by FFS and BFS.
In terms of meanflow distortion, while BFS present one large recirculating region downstream of the step (of
approximately 30 step heights length), FFS present two recirculating regions, one upstream of the step (2 to
6 step heights length) and, for higher step heights, a second after the step edge (lengths from 6 to 12 step

⁸Sometimes critical is also denoted as supercritical within literature.



1.3. Effect of roughness elements on transition: forward­facing steps 11

(a) (b)

Figure 1.7: (a) Wall-pressure, streamwise curvature and separated flow (dashed lines) around an FFS of ℎ/𝛿∗ ≈ 0.94. Image reproduced
from the work of Edelmann and Rist (2014). (b) Sketch of the effect of a surface defect on the N-factor when the defect is subcritical and
critical. Note that Methel et al. (2021) definition of critical and subcritical step differs from this work definition, see section 2.1. Main
parameters used in the N-factor method indicated. Figure reproduced from Methel et al. (2021).

heights) (Edelmann and Rist, 2014; Perraud et al., 2014). Wang and Gaster (2005) experimentally observed that
BFS induce earlier transition than FFS for the same test conditions. Perraud et al. (2014) argue that the reason
why BFS are more unstable than FFS is due to the thicker BL present downstream of a BFS compared to an
FFS, which makes the former more susceptible to the amplification of low frequencies which grow over longer
distances compared to high frequencies, which are rapidly damped. Therefore, in the design of laminar flow
components, FFS are preferred over BFS.

Figure 1.7 (a) shows the flow topology and pressure change around critical FFS, where a second separation
bubble starts to be present. The flow around an FFS is characterized by a sharp adverse pressure gradient up-
stream of the step which drastically reduces the streamwise velocity component, increasing the wall-normal
velocity at the step region, i.e. lifting the flow in front of the step. Immediately after the step, a very sharp and
localized favorable pressure gradient exists and finally, a smooth adverse pressure gradient develops down-
stream of the step until the flat plate pressure is recovered (Edelmann and Rist, 2014). In general, recent
research efforts on FFS can be distinguished in two different directions. On the one hand, the first branch of
research concerns those studies aimed to find a model inspired on the 𝑒𝑁-method, given the presumably linear
amplification of TS waves, to predict transition location (Crouch et al., 2006; Perraud et al., 2014; Wang and
Gaster, 2005). On the other hand, the second branch of research is concerned with the stability characteristics
in the vicinity of the step, with some results suggesting the presence of different growth mechanisms in this
region (Casacuberta et al., 2021; Eppink and Casper, 2019; Shahzad, 2020).

1.3.1. Transition prediction with TS­FFS: numerical and experimental progress
First research efforts on TS-FFS transition focused on obtaining critical Reynolds heights to provide manu-
facturers with a rapid estimate of the transition location or the maximum permissible height between panel
discontinuities. The first experimental investigation to provide a critical Reynolds number for FFS was the
one of Gluyas and Nenni (1966) with an estimated Reℎ,crit = 1800 for FFS. A series of recent experiments
conducted by the Northrop Grumman Corporation (Drake et al., 2008a, 2010) using a propelled-model facility
showed that even larger defect heights (herein denoted as Reℎℎ) could be achieved without severely moving
transition forward. In addition, Drake et al. (2010) observed that favorable pressure gradients help to increase
Reℎ,crit beyond previous values with zero pressure gradient.

A different strategy to characterize transition with FFS was used in Perraud and Seraudie (2000). The
authors developed a semi-empirical method (Δ𝑁method) inspired by the well-known 𝑒𝑁 method for transition
prediction. Perraud and Seraudie (2000) argued that, from experiments, it could be observed that the N-factor
undergoes a total amplification at the step which can be split into two: 𝑁peak takes place at the step location
and Δ𝑁 which moves upwards all the values of N for the clean case downstream the step (see figure 1.7). The
authors postulated that when 𝑁peak was above 𝑁𝑇 (the N-factor for which transition will take place based on
the 𝑒𝑁 method), transition takes place at the step, i.e. the defect is critical. Conversely, if the discontinuity is
subcritical, the transition location will be determined by the intersection of (𝑁clean + Δ𝑁) and 𝑁𝑇 in x.

Crouch et al. (2006) proposed a Δ𝑁-model for BFS and FFS in the presence of adverse and favorable pressure
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gradients. The authors observed that their experimental data presented a linear relationship when it was
described in terms of Δ𝑁 against ℎ/𝛿∗. Later Perraud et al. (2014) proposed a more elaborate Δ𝑁-model for
FFS with zero pressure gradient to represent the streamwise evolution of Δ𝑁.

The numerical results of Edelmann and Rist (2015) provided a detailed examination of the instability in the
vicinity of a step. The authors observed a complex growth behavior after the step which could not be captured
with LST. Additionally, Edelmann and Rist (2015) compared the N-factor envelopes obtained from their DNS
with existing Δ𝑁 models, depicting promising results in the case of Perraud et al. (2014) model. Nevertheless,
the authors emphasize that none of the Δ𝑁 models was able to accurately capture the amplification down-
stream of the step, which was in turn highly dependent on other parameters such as the step location and the
Mach number. Recently, the findings of Crouch and Kosorygin (2020) experiments show that Crouch et al.
(2006) Δ𝑁 model is also applicable for different step locations. Furthermore, the authors clarify that the Δ𝑁
model is not meant to describe the growth evolution around the step (as performed in Edelmann and Rist
(2015) comparison) but to provide an estimate of the transition location.

The most comprehensive set of experiments on FFS is the one performed by Wang and Gaster (2005).
Transition at low freestream turbulence in a flat plate at ZPGwas studied in the presence of spanwise invariant
FFS and BFS. TS waves were generated by receptivity from the LE to background wind tunnel disturbances.
Wang and Gaster (2005) tested different step heights (0.4 ≤ ℎ/𝛿∗ ≤ 1.6) and computed the Δ𝑁 factor as
Δ𝑁 = 𝑁clean − 𝑁step to plot it against the relative step height, ℎ/𝛿∗. Similar to Crouch et al. (2006) findings,
the authors note that when results based on Δ𝑁 are plotted against ℎ/𝛿∗, excellent correlation is observed
except at large step heights. Nevertheless, the fit found by the authors presented differences from the linear
one proposed by Crouch and Kosorygin (2020); Crouch et al. (2006), with small step heights having almost no
effect on transition.

Following the need for experiments to assess the effect of the Mach number, pressure gradient, and wall
temperature on TS-FFS transition, Costantini (2016) performed an extensive experimental study assessing the
effect of changing the step height under different flow conditions. The authors observed large discrepancies
between their transition location results and the data and models reported from previous experimental works
of Wang and Gaster (2005) and Crouch et al. (2006). The author attributes the observed disagreement to dif-
ferences in the step geometry, the step location, the nature of the clean transition, and the transition detection
techniques used in each experiment.

Local Stability Theory (LST) or Parabolized Stability Equations (PSE) are the most widely used numerical
tools to quantify the amplification of disturbances within the boundary layer and predict transition location
without resorting to DNS. Park and Park (2013) studied the applicability of PSE and LST in the case of humps
where the streamwise pressure gradients remain smooth and a PSE approach holds. As expected, the authors
observed large discrepancies between PSE and LST results. More interesting is their comparison between
NPSE and PSE where their findings suggest that the hump acts towards enhancing early non-linear devel-
opment even for very small initial disturbance amplitudes. Furthermore, Park and Park (2013) observe that
the subharmonic mode appears highly amplified in the presence of a hump, with a wide range of spanwise
wavenumbers becoming unstable. However, in the presence of an FFS, the problem cannot be fully solved
using LST or PSE given the large streamwise gradients close to the step region which make the basic flow to
be highly non-parallel, causing the disturbance to change rapidly in 𝑥.

Other numerical methods which require less computational efforts than DNS have also been exploited to
study the effect of FFS on stability, when PSE methods result insufficient. One example of this is the work of
Dong and Zhang (2018) where, using a local scattering approach (LSA) based on triple-deck theory the authors
could describe the evolution of disturbances around an FFS. Although the numerical approach of Dong and
Zhang (2018) is extremely more efficient than DNS, the height of the steps that they could simulate is limited
to the first deck (Reℎ ≤ Re−5/8).

The work of Franco et al. (2020) circumvents the limitations of PSE by solving the Adaptive Harmonic
Linearized N-S (AHLNS) equations, where large pressure gradients are withstood. In addition, this method
does not present any limitations regarding the step height as in LSA. AHLNS assumes linear behavior of the
NS equations and a modal growth of convective instabilities. This novel approach shows remarkably good
agreement with N-factor results obtained in Edelmann and Rist (2014) DNS (Franco et al., 2020). A more
detailed comparison between this approach with PSE, LST, and DNS is given in Tocci et al. (2020) where the
authors also observe very good agreement between AHLNS and DNS. The biggest advantage of this approach
is that, conversely to DNS, an extended database could be performed to design general transition correlations
for the case of different two-dimensional roughness elements. However, some of the assumptions made in
AHLNS could be called into question for surface irregularities such as FFS where it is not yet well-established
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that disturbances can be fully described in modal form. In addition, AHLNS is limited to moderate FFS heights,
where non-linear effects are negligible. For cases in which the latter cannot be ensured, DNS remains the best
option.

1.3.2. Close­examination of the flow features and growth mechanisms with FFS
The work of Edelmann (2014) constitutes one of the most comprehensive numerical investigations on the
flow mechanisms developing at the step region. The author focused on the disturbance growth in subsonic
and supersonic regimes. Within this work, Edelmann (2014) compared DNS with LST results in the presence
of a step. The author observed that far downstream of the step, within a region where non-parallel effects
are no longer relevant, both LST and DNS predicted different growth rates. This, together with the author’s
observations regarding the different growth trends that the N-factor presented when it was defined based on
the |𝑢|maximum or the energy norm, motivated the exploration of transient growth in Edelmann (2014) work.
The author performed a simplified non-modal analysis by superposition of four LST modes and observed that
the growth predicted in this case by LST presents better agreement with DNS results. In light of this, the
author concludes that, within a region behind the step, non-modal growth could play an important role in the
amplification of the disturbance.

Further details on the flowfield in the vicinity of the step were provided in Shahzad (2020). The author
performed DNS simulations on FFS subject to single-frequency TS waves. Similar to Edelmann (2014) findings,
Shahzad (2020) observed that the amplification of disturbances upstream and far downstream of the step can
be largely explained by the baseflow distortion. However, immediately after the step, in a region where LST
and DNS show good agreement in terms of 𝛼𝑖 (growth rate), PSE and LST show large disagreement, similar
to what Edelmann (2014) also observed. Interestingly, the author observed a vortical structure immediately
after the step edge counterrotating the incoming TS wave which is manifested as a new near-wall peak in the
TS shape function. The findings of Shahzad (2020) point out the presence of complex flow features taking
place at the step region. The emergence of these features could help to explain the differences observed in the
amplification of TS waves for different step heights.

A different line of work is the one conducted by Tufts et al. (2017), Eppink (2020), Rius-Vidales and Kotsonis
(2021) or Casacuberta et al. (2021), where the effect of FFS is studied in crossflow dominated transition. Tufts
et al. (2017) also observed two recirculating regions upstream and downstream of the step. In addition, they
noticed a secondary near-wall lobe in the crossflow shape function (similar to observations in Shahzad (2020)).
The authors postulated that a constructive or destructive interaction between the downstream recirculating
region and the crossflow instability was causing the growth of the disturbance after the step. Eppink (2020)
also found this secondary lobe at the step but they could not confirm that the crossflow amplification was
due to the interaction proposed by Tufts et al. (2017). Instead, the authors identified that crossflow undergoes
two regions of growth. First, upstream of the step, disturbance amplification is explained by the modification
of the baseflow by the adverse pressure gradient (again, similar to findings in Shahzad (2020)). Secondly,
downstream of the step, due to the non-linear interaction with streamwise vortices presumably produced by
the secondary recirculating region. Similar results were drawn by Rius-Vidales and Kotsonis (2020, 2021). In
addition, Rius-Vidales and Kotsonis (2021) characterized in detail the change in the trajectory of the crossflow
vortices as they interact with the FFS, which could potentially play an important role in the amplification of
the crossflow vortices at the step location. Moreover, an unprecedented transition delay effect was measured
for the smallest FFS, opening the possibility of passive flow control using surface irregularities.

TheDNS of Casacuberta et al. (2021) offers detailed observations on crossflow instability development close
to an FFS. Similar to Eppink (2020), the authors observe streaky features upstream and downstream of the step
for the first Fourier mode (0,1) and link their presence to the secondary peak observed on the crossflow shape
function. Casacuberta et al. (2021) discuss that the growth of perturbations observed immediately after the
step could be related to, as Eppink (2020) suggested, the inflectional points induced by the first recirculating
region which destabilize crossflow. However, they also propose that transient growth could explain the ampli-
fication observed after the step and the presence of streaks. Finally, the authors suggest a different approach
to determining the growth of crossflow with FFS. The authors point to misleading interpretations when the
maximum of the perturbation across 𝑦 is taken to define the amplification at the step since, unintentionally,
also the growth of additional peaks (related to the near-wall structures observed) is accounted for.

It remains unclear whether the emerging structures after the step observed in Eppink (2020), Rius-Vidales
and Kotsonis (2021) or Casacuberta et al. (2021) are generated by non-modal mechanisms or from the non-
linear interaction with the secondary bubble as Eppink (2020) suggests. In line with the latter, the work of
Rodríguez et al. (2013, 2021) might appear useful given the observation of three-dimensional structures taking
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(a) (b)

Figure 1.8: (a) Δ𝑁 for different TS wave frequencies (𝐹 = 60 and 𝐹 = 100 corresponding to Branch I and Branch II respectively) along
the streamwise direction. The step is located at 𝑥 = 220 and the step heights depicted are (a) ℎ/𝛿∗ = 0.7 and (b) ℎ/𝛿∗ = 1.4. (b)
Streamwise velocity (left) and phase (right) of the primary mode for ℎ/𝛿∗ = 1.4 at the most unstable frequency (𝐹 = 80). Note the
opposite phase of the lower and upper structure immediately after the step. Figure reproduced from Shahzad (2020).

place in weak (i.e. with low reversed velocities) laminar separation bubbles (LSB). In Rodríguez et al. (2013)
the authors observe different types of self-sustained⁹ linear global instabilities in LSB. The first is related to
an absolute instability due to the presence of an inflection point below the separated region (Rodríguez et al.,
2013). In this case, a global mechanism exists that gives rise to synchronized oscillations which explains the
vortex shedding observed downstream. The second self-sustained instability of LSB consists of a centrifugal
one which gives rise to ”steady three-dimensionalization of the bubble” (Rodríguez et al., 2013) which takes place
for reversed velocities as low as 4%. In (Rodríguez et al., 2021) the authors suggest that the global oscillator
frequency observed in previous experiments is in agreement with the one predicted from their simulations,
indicating that this second self-sustained instability, leading to the three-dimensionalization of the LSB, is
also present in experiments.

Non-modal growth (suggested in Casacuberta et al. (2021) as a possible mechanism behind the formation
of streaks behind the FFS) has already been proposed in other works concerned with channel flows and FFS at
very low Reynolds numbers. Interestingly, similar streaky structures as the ones reported in Eppink (2020) and
Casacuberta et al. (2021) have been also observed during the experiments of Stüer et al. (1999) in a channel flow
subject to white noise. Lanzerstorfer and Kuhlmann (2012) performed a temporal global stability analysis to
study the physical nature of the structure observed during Stüer et al. (1999) experiments. The authors observe
that the critical mode consists of streamwise streaks (similar to the ones observed in the experiments of Stüer
et al. (1999)) which are confined within the secondary separation bubble. This instability is seen to gain its
energy from a balanced contribution of the lift-up effect (non-modal growth) and the base flow deceleration.
Immediately downstream of the step, the lift-up effect energizes the streaks while the flow deceleration has
a stabilization effect. The opposite takes place downstream when the flow accelerates and the lift-up effect
incurred by the step is reduced. The total effect of both contributions reveals an initial amplification of the
streaks and their later decay. However, the large initial amplification of the streaks could lead to non-linearities
and hence transition immediately after the step during experiments. Despite the clear differences between
these works (channel-flow at low Re numbers) and the one concerned herein (boundary layer at high Re
numbers), it is nevertheless surprising the similarity of the features observed at the step.

1.4. Acoustic forcing of Tollmien­Schlichting waves
Most of the experimental works concerned with TS waves use plasma actuators (e.g. Kotsonis et al. (2015)) or
vibrating ribbons (e.g. Schubauer and Skramstad (1947)) to excite them in the boundary layer. However, some
of these techniques present inherent disadvantages: they are intrusive or, in the case of plasma actuators,
present poor repeatability. This is why in this work acoustic waves will be instead used to force TS waves. This
technique is non-intrusive, easy to set up, presents good repeatability, and there is extensive research related
to it. In particular, the investigations on LE and roughness receptivity from (Saric and White, 1998; White
et al., 2000a) provide useful practical and physical insight into this technique.

Acoustic waves can force TS waves within the boundary layer. While the growth of TS waves is well-
understood, the receptivity process giving rise to TS waves is generally more complex and difficult to quantify
in experiments (Chauvat, 2020; Saric and White, 1998; White et al., 2000a). When an acoustic wave meets the
LE, a wavelength conversion process takes place which transforms the long wavelengths of acoustic waves into

⁹Herein self-sustained means that the instability exists without the presence of external disturbances
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(a) (b)

Figure 1.9: (a) Time-signal of a hot-wire probe placed inside the boundary layer and on the freestream when a sound pulse is sent. Figure
reproduced from Saric andWhite (1998). (b) Global stability results of Chauvat (2020) near the LE where receptivity to a travelling acoustic
wave takes place. Contours of 𝑢.

short-wavelength hydrodynamic disturbances convected within the BL. This process is denoted as receptivity.
Goldstein (1983) was the first to suggest that this process takes place due to the non-parallel growth of the
boundary layer. Hence, receptivity commonly takes place across the LE or in regions where the boundary layer
is very thin compared to surface roughness, enhancing non-parallel effects.

An immediate consequence of having an acoustic wave traveling across the boundary layer is that a Stokes
layer (SL) is created (Stokes second problem). Since the TS wave and the SL share the same frequency, it is
very difficult to decouple one from the other experimentally. An example of this are the experiments of Saric
et al. (1995), where TS waves were forced using a continuous acoustic field to measure the receptivity of a
modified super-ellipse (MSE) LE withA 20:1. The final results were misleading due to the impossibility of
separating the amplitude of the TS wave from the Stokes wave when measuring with a hot-wire probe inside
the boundary layer.

Later, Saric and White (1998) developed a technique to circumvent this issue based on the different phase
speeds between TS and Stokes waves. Instead of applying a continuous acoustic tone in time, a sinusoidal pulse
was forced with frequency 𝑓pulse. Since TS waves travel much slower than the Stokes wave, their signal on the
hot-wire appeared delayed compared to the SL¹⁰, see figure 1.9 (a). An added advantage of using a pulsed-
sound technique is that reflections could also be distinguished. Saric and White (1998) used this technique
to measure the receptivity of the same elliptic LE used in Saric et al. (1995) and their results agreed with the
ones of the DNS performed by Wanderley and Corke (2001), confirming the feasibility of a pulsed technique
to measure the TS waves amplitude. In section 3.2 the methodology used to implement the pulsed technique
to measure the TS waves amplitude in these experiments is discussed.

A recent work performed by Chauvat (2020) introduced a less resourceful approach than DNS to study
receptivity across the LE. The authors performed a global stability analysis close to the LE to study the recep-
tivity process and switch the computation to a conventional PSE towards the end of the LE, where non-parallel
effects can be neglected. Figure 1.9 (b) shows the generation of TS waves through the receptivity of travel-
ing acoustic waves. The authors indicate that wall-normal velocity fluctuations of the perturbation are a more
reliable means of retrieving the actual TS wave growth since the Stokes wave mainly contributes to the stream-
wise velocity fluctuations. This appears useful for this work in the case of PIV measurements, where 𝑢 and 𝑣
can be measured separately.

1.5. Discussion and outline
The literature of the previous sections frames the research gap of this work. In general, it has been observed
that there exists no unique consensus to explain which are the growth mechanisms that amplify instabilities
after the step. In turn, the lack of comparison between numerical and experimental data furtherly hinders the
problem understanding. This section aims to summarize the main findings and limitations found within the
literature. Finally, the approach adopted in this work is justified.

Edelmann (2014) observed downstream of the step large differences between describing the N-factor based
on the maximum of |𝑢̂| or on the energy norm (defined in Eq. 4.6 in Edelmann (2014)). This exemplifies that
it is still not certain whether the growth of TS waves after the step can be uniquely described by exponential
growth, as inherently assumed in the Δ𝑁 methods (e.g. Crouch et al. (2006); Perraud et al. (2014)).

Detailed flow visualizations in the vicinity of the step have been presented in 2D DNS simulations like
the ones performed by Edelmann and Rist (2014) and Shahzad (2020). There, different features were observed

¹⁰Stokes waves travel at the speed of sound while TS waves travel at a much lower phase speed, 𝑐 = 2𝜋𝑓/𝛼𝑟
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which might point to a key role of the second recirculating region in modulating TS waves, similar to what also
Eppink (2020), Rius-Vidales and Kotsonis (2021) and Casacuberta et al. (2021) noticed for crossflow instabilities.
In particular, Shahzad (2020) reports the emergence of a vortical structure counterrotating the incoming TS
wave at the step edge which could have a stabilization effect on the TSwave. Nevertheless, it remains unknown
which are the mechanisms that give rise to this structure.

In short, it has been observed that there is little or no work concerned with the comparison between nu-
merical and experimental findings, making it difficult to relate the phenomena described in each case. Since
existing experimental works on TS-FFS dominated transition are mainly concerned with transition prediction,
providing limited measurements in the vicinity of the step, it is difficult to compare this data with numeri-
cal works, where limited streamwise domain is computed given the high computational cost and transition is
usually not captured.

In general, it has been observed from previous literature that there is a lack of experimental studies
on the interaction of TS waves with FFS that provide detailed flowfield measurements at the step
location such that the relevant disturbance quantities can be compared with numerical simulations.
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1.6. Research questions and objectives
The literature review of the previous sections frames the research questions of this work. With that in mind,
four research questions can be formulated:

1. What is the effect of the FFS height on TS-dominated transition?

(a) On the transition location.

(b) On the TS waves growth and related harmonics.

(c) On the distortion experienced by the TS waves at the step.

2. What are the mechanisms responsible for the growth/decay of TS waves immediately down-
stream?

3. Is there any additional flow feature/structure close to the step, similar to the ones reported in
the literature? More specifically:

(a) Is there any other relevant unsteady phenomena present at some step heights? If there is, can
it be related to any of the characteristic frequencies found in the main literature (e.g. the vortex
shedding noticed by Eppink (2020); Eppink and Casper (2019) or the global oscillator frequency
from an LSB as described in Rodríguez et al. (2021))?

(b) Is there any secondary near-wall structure present at the step, similar to what Shahzad (2020) and
Casacuberta et al. (2021) report?

4. What is the agreement between experiments and 2D DNS results?¹¹

5. Are acoustic waves a suitable approach towards forcing TS waves?

(a) Does LE receptivity provide fully developed TS waves at the step location?

(b) Is the pulsing technique a suitable approach towards decoupling TS and Stokes waves amplitudes?

The previous questions frame the main objective of this work:

To characterize the main flow features and growth mechanisms present in the interaction of
Tollmien-Schlichting waves with Forward-Facing Steps by means of experiments performed at TU
Delft and 2D DNS conducted at DLR.

To do so, this work is structured as follows. Chapter 2 describes the methodology used to design the
experimental test matrix, the numerical tools (LST and 2D DNS) used throughout this work, and the main
experimental and corresponding post-processing techniques employed. Chapter 3 presents the experimental
set-up. Chapter 4 presents the no-step (smooth-surface), verifying a Blasius flowdevelopment, the stability
of the model, the turbulence intensity and the background acoustic noise sources. In chapter 5 the main
experimental and numerical results for different step heights are discussed. Finally, chapter 6 summarizes the
main findings from this work and provides future recommendations.

¹¹This work consists also of a collaboration with DLR. They performed DNS simulations resembling this work’s experimental set-up. The
collaboration aims to answer whether FFS-induced transition can be simulated using 2D DNS simulations.
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Methodology

2.1. Design of the experimental test matrix
This section describes the different stages followed to determine the relevant parameters to design the ex-
perimental test matrix. First, cases from literature are unified under the same non-dimensional parameters
to establish which range of step heights avoids immediate transition but provides enough destabilization to
show interesting features at the step. Secondly, Linear Stability Theory (LST) is used to determine the stability
limits of the current set-up and decide which frequencies are of relevance for this work.

2.1.1. Step heights
The choice of step heights to study in this work is motivated by two different requirements. First, the step
should not trip the boundary layer at the step. Second, the steps chosen should present different destabilizing
effects on the flow such that sufficiently different behaviors can be analyzed. Based on the level of destabiliza-
tion of the flow, the steps can be categorized as subcritical, critical, and supercritical. All previous literature on
FFS transition (e.g. Casacuberta et al. (2021); Eppink (2020); Rius-Vidales and Kotsonis (2021); Shahzad (2020))
shares a common point: the second recirculating region appears to be linked to a large destabilizing effect
of the disturbances at the step. Based on this, the presence of a second recirculating region is here used to
distinguish subcritical steps from critical ones. Finally, supercritical steps are defined as those which trigger
transition immediately after the step.

Step parameters that trip the boundary layer
Experimental works on FFS-transition are used to find which step parameters represent supercritical con-

ditions, i.e. trip the boundary layer at the step.
Figure 2.1 shows the relative transition location 𝑠 = (𝑥𝑇 − 𝑥𝑠) / (𝑥𝑇0 − 𝑥𝑠), as a function of two different

parameters characterising the step: the relative thickness ℎ/𝛿∗ and the Reynolds number based on the step
height Reℎℎ = 𝑢ℎℎ/𝜈. The first parameter (ℎ/𝛿∗) isolates the effect of the step location and height. The
second parameter (Reℎℎ = 𝑢ℎℎ/𝜈) adds information on the freestream conditions (𝜈).

The data plotted in figure 2.1 was digitized from Perraud and Seraudie (2000) and Wang and Gaster (2005)
experimental works based on the resemblance to the present study. Other experimental works such as the one
of Drake et al. (2010) or Crouch et al. (2006) were omitted due to insufficient information and differences in
the pressure gradient, respectively. Beware that Perraud and Seraudie (2000) experiments were performed at
𝑀 = 0.26. In this regard, the experimental data of Wang and Gaster (2005) are performed on a flat plate at
𝑀 = 0.05 − 0.1 and low turbulence levels, similar to the conditions of these experiments. It is important to
recall that the experimental data of these authors concerns natural transition while in this work TS waves are
forced at individual frequencies.

From the plots, it is established that the experiments of this work should be performed at ℎ/𝛿∗ ≤ 2 and
Reℎℎ ≤ 2500 to avoid the BL tripping at the step. Since there is no unique parameter describing the transition
behavior in the presence of FFS, two parameters (ℎ/𝛿∗ and Reℎℎ) are taken here to define a tripping criteria.
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Figure 2.1: Change of transition location for different FFS heights. Data from experiments of Perraud and Seraudie (2000) (□) and Wang
and Gaster (2005) (△). The dashline ( ) indicates the critical ℎ/𝛿∗ and Reℎ where the boundary layer trips.

Selected step heights
Numerical literature results are useful to determine for which steps the secondary separation bubble is

present. This information, together with the supercritical (tripping) step parameters previously found from
experimental data (figure 2.1) shape the plot in figure 2.2. Reℎℎ and is obtained from each data-set based
on the step location (Re𝑠) and relative step height (ℎ/𝛿∗), which make it possible to compute 𝑈ℎ assuming a
Blasius boundary layer.

The area of interest is bounded by dotted lines. Those numerical cases which report the presence of a sec-
ondary recirculating region are indicated by filled symbols. Note that Edelmann and Rist (2015) data includes
one case where the step is moved upstream (lower Re𝑥), which explains the outlier point ( ) observed in the
plot.

Red and blue squares in figure 2.2 show where the step heights tested during Campaign I and Campaign II,
respectively, lie among the typical parameters used in literature. The non-filled blue and red squares indicate
the steps for which no secondary recirculating region is expected, based on the observations from previous
numerical literature.

Three different step cases can be identified¹:

• Subcritical steps. Characterized by the absence of a secondary recirculating region and transition
location close to the clean case. In the test matrix: ℎ/𝛿∗ = {0.5, 0.8}.

• Critical steps. Characterized by the presence of a secondary recirculating region and a large desta-
bilization of the boundary layer, i.e. a large movement of the transition point is expected. In the test
matrix: ℎ/𝛿∗ = {1.1, 1.3, 1.5, 1.7}.

• Supercritical steps. Characterized by transition taking place immediately after the step. In the test
matrix: ℎ/𝛿∗ = 2.

From now on, this nomenclature will be used to denote different steps. The step heights tested during the
experiments are later presented in table 2.1 and table 2.2.

2.1.2. Disturbance frequencies and amplitudes
From figure 2.3 (a) the frequencies of interest for this work can be derived. Three different TS wave frequencies
have been selected based on the different stability behavior that they present at the step.

Figure 2.3 (b) shows the N-factor development of the three different frequencies along the streamwise di-
rection (computed with the OS solver fed with the DNS baseflow). First, 𝑓 = 300 Hz concerns a frequency
that keeps amplifying after the step. A TS wave with frequency 𝑓 = 450 Hz would achieve maximum growth
at the step and decay afterward. Finally, a 𝑓 = 550 Hz TS wave already achieved maximum growth before

¹Note that the definition used in this work for subcritical, critical, and supercritical steps differs from the one presented within FFS
literature.
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Figure 2.2: Step parameters used in different works from literature. (♢) Shahzad (2020), (∗) Zh and Fu (2017), (△) Wang and Gaster (2005),
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the step cases for which a second recirculating region is expected during the experiments based on the numerical results from Edelmann
and Rist (2015) ( ) and Shahzad (2020) (■). The dashlines ( ) indicate the critical ℎ/𝛿∗ and Reℎℎ where the boundary layer might trip.

reaching the step and is decaying when it approaches it. Another interesting feature distinguishing all frequen-
cies selected is the height of their amplitude peak. While for low frequencies the peak is located at a higher 𝑦
coordinate, high frequencies present it closer to the wall, being the latter more vulnerable to regions of high
mean shear (recall production term in equation (1.3)). All these differences could imply different instability
behaviors for each frequency in the presence of a step.

The TSwave amplitudeswere decided during the experiments. An acoustic calibrationwas performed using
HWA to determine how the TS wave amplitude scales with acoustic forcing. Previous experimental literature
on TS waves (Kotsonis et al., 2015) points to values of 0.01% of the freestream velocity as common TS wave
amplitudes observed during the linear growth regime, being amplitudes of 1% enough to trigger non-linear
mechanisms and hence breakdown to turbulence. The acoustic forcing was chosen based on a compromise
between obtaining a sufficiently high microphone Signal-to-Noise Ratio (SNR) and TS waves amplitudes low
enough to remain in the linear regime. The TS wave amplitudes achieved at the step location are indicated in
table 2.1 and table 2.2.
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Figure 2.3: (a) Stability diagram fromOS solver showing the growth rate ( ) andN-factor isolines ( ) with conditions fromCampaign
I and growth rate fromCampaign II ( ). (b) N-factor development in streamwise direction for frequencies 𝑓 = 300Hz (green), 𝑓 = 450
Hz (blue) and 𝑓 = 550 Hz (magenta) at Campaign I conditions ( ) and Campaign II ( ).
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Parameters Symbols (units) H0 H1 H2 H3
Reference velocity 𝑈∗ref (m/s) 22.5 22.6 22.7 22.6
Kinematic viscosity 𝜈 (m2/s) 1.62 × 10−5 1.58 × 10−5 1.59 × 10−5 1.61 × 10−5
Reynolds number Re𝑐 (-) 1.32 × 106 1.36 × 106 1.36 × 106 1.33 × 106
Type of acoustic forcing (-) Continuous
Microphone amplitude 𝐴‡𝑚𝑖𝑐 (Pa) 0.1
Frequency 𝑓 (Hz) (300, 450, 550)
Reduced frequency 𝐹 (-) (60, 90, 110) (58, 87, 106) (58, 87, 106) (59, 89, 109)
Step type (-) Clean Subcritical Critical Supercritical
Step height ℎ (𝜇m) −8 732 1380 1840
Relative step height (ℎ/𝛿∗)† (-) −0.008 0.763 1.423 1.904
Reynolds step height number Reℎℎ (-) 0 443 1460 2311
Step location 𝑥𝑠 (m) 0.38
Reynolds number based on step location Re𝑠 (-) 5.30 × 105 5.44 × 105 5.43 × 105 5.43 × 105
∗: External velocity 𝑈𝑒 extracted at 𝑥 = 0.2 m.
†: displacement thickness extracted from boundary layer solver at the step location in clean conditions, i.e. ℎ = 0.
‡: the TS wave amplitudes achieved at the step location with this acoustic forcing amplitude were
𝑢max = (0.02, 0.22, 0.05)% of 𝑈𝑒 for 𝑓 = (300, 450, 550) Hz, respectively.

Table 2.1: Test cases using Hot-Wire Anemometry (HWA).

Parameters Symbols (units) P0 P1 P2 P3
Reference velocity 𝑈∗ref (m/s) 20.9 20.8 21.1 21.1
Kinematic viscosity 𝜈 (m2/s) 1.49 × 10−5 1.48 × 10−5 1.50 × 10−5 1.49 × 10−5
Reynolds number Re𝑐 (-) 1.33 × 106 1.34 × 106 1.34 × 106 1.34 × 106
Type of acoustic forcing (-) Pulsed
Microphone amplitude 𝐴‡𝑚𝑖𝑐 (Pa) 0.17
Frequency 𝑓 (Hz) (300, 450, 550)
Reduced frequency 𝐹 (-) (64, 96, 118) (64, 96, 118) (63, 95, 116) (63, 95, 116)
Step type (-) Clean Subcritical Critical Supercritical
Step height ℎ (𝜇m) −8 732 1380 1840
Relative step height (ℎ/𝛿∗)† (-) −0.008 0.756 1.423 1.901
Reynolds step height number Reℎℎ (-) 0 431 1428 2277
Step location 𝑥𝑠 (m) 0.38
Reynolds number based on step location Re𝑠 (-) 5.31 × 105 5.34 × 105 5.34 × 105 5.36 × 105
∗: External velocity 𝑈𝑒 extracted at 𝑥 = 0.2 m.
†: displacement thickness extracted from boundary layer solver at the step location in clean conditions, i.e. ℎ = 0.
‡: the TS wave amplitudes achieved at the step location with this acoustic forcing amplitude were
𝑢max = (0.1, 0.2, 0.15)%¨ of 𝑈𝑒 for 𝑓 = (300, 450, 550) Hz, respectively.

Table 2.2: Test cases using Particle Image Velocimetry (PIV).

2.1.3. Test cases
Two sets of campaigns were performed in this work. The first campaign comprised HWA and IRmeasurements
while in the second PIV measurements were performed. Continuous acoustic forcing was employed during
HWA and IR measurements whereas a pulsed technique was used during PIV. This strategy is later described
and justified in section 3.2.

Due to temperature differences between Campaign I and Campaign II, there are slight differences between
the reduced frequencies (Δ𝐹 ≈ 5) studied in each campaign. Figure 2.3 (b) shows the different N-factors
obtained during Campaign II compared to Campaign I. Since the velocity was slightly decreased in Campaign
II², all reduced frequencies increased the same ratio (table 2.1) when the dimensional frequency was kept
constant. Although this barely changed the stability characteristics of all frequencies, it affected the acoustic
forcing levels in Campaign II needed to trigger similar amplitude levels to Campaign I.

2.2. Numerical methods
This section describes the main numerical method used throughout this work. First, a boundary layer and the
OS solver developed by the Aerodynamics Section in TU Delft are used. These numerical tools have been used
to compute the smooth-surface conditions to design the experimental test matrix (presented in the previous
section). Secondly, Direct Numerical Simulations (DNS) results on TS-FFS performed at the German Aerospace
Center (DLR) are included in this work to gain insight very close to the step, where it is very challenging to

²This was performed to match the Reynolds number in both campaigns due to temperature differences.
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Parameters Symbols (units) I0 I1 I2 I3 I4 I5 I6 I7
Mean reference velocity 𝑈ref (m/s) 22.1
Mean kinematic viscosity 𝜈 (m2/s) 1.58 × 10−5
Mean Reynolds number Re𝑐 (-) 1.34 × 106
Type of acoustic forcing (-) Continuous
Microphone amplitude 𝐴𝑚𝑖𝑐 (Pa) 0.1 and 0.2
Frequency 𝑓 (Hz) (300, 450, 550)
Step type (-) Clean Subcritical Critical Supercritical
Step height ℎ (𝜇m) −8 448 732 1014 1190 1380 1561 1840
Relative step height (ℎ/𝛿∗) (-) −0.008 0.467 0.763 1.056 1.240 1.423 1.626 1.904
Reynolds step height number Reℎℎ (-) 0 163 443 816 1100 1460 1766 2312

Table 2.3: Test cases using Infrared Thermography (IR).

measure with experiments. The link between DNS and experimental results can improve the understanding
of the flow mechanisms close to the step.

2.2.1. Boundary layer and Orr­Sommerfeld solver
The stability of a flat plate boundary layer has an analytical solution described by theOrr-Sommerfeld equation
(equation (1.9)). In this work, the result of the OS problemwas used in the first stage to design the experimental
test matrix and later to compare with experimental results in clean case conditions, ℎ = 0.

The solution of the boundary layer in a flat plate can be described with the boundary layer equations
(White and Corfield, 2006). The steady, two-dimensional, incompressible, and non-similar boundary layer
equations (BL) are expressed as

𝜕𝑢
𝜕𝑥 +

𝜕𝑣
𝜕𝑦 = 0, (2.1)

𝑢𝜕𝑢𝜕𝑥 + 𝑣
𝜕𝑢
𝜕𝑦 = 𝑈𝑒

𝜕𝑈𝑒
𝜕𝑥 + 𝜈𝜕

2𝑢
𝜕𝑦2 , (2.2)

with boundary conditions 𝑢(𝑥, 0) = 𝑣(𝑥, 0) = 0 and 𝑢(𝑥,∞) = 𝑈𝑒(𝑥). The external velocity (𝑈𝑒) input
in this work is obtained from the static pressure read by the pressure taps of the model as

𝑈𝑒 = (√1 − 𝐶𝑝)𝑈∞ where 𝐶𝑝 =
𝑝st, tap − 𝑝st, pitot
1/2𝜌𝑈2∞

. (2.3)

Given that the pressure change in the 𝑦 direction is small in no-step conditions, it can be assumed that 𝑈𝑒
can be obtained from the pressure read at the wall.

The system of partial differential equations (PDEs) in equation (2.1) is parabolic, i.e. can be solvedmarching
in the streamwise direction. An implicit finite difference scheme (second order accurate) is therefore used in
𝑥-direction and Chebyshev polynomials (nth order accurate) in wall-normal direction. Malik’s transformation
is used to map the Chebyshev grid points from [−1, 0, 1] to [0, 𝑦𝑖 , 𝑦𝑚𝑎𝑥], where 𝑦𝑖 represents the wall-normal
location where half of the nodes are placed. The wall-normal median coordinate (𝑦𝑖) is usually set to 3 to 10
Blasius length scales (𝓁 = √𝜈𝑥ref/𝑈ref) to properly resolve the modes inside the boundary layer (Groot, 2018).
The inflow boundary condition consists on a Falkner-Skan-Cooke profile at equivalent Hartree parameter
to the measured external velocity (Groot, 2018). The Orr-Sommerfeld equation was previously presented in
equation (1.9) in chapter 1.

The input of the OS solver can be the boundary layer solution or the baseflow provided by the DNS.
Once the eigenproblem is solved, a filter is applied to discard nonphysical solutions. To identify the physical

disturbance, its shape function is verified to decay exponentially as 𝑣̂(𝑦) ≈ 𝑒−𝑖(√𝛼2𝑟+𝛽2)𝑦 in the freestream
(Groot, 2018). The input parameters used for the BL and OS code are presented in table 2.4.

2.2.2. Direct numerical simulations
This work presents an experimental and numerical investigation jointly conducted by TUDelft and DLR on TS-
FFS interaction. Direct Numerical Simulations (DNS) are performed at DLR using the Nek5000 code by Fischer
et al. (2008) which is based on the Spectral Element Method (SEM). The SEM decomposes the physical domain
into (spectral) elements where the flow field solution is given by a sum of Lagrange interpolants defined by
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Parameters Symbols (units) Values
Domain start S (m) 0.15
Domain end c (m) 0.95
Domain height H (m) 0.1
Chebyshev node coordinate median 𝑦𝑖 (-) (3-10)𝓁
Number of points in streamwise direction 𝑛𝑥 (-) 500
Number of points in wall-normal direction 𝑛𝑦 (-) 300
Number of Chebyshev Polynomials 𝑁𝐶 (-) 100

Table 2.4: Numerical parameters used for the BL and OS solvers.

an orthogonal basis of Legendre polynomials up to degree N within each element, see table 2.5. The reader is
referred to the work of Pau (2021) for further details on the numerical characeristics of the DNS code.

The DNS investigations focus on the onset of the transition process and therefore are limited to 2D domains
to reduce the computational costs. The calculations consisted of a DNS of the steady laminar 2D baseflow
and succeeding unsteady DNS for the disturbances’ propagation. For the latter, a harmonic blowing and
suction strip centered at 𝑥 = 200 mm is applied at the wall to introduce periodic TS waves. The blowing and
suction strip introduces a wall-normal velocity component at a selected frequency with zero net-mass flow.
Its amplitude is prescribed such that the developing TS wave matches the amplitude measured with HWA at
𝑥 = 340 mm. The external velocity and inflow velocity profile computed by the BL solver are inputs for the
DNS inflow and top boundary conditions.

During experiments, a small geometrical suction slot was unintentionally created in front of the step. In
order to faithfully represent the effects that this suction slot would have on the incoming disturbances, a non-
zero wall-normal component is imposed from 379.7 ≤ 𝑥 ≤ 380 mm. It is imposed following a Gaussian
distribution along 𝑥 to achieve smooth velocity transitions at the wall. The maximum suction velocity within
the slot is 𝑣/𝑈ref ≤ −1.4 %.

Comparison between DNS and experiments is mainly focused on HWA measurements. This is so because
PIV measurements aimed to study the flow topology at a region very close to the step, making it difficult to
accurately track the TS wave growth along 𝑥, with barely two wavelengths being captured within the FoV. In
addition, slight differences in the reduced frequencies between Campaign I and Campaign II impede the exact
match between PIV and DNS results since DNS parameters were set to match the HWA conditions indicated
in table 2.1. Moreover, 2D DNS results at critical and supercritical step conditions were not computed given
the importance of non-linear effects in these cases, leading to three-dimensional flow development after the
step.

Results obtained using the BL+OS solver are expected to show differences with DNS results due to the
implicit approximations that the BL solver holds. In figure 2.4 results from BL solver+OS and DNS are shown.
Figure 2.4 (a) shows that the BL solver predicts lower values of the displacement thickness compared to DNS.
If the velocity profiles are compared, one can observe that this mismatch is due to differences in the inviscid
region of the boundary layer. This happens because close to the freestream, if there is a pressure gradient
different than zero, 𝜕𝑢/𝜕𝑥 is no longer much smaller than 𝜕𝑢/𝜕𝑦, which makes the BL solver less accurate
than DNS in the outer region of the boundary layer.

The mismatch in the boundary layer propagates to the OS solver. This can be observed in figure 2.4 (b),
where the N-factors obtained from the OS solver fed with the DNS baseflow lie on top of the DNS results, with
small differences probably being due to the parallel flow assumption in the OS equation. Conversely, when
the OS solver is fed with the baseflow computed by the BL solver, the results show larger discrepancies. The
OS results presented in this work will be computed with the DNS solution (when available) given the better
agreement with the N-factor values measured during experiments (see figure 2.4 (b)).

2.3. Flow diagnostics
The following section explains the working principle of the measurement techniques used during these exper-
iments. In addition, the relevance of their results towards answering the main research questions presented
in section 1.6 is also discussed.
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Parameters Symbols (units) Values
Domain start S (m) 0.15
Domain end c (m) 0.7
Domain height H (m) 0.1
Points in streamwise direction 𝑛𝑥 (-) 1171
Points in wall-normal direction 𝑛𝑦 (-) 334
Degree of Legendre polynomials 𝑁𝑝 (-) 9

Table 2.5: Numerical parameters used for DNS.
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Figure 2.4: (a) Integral parameters from DNS ( ), BL solver ( ) and experiments (∘). (a) N-factor development along 𝑥 for the three
different frequencies tested: 𝑓 = 300 Hz (green), 𝑓 = 450 Hz (blue) and 𝑓 = 550 Hz (magenta). Results from DNS ( ), OS solver
fed with baseflow from BL solver ( ), OS solver fed with DNS baseflow ( ) and experimental results (•). All results presented are
in clean conditions, ℎ = 0 𝜇m.

2.3.1. Infrared thermography
Infrared thermography makes use of the Reynolds analogy to measure the transition location. The Reynolds
analogy states that a linear relationship exists between the shear stress 𝐶𝑓 and the heat transfer coefficient 𝛼
experienced in a fluid that reads

𝛼 = 1
2𝐶𝑓𝑈∞

𝑘
𝜈𝑃𝑟

1/3, (2.4)

where 𝑃𝑟 is the Prandtl number and 𝑘 is the thermal conductivity of the surface material. This relation
turns out to be very useful since one can indirectly measure the skin friction, which is a very challenging
quantity to measure, from the heat transfer distribution along a surface. Hence, transition can be identified
from the large heat transfer gradient experienced between laminar and turbulent flow (Tropea et al., 2007).

To measure the heat transfer over the model’s surface, in low-speed experiments an active heating tech-
nique is usually performed. It consists of heating a surface uniformly in space and time such that the model
surface reaches thermal equilibrium. The heat transfer equilibrium taking place can be expressed as

𝑞𝑗 = 𝑞𝑐𝑜𝑛𝑣 + 𝑞𝑟𝑎𝑑 + 𝑞𝑐𝑜𝑛𝑑 , (2.5)

where 𝑞𝑗 is the energy generated by the heating element, 𝑞𝑟𝑎𝑑 is the radiation emitted by the surface
material due to its temperature change, 𝑞𝑐𝑜𝑛𝑑 is the energy conducted through the model³ and 𝑞𝑐𝑜𝑛𝑣 is the
convective heat transfer between the air and the model:

𝑞̇conv = 𝛼 (𝑇𝑤 − 𝑇𝑎𝑤) , (2.6)

where 𝑇𝑤 is the wall temperature, 𝑇𝑎𝑤 is the adiabatic wall temperature, and 𝛼 is the heat transfer coeffi-
cient.

The movement of the transition front for different step heights, TS wave amplitudes, and frequencies is
tracked using Infrared Thermography (IR). This technique stands out among other transition front detection

³Usually an insulator is placed below the model surface to minimize the conduction losses on the opposite side of the measured plane.
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methods for its superior accuracy and non-intrusiveness⁴. In addition, the use of an active heating technique
allows for capturing averages in time which helps to increase the SNR. Finally, IR provides the transition front
topology across the entire plate, which might reveal additional wall structures such as streaks.

2.3.2. Hot­wire anemometry
Thermal anemometry is a methodology that measures the fluctuations in the fluid velocity from the changes
in heat transfer experienced by a hot wire. The wire is made out of a conductive material (e.g. tungsten) with a
small diameter (around 5 𝜇m) to reduce as much as possible its thermal inertia. This makes it possible to have
both high temporal and spatial resolution (due to the small probe diameter) which results very convenient to
measure linear disturbances since these are usually much smaller than the meanflow, i.e. ≤ 0.01𝑈∞ (Tropea
et al., 2007).

The main sources of heat transfer taking place at the wire can be described with the following expression

𝑚𝑤𝑐𝑤
𝑑𝑇𝑤
𝑑𝑡 = 𝑊Joule − (𝑄conv − 𝑄cond − 𝑄rad) , (2.7)

where𝑚𝑤 is the mass of the wire and 𝑐𝑤 is the specific heat of the wire material. Assuming that the wire is
under equilibrium (the temporal change of the flow is slower than the rate at which the wire reaches thermal
equilibrium), the previous equation can be simplified. If it is further assumed that conduction and radiation
heat transfer contributions are low, equation (2.7) reads

𝑊Joule − 𝑄conv = 0, (2.8)

𝐼2𝑤𝑅𝑤 − 𝛼𝐴 (𝑇𝑤 − 𝑇𝑎) = 0, (2.9)

where 𝑅𝑤 is the wire resistance, 𝐼𝑤 is the current through the wire, 𝑇𝑤 is the temperature of the wire when
is heated, 𝑇𝑎 is the temperature of the fluid, 𝛼 is the convective heat transfer coefficient and 𝐴 is the area of
the wire exposed to forced convection.

There are different strategies to measure the velocity of the fluid from the changes in the wire’s circuit. In
these experiments, Constant Temperature Anemometry (CTA) is used. In CTA the wire constitutes one of the
resistances, 𝑅𝑤 , of a Wheatstone bridge. The bridge is kept in balance by changing the current, 𝐼𝑤 , that goes
through the wire such that the resistance is kept constant (and thus also its temperature). The voltage of the
bridge, 𝐸𝑤 , ends up being a direct indicator of the heat transfer at the wire.

Calibration procedure
A calibration law is necessary in HWA to convert the bridge voltage, 𝐸𝑤 , to velocity. An expression relating

𝑈 and𝐸𝑤 can be extracted from equation (2.8) when it is rewritten in terms of theNusselt number,𝑁𝑢 = 𝛼𝑑/𝑘𝑓
where 𝑘𝑓 is the thermal conductivity of the fluid,

𝐸2𝑤
𝑅𝑤

=
𝑘𝑓𝑁𝑢
𝑑 𝐴 (𝑇𝑤 − 𝑇𝑎) . (2.10)

The Nusselt number 𝑁𝑢 depends on the Reynolds number Re and the Prandtl number 𝑃𝑟. However, since
the Prandtl number changes very weakly with the temperature, it can be assumed that 𝑁𝑢 ≈ 𝑓(Re). Then,
since 𝐴 and 𝑑 are constants, the previous equation can be expressed as

𝐸2 = 𝑓1(Re)𝑘𝑓 (𝑇𝑤 − 𝑇𝑎) , (2.11)

which can also be written as

𝑈
𝜈 = 𝑓3 (

𝐸2
𝑘𝑓(𝑇𝑤 − 𝑇𝑎)

) . (2.12)

Conventional calibration involves isolating 𝑈 from the equation to end up with the so-called King’s law,
𝐸2 = 𝐴 + 𝐵𝑈𝑛, where A and B are coefficients found during the calibration procedure. However, these
coefficients are dependent on the system properties and therefore also on the ambient temperature at the

⁴IR is non-intrusive as long as the temperature difference between the air and the surface remains low.
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time of the calibration. One of the main inconveniences of CTA is that proper corrections for a change in the
ambient temperature need to be performed before the post-processing. Thus, separate measurements of the
fluid temperature need to be performed. A recent paper by Hultmark and Smits (2010) presents an effective
calibration procedure to account for temperature changes.

Hultmark and Smits (2010) suggest that if instead the calibration is performed in non-dimensional terms
such as on 𝑈/𝜈 with respect to 𝐸2/𝑘𝑓(𝑇𝑤 − 𝑇𝑎), it is possible to know 𝑈 independently of the change on the
fluid temperature. To do so, 𝜈 and 𝑘𝑓 dependence on 𝑇 should be known. This method is the one used in
this work since it makes it possible to avoid corrections for changes in the ambient temperature and pressure
during the post-processing.

Besides the high temporal and spatial resolution, HWA measurements cannot discern between different
velocity components and directions. This, together with the fact that measuring the full field of interest us-
ing HWA is usually very time-consuming, makes PIV a perfect alternative to cover the limitations of HWA
measurements.

2.3.3. Planar particle image velocimetry
Low-speed Planar Particle Image Velocimetry (2C-2DPIV) consists of quantifying the flow velocity and direc-
tion by measuring the displacement of particles immersed in the fluid. In double frame mode, a light source
illuminates the field of view twice within a small-time interval separating each light shot, i.e. 𝑡 and 𝑡 + 𝛿𝑡. A
camera records both frames and finally, the velocity vector field can be solved by tracking the mean displace-
ment of the particles within a small region of the image (interrogation window). The basic working principle
of PIV is illustrated in figure 2.5 (a).

The success of PIV measurements relies on the correct choice of the tracer particles. The particles should
follow the displacement of the flow and not alter their properties. In addition, their diameter should be large
enough to not hinder the scattering of light. In air, since it is not possible to satisfy the buoyancy neutral
condition (𝜌𝑝 − 𝜌𝑓/𝜌𝑓), the particle time response becomes a key parameter, 𝜏𝑝 = 𝑑2𝑝𝜌𝑝/18𝜇. One criterion
to determine whether the particles follow faithfully the flow motion is to check whether the particle time
response is lower than the smallest time scale in the flow. The Stokes number defines this criterion:

𝑆𝑘 =
𝜏𝑝
𝜏𝑓
. (2.13)

As an example, in this work the smallest time scale in the flow is assumed to correspond to the highest
frequency TS wave forced, which corresponds to 𝑓 = 550 Hz. In this case 𝜏𝑓 = 1/550 = 1.82 ms. In these
experiments, water-glycol droplets are used. They have an average particle diameter of 1 𝜇m, a density of
𝜌𝑝 = 103 𝑘𝑔/𝑚3 and 𝜇 ≈ 1.5 × 10−3 Pa⋅s, which gives a Stokes number 𝑆𝑘 ≪ 0.1. Then, the uncertainty in
the velocity due to the particle time response can be neglected.

The tracer particles are usually illuminated by a laser light due to its short pulse duration. This is of major
importance to avoid particles showing in the frames as streaks. To avoid this, the distance covered by the
particle during the pulse duration should be smaller than its diameter. Furthermore, only the particles lying
inside the illuminated sheet should be in focus.

Proper pre-processing of the raw images can highly increase the SNR of the cross-correlation operation.
The main goal of this phase is to reduce reflections and other artifacts which could corrupt the final result by
showing up as fake particles to the algorithm. The final result of the pre-processing phase should look like a
(very) low-intensity background with neat high-intensity particles on top. Figure 2.5 (b) shows a schematic of
this procedure in terms of the intensity diagram of particles with respect to the background. First, a sliding
filter is applied with a filter length of 9 pixels (this is representative of the average distance between seeding
particles). Then, the minimum within the filter window is selected and subtracted from every pixel. This
will highly reduce the counts of the background, leading to an intensity plot similar to 𝐼2 in figure 2.5 (b).
Secondly, all the resulting frames from the sliding filter are averaged (𝐼2). Given that the distance between
particles is larger than their diameter, this average value should lie way below the maximum intensity counts
of the particles as illustrated in figure 2.5 (b) by the dotted dashed line crossing 𝐼2. Hence, when the resulting
filtered images are divided by this value, the intensity difference between the background and the particles
is largely increased, making it easier to distinguish the particles from the background. The latter phase is
indicated by 𝐼3 in figure 2.5 (b) with 𝜅 being a tuning constant to increase the count value.

To evaluate the velocity vectors, the image is partitioned in so-called interrogation windows. The intensity
of the two frames separated by 𝛿𝑡 is cross-correlated:



28 2. Methodology

Vector field

Cross-correlation
1st frame

2nd frame

1st frame

2nd frame

Average displacement

x

In
te

n
si

ty

x

In
te

n
si

ty

Apply filter

(a) (b)

Figure 2.5: (a) Schematic of double-frame mode with later cross-correlation of the interrogation windows from both frames. (b) Pre-
processing of the raw frame.

𝐶(𝛿𝑥 , 𝛿𝑦) =
∑𝐽𝑗 ∑

𝐼
𝑖 𝐹1(𝑖, 𝑗) ⋅ 𝐹2(𝑖 + 𝑚, 𝑗 + 𝑛)

√∑𝐽𝑗 ∑
𝐼
𝑖 𝐹21 (𝑖, 𝑗) ⋅ ∑

𝐽
𝑗 ∑

𝐼
𝑖 𝐹22 (𝑖, 𝑗)

, (2.14)

where 𝐹1 and 𝐹2 denote the two different frames. Assuming that the size of the interrogation window
is representative of the particle displacement, the result of this operation should depict a correlation peak at
the average pixel displacement (m and n) of the particles (or flow) within the window. A later Gaussian fit
around the peak allows calculating the sub-pixel displacement of the particle. The velocity of the particle can
be calculated as

Δ𝑈 = Δpx𝑥
𝑀 × px size

𝛿𝑡 (2.15)

where the magnification factor (M) and the pixel size (px size) are automatically retrieved from the geo-
metrical mapping of the calibration image.

In principle, small interrogation windows are desired to increase the spatial resolution. However, this
deteriorates the cross-correlation since very few particles will be common to the two frames. General rules for
a proper window size include a minimum of 10 particles within the window and the average displacement of
the particles to be less than 1/4 of the window size. In practice, the average displacement of the particles is
larger than the window size. This could be solved by reducing the time pulse, 𝛿𝑡, but this would also reduce
the SNR (smaller displacements are more susceptible to noise, i.e. higher measurement uncertainty).

To achieve higher spatial resolution without worsening the cross-correlation results, multi-pass and multi-
size cross-correlation is used in this work. Initially, the images are partitioned in large windows and cross-
correlated. Then, the windows of each double-frame pair are shifted half the displacement computed in the
initial pass, (𝛿𝑥 , 𝛿𝑦), the first frame is shifted (𝛿𝑥/2, 𝛿𝑦/2) and the second frame (−𝛿𝑥/2,−𝛿𝑦/2). This in-
creases the number of common particles found between the first frame and the second, improving the cross-
correlation. In this work, a set of 4 passes are performed, excluding the initial pass, with a final window size
of 12×12 px and 75% overlap. In addition, an elliptic weighting can be applied to the interrogation windows,
encompassing more pixels in the direction of largest shear (if known). This can help to increase the SNR of the
cross-correlation peak since the compared windows are more likely to share particles if they are deformed in
the dominant flow direction.

Low-speed Planar Particle Image Velocimetry (2C-2DPIV) is used in this work to characterize the TS waves
and mean flow distortion around an FFS. 2C-2DPIV has been chosen since TS waves are two-dimensional
disturbances. High temporal resolution is not required since the measurements are focused on capturing the
topology of the disturbances and the meanflow close to the step, but not the temporal dynamics which are
anyway measured with HWA. PIV allows the measurement of two different velocity components at the step.
This will enable the visualization of the perturbation streamlines, the computation of the spanwise vorticity,
etc.

2.4. Data analysis
This section covers themain post-processingmethodologies used to extract this work results from experimental
data.
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2.4.1. Differential infrared thermography
In practice, IR measurements are affected by different sources of background noise. One clear example is
the air between the emissivity body and the IR camera which also absorbs radiation and contaminates the
signal. A relatively new approach to increase the signal-to-noise ratio of IR measurements is Differential
Infrared Thermography (DIT), first introduced by Raffel and Merz (2014). The authors subtract two sets of IR
measurements performed at different transition regimes to increase the SNR (assuming the background noise
remains similar) and identify the largest intensity gradients as transition locations. The superior performance
that several authors report (Gardner et al., 2017; Rius-Vidales and Kotsonis, 2020) compared to conventional
IR, motivated the use of DIT during these experiments.

In these experiments, two consecutive measurements at different Reynolds numbers are used to perform
DIT. Enough time separation is left between each acquisition set to ensure a steady thermal heat exchange
between the surface and the fluid. For each Reynolds number, a set of 80 frames is averaged in time. Figure 2.6
illustrates the post-processing methodology used to track the transition fronts. Every phase represented in the
figure is further explained in the remaining of this section.

A physical calibration is used to dewarp the image to account for the lens distortion and any misalignment
between the measurement plane and the camera’s focal plane. This calibration object is built using an image
consisting of a uniform grid of 60 mm spaced points which are captured by the IR camera due to the high
emissivity of the black paint. A geometric transformation in the form of two polynomials in 𝑥 and 𝑦 direction
is calculated based on the distribution of points from the dewarped image and the one from the physical
grid (60 mm spaced points). This object will dewarp the image and at the same time scale the pixels to the
corresponding millimeters at the plate (Gonzalez and Woods, 2018). In addition, since the calibration image
is placed strategically at the step edges, the coordinates of the calibration points within the model reference
frame are known. This allows to track the transition front location with respect to the model’s LE.

Once the two different IR sets are dewarped, DIT is applied. The resulting image presents a region of high
intensity between the two transition fronts. The challenge remains in establishing a criterion to binarize the
image (i.e. to find the boundary constituting the transition front). In this case, the criterion proposed by Otsu
(Otsu, 1979) is used to define the pixel intensity threshold. This method searches for a threshold thatminimizes
the intra-class variance of the pixel intensity histogram. To do so, the histogram needs to exhibit bimodality,
i.e. the valley that separates high from low-intensity pixels needs to remain low. Therefore, it is very important
to avoid noisy DIT frames which can increase the gray valley and corrupt the threshold identification.

Subsequently, a Gaussian filter is applied to the binarized image and the intensity to compute the gradient
across 𝑥 and 𝑦. The first gradient peak along 𝑥 (starting from the left) is identified as the transition front
location for the lowest Reynolds number case (the flow comes from the right in these images). Finally, to
determine the transition front, a linear fit of the identified peaks is performed and the standard deviation of
the error is used as an estimate of the transition front uniformity along the span. The final transition front
reported in this work consists of the intersection of the linear fit with the centerline of the model, i.e. 𝑦 = 0.

2.4.2. Wall­finding in HWA velocity profiles
During the experiments, the last measuring point with HWA is usually taken at 𝑈/𝑈𝑒 ≈ 10% to avoid contact
of the HWA sensor with the wall. The distance from the HWA sensor (i.e. wire) to the wall is then measured
with a Taylor-Hubson micro-alignment telescope and later this value is refined during the post-processing.

In the clean case, the velocity profile is interpolated towards the wall using a least-squares fit, following
the approach employed in White and Ergin (2004). Since the pressure gradient is nearly zero in the no-step
case, it follows from the NS equations that 𝜕2𝑈/𝜕𝑦2 ≈ 0 and a linear fit near the wall holds. To do so, the
last points of the velocity profile where 𝑈/𝑈𝑒 ≤ 35 % are used to perform the linear least-squares fit. The
distance to the wall (𝑦𝑤𝑎𝑙𝑙) is given by the intersection of the linear fit with the 𝑦-axis. Finally, all the points
in the profile are shifted in wall-normal direction 𝑦𝑤𝑎𝑙𝑙 mm such that the no-slip conditions is satisfied, 𝑈 = 0
at the wall.

The previous method suffers from large systematic errors when there is a step since the pressure gradient is
no longer negligible. In this case, DNS results at the same test conditions are used to estimate the wall distance
using again a least-squares approach. However, since the data does no longer satisfy a linear fit towards the
wall, an iterative algorithm needs to be used where the objective function to minimize is

𝜖(𝑘) = 1
𝑁𝑦

𝑁𝑦

∑
𝑖=1
(𝑈HWA(𝑦 + 𝑘Δ𝑦) − 𝑈DNS(𝑦)

𝑈DNS(𝑦)
)
2
, (2.16)
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Figure 2.6: Schematic of the post-processing procedure used to extract the transition front location from the IR images.

where 𝑘 is the iteration number and Δ𝑦 are the wall-normal increments.

2.4.3. Welch’s modified periodogram
In this work, disturbances are forced using acoustic waves at the same frequency. When the temporal readings
of the HWA are transformed to the frequency domain using Fast Fourier Transformed (FFT), a distinct ampli-
tude peak is observed at the forced frequency and also possibly at its harmonics. The amplitude distribution
of the forced disturbance along the wall-normal direction is directly evaluated from the FFT peak at the forced
frequency. The same procedure is used to quantify the acoustic amplitude peak from microphone readings.

However, in cases where the disturbance energy is not strictly focused on one frequency, the Power Spectral
Density (PSD) appears very useful to study the distribution of the perturbation energy along the frequency
domain. The Welch’s Modified Periodogram method (i.e. Welch’s method) is used herein to compute the PSD
and reduce the noise of the signal (Proakis and Manolakis, 2006). This approach consists of a first split of the
signal in segments of length L overlapped by a certain percentage of the signal. To reduce the contribution of
possible non-periodic extremes in the FFT, a Hanning window (Eq. 5.4.9 in Proakis and Manolakis (2006)) is
applied to give more influence to the center of each segment. The subsequent window overlapping mitigates
the loss of information at the segment margins produced by the Hanning window. Each signal segment is
Fourier transformed and later squared to compute the corresponding periodogram. Finally, the periodograms
are averaged to reduce the variance of the power spectrum.

A trade-off solution needs to be found between noise reduction and frequency resolution when using
Welch’s method. To reduce the noise on the final PSD one can increase the number of windows or the overlap.
The first would dramatically reduce the frequency resolution while the second, despite not affecting the latter,
will deteriorate the result of the FFT due to the large correlation between samples.

2.4.4. Proper orthogonal decomposition
Most experimental and numerical fluid dynamic applications deal with large amounts of data that are diffi-
cult to interpret. In these cases, Proper Orthogonal Decomposition (POD) appears as a very powerful post-
processing technique to reduce all this information to a synthetic representation of the most energetic coher-
ent structures constituting the flow. From a mathematical point of view, POD creates an orthonormal basis
constituted by functions that correlate best on average with the input velocity field. In practice, POD is an
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approximation method where the velocity field 𝑢(𝑥, 𝑡) is represented as the finite sum of N spatial modes
multiplied by temporal coefficients:

𝑢𝑛(𝑥, 𝑡) ≈
𝑁

∑
𝑖=1
𝑎𝑛𝑖 (𝑡)Φ𝑖(𝑥), (2.17)

where 𝑖 denotes the number of modes used to reconstruct the field and 𝑛 is the input snapshot.
The classic way to approach this approximation problem is to use a priori known basis functions, Φ(𝑛)𝑖 (𝑥),

such as Legendre or Chebyshev polynomials. However, in POD these functions are obtained such that their
projection is maximum onto the original velocity field, i.e. one seeks for functions that represent coherent
structures. Mathematically, this is formulated as an optimization problem where the kinetic energy of the
problem is best captured by the first 𝑁 modes. The reader is referred to Section 22.4.6 in Tropea et al. (2007)
for further details on the mathematical steps used to convert an optimization problem in energy terms to the
final eigenvalue problem, which in matrix form is written as:

𝐶𝐴𝑖 = 𝜆𝑖𝐴𝑖 , (2.18)

where 𝐶 is the autocovariance matrix, 𝜆𝑖 are the eigenvalues and 𝐴𝑖 are the eigenvectors. The original
POD problem is usually formulated as in equation (2.17), the so-called direct POD. However, in fluid mechanic
applications, the Snapshot POD formulation is more convenient (Weiss, 2019). In this case, the coefficients
in equation (2.17) are spatial and the basis functions are temporal. The reason why this method is more
convenient when dealing with experimental data (where the number of spatial points is larger than the number
of snapshots, 𝑁 > 𝑀) is because the dimensions of the autocovariance matrix are highly reduced and the
eigenvalue problem is much faster to solve. In Snapshot POD the autocovariance matrix is defined as

𝐶 = 1
𝑁 − 1𝑈

𝑇𝑈, (2.19)

where 𝑈 is the matrix of fluctuating velocity components with dimensions M×N, N is the number of
snapshots, and M is the number of vectors in the snapshot. Hence, 𝐶 has dimensions N×N (usually𝑀 ≫ 𝑁 in
experimental data). The final solutions to the eigenvalue problem are ordered from larger to lower eigenvalues.
The corresponding POD modes can be computed from the eigenvalue problem as (Weiss, 2019)

Φ𝑖 =
∑𝑁𝑛=1 𝐴𝑖𝑛𝑢𝑛

‖∑𝑁𝑛=1 𝐴𝑖𝑛𝑢𝑛‖
, 𝑖 = 1, ..., 𝑁 (2.20)

and the temporal coefficients as

𝑎𝑛 = Ψ𝑇𝑢𝑛 , (2.21)

whereΨ = [𝜙1 𝜙2 ... 𝜙𝑁]. Then, a snapshot 𝑛 can be reconstructed from the POD modes and coefficients
as

𝑢𝑛 =
𝑁

∑
𝑖=1
𝑎𝑛𝑖 𝜙𝑖 . (2.22)

In practice, the only difference between the Snapshot and the Direct POD methods is that in Snapshot
POD the optimal POD modes are obtained by correlating the points in time and averaging in space while in
Direct POD the opposite is performed (Tropea et al., 2007).

2.5. Uncertainty analysis
This section presents the main sources of uncertainty from these experiments and an estimate of their value
in the percentage of the measured quantity. This would allow to quantify the limitations of the measurement
techniques used in this work.

Two main types of uncertainties are commonly identified. First, random uncertainty is linked to the exis-
tence of fluctuations in the measured quantities. This source of uncertainty can be quantified using statistical
analysis and can be reduced by increasing the number of samples:
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𝜀𝑟 = ±
𝑘𝜎
√𝑁

, (2.23)

where 𝑁 is the number of samples, 𝑘 determines the confidence level and 𝜎 is the standard deviation.
Secondly, systematic uncertainty is related to instrumentation resolution or errors from the wind tunnel user.
Unlike random errors, they remain unchanged with the number of sample points but can be reduced or re-
moved if correctly identified. The total uncertainty can be expressed as the sum of systematic and random
errors

𝜀𝑇 = √𝜀2𝑟 + 𝜀2𝑠 , (2.24)

being 𝜀𝑠 the systematic uncertainty.

2.5.1. Pressure coefficient
The pressure coefficient 𝐶𝑝 is expressed as

𝐶𝑝 =
𝑝stat, tap − 𝑝stat, pitot
𝑝tot, pitot − 𝑝stat, pitot

= 𝑝scanner
𝑝dyn

. (2.25)

The uncertainty on the pressure coefficient (Δ𝐶𝑝) is mainly governed by systematic errors and can be
written as (Methel et al., 2021)

Δ𝐶𝑝 = √(
𝜕𝐶𝑝

𝜕𝑝scanner
Δ𝑝scanner)

2
+ (

𝜕𝐶𝑝
𝜕𝑝dyn

Δ𝑝dyn)
2
= 𝛾𝐶𝑝, (2.26)

and 𝛾 is

𝛾 = √(Δ𝑝scanner𝑝scanner
)
2
+ (

Δ𝑝dyn
𝑝dyn

)
2
, (2.27)

whereΔ𝑝scanner andΔ𝑝dyn denote the systematic uncertainty on the pressure difference read by the pressure
modules and the dynamic pressure read in the pitot, respectively. These values are specified in table 2.6.
Figure 2.7 (b) shows the calculated uncertainty on the pressure coefficient with confidence bands.

2.5.2. IR transition fronts
The uncertainty on the transition front is mainly driven by systematic errors. The main sources of uncertainty
on the transition front identification come from the calibration procedure due to, for instance, a misalignment
of the calibration sheet with the step edge; from high levels of noise in the resulting DIT image (this hinders the
correct estimation of a threshold using the Otsu method); or from the presence of turbulent wedges triggered
by the test section walls.

A large number of tests should be performed to quantify the contribution of each error source to the final
uncertainty. For instance, different calibrations should be performed, different temperatures in the heating
element should be tested to verify the changes on the Otsu’s threshold and consequent transition front identi-
fication, etc. However, given the time constraints associated with this thesis, these tests are outside the scope
of this work.

The thermal sensitivity of the IR camera is usually denoted as Noise Equivalent Temperature Difference
(NETD). This value indicates the minimum temperature difference that can be distinguished by the IR camera.

The results presented in this work will indicate the uncertainty on the transition location as the standard
deviation of the error provided by the linear fit to the transition front. This represents the variance of the
transition front due to its waviness or non-uniformity in span. Given the small NETD values of the IR camera
(75 mK) compared to the uncertainty on the transition front non-uniformity, the latter dominates the total
uncertainty.
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2.5.3. HWA profiles
The uncertainty in the HWAmeasurements comes from the velocity and the estimate on the wall location. The
velocity measurements are subject to random and systematic errors while the uncertainty on the wall location
is mainly governed by systematic errors.

Systematic errors in the velocity measurements are accounted for in the calibration procedure. Random
uncertainty, on the other end, needs to be computed based on an effective number of samples since these are
not statistically independent, i.e. Δ𝑡 ≪ 𝑇𝑢 (Sciacchitano and Wieneke, 2016):

𝜀𝑟 = ±
𝑘𝜎
√𝑁eff

where 𝑁eff =
𝑁

2𝑇𝑢/Δ𝑡
, (2.28)

where the confidence level is set to 𝑘 = 1 and the integral time scale is expressed as

𝑇𝑢 =
1
2Δ𝑡

∞

∑
𝑖=−∞

𝜌𝑖(𝜏)𝑑𝜏 (2.29)

in discrete form, with Δ𝑡 being the sampling interval. The previous summation is usually stopped when 𝜌𝑖
crosses zero (Sciacchitano and Wieneke, 2016). Since the measurement size (3 seconds) is greater than 10𝑇𝑢,
it can be assumed that 𝜌 is correctly computed when accounting for the total sample size (Smith et al., 2018).
From equation (2.28) it becomes clear that, when the samples are highly correlated 𝑁eff < 𝑁, the uncertainty
on the mean value increases. This takes place when the ratio of 2𝑇𝑢/Δ𝑡 ≥ 1. In HWA this is particularly
dangerous since, due to the high-frequency sampling, Δ𝑡 is usually very small. In a boundary layer, the largest
integral time scales are found in the freestream. Hence, in this work results, the random error is computed
based on the integral time scale at the last point measured by the HWA in the velocity profile. As an example, in
clean case conditions (no step) the integral time scale in the freestream reaches values as large as 0.18 sec, being
the number of effective samples in this region 𝑁eff = 53 (𝑁 = 153600). It can be observed that the number
of effective samples has dangerously dropped in the freestream, dramatically increasing the uncertainty in
the mean in this region. Sciacchitano and Wieneke (2016) recommend to increase the recording time in these
regions in case 𝑇𝑖𝑛𝑡 is unknown.

The maximum total uncertainty on the velocity (systematic uncertainty given by the HWA calibration to-
gether with the random uncertainty) is represented in figure 2.7 using confidence bands for a profile taken at
𝑥 = 420 mm in clean case conditions. Note that the uncertainty in the mean increases in the freestream due
to the above-mentioned phenomenon.

The uncertainty in the wall-normal coordinate is mainly driven by systematic errors. Its correct quantifi-
cation is important to determine the uncertainty of the integral boundary layer parameters. As mentioned
previously in section 2.4.2, the 𝑦-coordinate is corrected according to the wall location estimate. This can be
expressed as

𝑦∗ = 𝑦 + 𝑦𝑤𝑎𝑙𝑙 , (2.30)

which yields the uncertainty on 𝑦∗ to be

Δ𝑦∗ = √Δ𝑦2 + (Δ𝑦𝑤𝑎𝑙𝑙)
2 ≈ Δ𝑦𝑤𝑎𝑙𝑙 , (2.31)

where Δ𝑦 is mainly associated with the resolution of the HWA traverse system (see table 2.6) which is
almost negligible compared to Δ𝑦𝑤𝑎𝑙𝑙 . The uncertainty on thewall correction (Δ𝑦𝑤𝑎𝑙𝑙) depends on the presence
of the step. On the one hand, in the clean case, the uncertainty on Δ𝑦𝑤𝑎𝑙𝑙 comes mainly from the error
produced when assuming 𝜕𝑝/𝜕𝑥 = 0 to interpolate linearly towards the wall. This error can be estimated
by comparing the error on the 𝑦-coordinate between the wall-corrected profile and the corresponding Blasius
profile. On the other hand, in the step case, the main contribution to Δ𝑦𝑤𝑎𝑙𝑙 comes from the error on the
wire position, which is used to select the DNS profile from which to refine the wall location. The error on the
wire position is mainly subject to the telescope resolution, which is the instrument with which the traverse
coordinate system was referred to the step location, i.e. 𝑥 = 380 mm. To estimate Δ𝑦𝑤𝑎𝑙𝑙 , 𝑦𝑤𝑎𝑙𝑙 is now
found using the DNS profiles placed at 𝑥 ±Δ𝑥telescope. The difference between these values and the previously
computed 𝑦𝑤𝑎𝑙𝑙 determines Δ𝑦𝑤𝑎𝑙𝑙 in the presence of a step.

If otherwise not stated, the symbol size serves as an indicator of the maximum measurement error in the
results plotted hereafter.
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Instrument Symbol Systematic Uncertainty
Differential Pressure Sensor (range ± 1245.45 Pa) Δ𝑝dyn ± 1.25 Pa
Pressure Scanners (range ± 160 Pa) Δ𝑝scanner ± 0.4 Pa
Error from calibration curve fit 𝛽 0.004
Telescope Δ𝑥telescope ± 20 𝜇m
Zaber Traverse System Δ𝑦 ±2.5𝜇m

Table 2.6: Uncertainties from experimental instrumentation and calibration.

Systematic uncertainty Value
Clean case, Δ𝑦𝑤𝑎𝑙𝑙 ±1.75%
Step case, Δ𝑦𝑤𝑎𝑙𝑙 ±2.4%

Table 2.7: Maximum systematic uncertainty in velocity and wall-normal coordinate found amongst all HW profiles.
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Figure 2.8: (a) Convergence of meanflow U-component at point (+) with errorbars denoting standard deviation. (b) Contours of 𝜀𝑢 with
N = 1944 averaged vector fields.

2.5.4. PIV flowfields
PIV measurements are subject to several systematic errors which establish the accuracy of the PIV results.
These errors can come from installation and alignment of the set-up, incorrect levels of seeding concentration,
reflections, out-of-plane motion, camera noise, particle size, etc. Usually, a large number of errors (such as
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Region 𝜀𝑢/𝑈
Freestream (clean case) ±0.005%
High-shear region (clean case) ±0.01%
High-shear region (highest step case) Δ𝑦𝑤𝑎𝑙𝑙 ±0.25%
Recirculating region (highest step case) Δ𝑦𝑤𝑎𝑙𝑙 ±0.15%

Table 2.8: Uncertainty of the U meanflow component in PIV.

the previously mentioned) can be quantified from the recorded image. However, other sources of systematic
errors coming from, for instance, the calibration procedure or the poor synchronization between devices, are
not manifested in the final image and cannot be quantified.

In recent years a number of efforts have been focused to quantify the uncertainty of every single PIV
frame. The methodology discussed herein is the one used in DaVis, the software used to run the PIV al-
gorithm, and firstly developed by Wieneke (2015). The so-called correlation statistics (CS) method uses the
estimated displacement from PIV to dewarp the first and second image by half the displacement (similar to
the multi-pass procedure previously explained). In an ideal noise-free scenario, the particles from both dis-
placed images should perfectly lie on top of each other. The underlying uncertainties on each PIV frame cause
non-overlapping particles which are translated into a non-symmetric correlation peak. This disparity in the
correlation peak is used to estimate the uncertainty of the displacement field.

The uncertainty in the mean velocity fields is dominated by random errors. Hence, the uncertainty in the
mean can be directly computed from the standard deviation, i.e. it is not necessary to know the uncertainty
of every instantaneous frame. This can be expressed as

𝜀𝑈 = ±
𝜎𝑈
√𝑁

. (2.32)

Figure 2.8 (a) shows the convergence of 𝑈 and 𝑉 for different number of averaging fields, 𝑁 = 1944⁵. The
point chosen for the convergence analysis is taken at a region of high shear for the largest step (𝑥 = 390 mm
and 𝑦 = 2 mm indicated in Figure 2.8 (b) with a + symbol) where the uncertainty is expected to be larger than
in other regions of the flow. If convergence is achieved at this point, convergence everywhere else is likely to
happen. Figure 2.8 (b) shows the standard deviation field for the largest step. As expected, regions of high
uncertainty take place where the flow either starts to break down, is already turbulent, or is subject to large
wall reflections. The uncertainty on 𝑈 for a zero-step and the highest step case is indicated in table 2.8.

⁵Since the samples are statistically independent (Δ𝑡 ≥ 2𝑇𝑢) 𝑁eff = 𝑁 in this case.
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Figure 3.1: Sketch of the experimental set-up featuring the unswept flat plate, the FFS mechanism, the acoustic forcing system and
the different measurement techniques used. Numbers indicate the subsections within this section where the details of the different
measurement techniques are presented.

This section aims to describe the experimental set-up used during the present work. Figure 3.1 shows a
schematic of the test section, the flat plate model, and the measurement techniques used. The numbers in the
figure denote the subsections within this section where the indicated set-up instruments are described (except
for the acoustic instrumentation which will be discussed separately in section 3.2).

The experiments were performed in the A-tunnel, an open-jet, anechoic, closed-circuit, subsonic, and ver-
tical wind tunnel. The test section features acoustic absorbing foam which reduces sound reflections. This
creates a suitable environment to force and study TS waves since these are highly responsive to acoustic re-
flections. A nozzle is used to adapt the circular inlet test section of diameter 600 mm to a rectangular one with
dimensions 500× 500 mm2 where the flat plate model can rest at zero angle-of-attack. Ambient temperature
and barometric pressure are measured using a PT100 RTD probe and NPA-201 sensor, respectively, both within
the test section. For more details regarding the technical specifications of the A-tunnel, the reader is referred
to Merino-Martínez et al. (2020).

The tests are performed with an unswept flat model of 950 mm chord and 20 mm thickness. The model
features a Modified Super Ellipse (MSE) at the LE withA =6. This design moves the suction peak towards
the LE and reduces the adverse pressure gradient in the LE region (Lin et al., 1992). All of this ensures rapid
development towards a Blasius BL solution. The stagnation point and the LE pressure distribution can be
adjusted with a TE flap. A rectangular cavity of dimensions 428×208 mm2 starting at 𝑥 =380 mm allows

37
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Figure 3.2: Sketch of the IR system illustrating the materials used and the flux of the different heat transfer mechanisms across the layout.

an insert to be placed in the model. During these experiments, a mechanism to create FFS is placed in this
cavity. Finally, the boundary layer over the bottom side is forced to turbulent using a trip strip to avoid flow
separation.

3.1.1. Infrared thermography
IR can provide a temperature map along themodel surface fromwhich the transition front pattern and location
are determined (section 2.3.1).

In figure 3.2, the layout used for the IR measurements performed in this work is shown. The heating
element consists of a printed copper circuit covered by a silicon insulator which supplies heat by Joule effect,
𝑞̇𝑗 (custommade silicon heater from Kracht). An additional insulator is placed on top of the heating element to
reduce heat losses, 𝑞̇𝑐𝑜𝑛𝑑,𝑙𝑜𝑠𝑠. The non-insulated side of the heating element is in contact with an aluminum
tooling plate (Salplan 5000 from Salomon’s Metalen B.V.) which constitutes the base for the step mechanism.
The choice of aluminum for this layer is made based on its high thermal conductivity, which enhances uniform
temperature distribution along the entire plate. A black mate acrylic plate is placed on top of the aluminum
one. The high emissivity of this material (𝜀 ≈ 0.96) makes it ideal for infrared detection.

Different heat transfer convection is experienced along the plate based on the wall-shear stress of the fluid,
which relates to the heat transfer via the Reynolds analogy, as discussed in section 2.3.1. This causes different
equilibrium temperatures along the plate which can be recorded with an infrared camera. Finally, a window
made of IR transparent material (6” × 6” translucent IR material from Edmund Optics) is placed in front of the
camera to allow it to see through the test section walls. The surface temperature difference was kept below
half a degree to avoid interfering with the transition process (Costantini, 2016).

The field of view encompasses the region surrounding the insert¹, with dimensions of 500×300 mm. The
IR camera used is an Optris PI640 which has a sensor size of 640×480 pixels, a spectral range between 7.5 to
13 𝜇m and thermal sensitivity (NETD) of 70 mK. The thermal detector uses an array of thin-film bolometers
placed on the un-cooled focal plane which constitute a pixel size of 17 × 17 𝜇 m and therefore a sensor size of
10.88 × 8.16 mm. A wide-angle lens, 𝑓 = 10.5 mm, is used to capture the entire heated plate. The camera is
placed at 40 cm from the model, giving a magnification factor of 𝑀 = 0.03. The number of frames recorded
was 100 at a frequency rate of 3.5 Hz for each Reynolds number condition to later perform DIT following the
methodology described in section 2.4.1.

3.1.2. Hot­wire anemometry
HWA measurements were taken to inspect the temporal dynamics of the flow close to the step. For that,
a 55P15 Dantec Dynamics hot-wire probe is used to measure boundary layer velocity profiles. Figure 3.3
shows the geometry of this probe. Note that the sting holding the probe is above the wire location which
highly reduces the blockage effect on the measurement and allows for velocity measurements near the wall.
In addition, the inclination of the probe prongs with respect to the wall makes it easier to measure upstream
of an FFS. In these experiments, the closest position where the wire could be set upstream of the (highest) step
in order to avoid touching the prongs with the step edge was 7 mm (see figure 3.3).

A three degrees-of-freedom (DoF) traverse system positions the probe with a step resolution of 2.5 𝜇m.
Fifteen velocity profiles were taken, distributed as indicated in figure 3.4. The choice for a higher number
of profiles in the downstream direction was made based on the indications from literature pointing to the

¹The insert is the only region being actively heated.
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Traverse system

Figure 3.3: Sketch of the 55P15 Dantec hot-wire probe with predominant heat transfer exchange terms indicated. The annotation indicates
the minimum distance to which the wire could be placed upstream of the step to avoid the wire prongs touching the step edge.
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Figure 3.4: Location of HWA profiles and PIV field of view (FoV) with respect to the FFS location. Drawing has scale 2:1.

interesting flow features after the step edge. Each boundary-layer profile consists of 60 measurement points
logarithmically distributed to increase the spatial resolution near the wall (Δ𝑦min = 0.007 mm and Δ𝑦max =
0.32 mm). In addition, the logarithmic spacing leads to a higher resolution around the TS maximum and a
better characterization of the large velocity gradients taking place just after the FFS edge, where the boundary
layer thickness is very small. The HWA sampling frequency was set to 51.2 kHz and the total measuring time
per point was set to 3 seconds to ensure statistical convergence of the mean velocity.

The HWA calibration is performed by placing the wire at the freestream (approximately 10 cm away from
the wall), close to a pressure tap in the midspan, indicated in figure 3.6. The dynamic pressure is computed by
subtracting the static pressure of this tap from the total pressure read by the Pitot static tube.

3.1.3. Particle image velocimetry
Low-speed planar PIV (2C-2DPIV)measurements are performed to characterize the topology of bothmeanflow
and instabilities across an FFS. Figure 3.4 shows the inspected FoV, focused on a region very close to the step,
spanning 40 mm in 𝑥 (15 mm upstream and 25 mm downstream the step), 10 mm in 𝑦 and located along the
midspan of the model, 𝑧 = 0.

Figure 3.5 shows a schematic of the PIV set-up. Both camera and laser are placed on a linear traverse
system. This enables their simultaneous displacement when taking measurements at different spanwise loca-
tions such that the particles remain in focus and the geometrical calibration at the midspan remains valid. The
illuminated particles were recorded by one LaVision Imager sCMOS camera (2560 × 2160 pixels, 16 bit, and
6.5×6.5 𝜇𝑚2 pixel size) placed outside the test section, orthogonal to the light sheet and aligned to the model
surface. The camera was placed as close to the inspected plane as possible (approximately 70 cm away from
the midspan plane) to achieve high spatial resolution. During the acquisition, the image sensor was cropped
to 2560 × 1000 pixels to lower the memory requirements.

To closely examine the boundary layer at the step, a 𝑓 = 200mm telephoto lens is placed on the camera to
achieve large optical magnification,𝑀 = 0.4. During calibration, 𝑓# = 4 is used to focus on the measurement
plane. However, during the measurements, the f-stop was set to 11 to capture more particles within the laser
sheet. With these settings, the resulting particle image is 𝑑𝜏 = 20 𝜇m. Therefore, each particle spans 3
pixels, which is an acceptable ratio (given that there is no over-seeding for particle overlapping to take place)
to avoid the so-called pixel locking. Finally, the inter-frame time Δ𝑡 is set to 19 𝜇s such that the maximum
displacement in the freestream is roughly 25 pixels. Accounting for a typical uncertainty on the particle image
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Figure 3.5: Schematic of the PIV set-up used during Campaign II.
The sketch includes a realistic layout of optics, gadgets used (laser,
camera, etc.), and the signal path (acoustic and laser trigger, etc.).

Field of view (mm) 40×10
Interrogation window (px) 12×12
Overlap (%) 75
Spatial resolution (𝜇m) 16
Dynamic velocity range DVR = 200
Observation distance (mm) 𝑍0 ≈ 700
Magnification factor 𝑀 = 0.4
Recording method Double-frame
Recording lens 200 mm
Pulse delay 19 𝜇s

Table 3.1: Main PIV parameters during the experiments.

displacement of 0.1 pixels, the minimum velocity that could be measured was min(|𝑈|) ≈ 0.08 m/s (if the
freestream velocity is 𝑈 = 21 m/s), i.e. the dynamic velocity range (DVR) is 200. Even though the maximum
particle displacement (25 pixels) is larger than the recommended one (≤ 12 pixels) in this specific problem this
was a trade-off solution necessary to be able to capture the slow flow regions in front of the step.

Synchronization between laser and camera was performed through LaVision Davis Programmable Unit PTU
X. The trigger was generated with an in-house LabView program aimed to design the acoustic pulse and locate
the trigger with a specific time delay after the pulse. The images were captured at a frequency rate of 5 Hz
and 15 Hz when the acoustic pulsed and continuous forcing techniques were used, respectively. Phase-locked
images (1000 frames) were recorded at 6 different phases of the TSwave (Δ𝜙 = [0, 60, 120, 180, 240, 300] deg).
In addition, high-resolution phase-locked images (the phase difference between images was set to Δ𝜙 = 5
degrees) were recorded to build an ensemble of 1944 images from which to compute statistical quantities of
the flow. This set of images is from now on denoted as random.

The number of images recorded in phase-lock mode was 𝑁 = 1000 while 𝑁 = 1944 in random mode.
Later post-processing of the images was performed using LaVision Davis 10.2.0: FlowMaser software where the
final interrogation windows were set to 12×12 px with 75% overlap after applying the multi-pass procedure
described in section 2.3.3.

A Quantel Evergreen dual-pulse Nd:YAG laser (200 mJ) is used to illuminate the particles during a very
short pulse duration (Δ𝑡𝑝𝑢𝑙𝑠𝑒 ≤ 10 ns) with a monochromatic light beam, 𝜆 = 532 nm (green light). Two
spherical (f = -50 and f = 80) and one cylindrical (f = 75) lens were used to create a variable width laser sheet
of thickness 1 mm centered at the midspan of the model, see figure 3.5. The light sheet was sent with an
inclination angle with respect to the model surface to mitigate as much as possible the reflections at the step
edge. Water-glycol particles were created using a Safex fog generator located in the wind tunnel collector to
not perturb the flow and achieve a homogeneous seeding in the test section of approximately 0.018 PPI.

3.1.4. Static pressure measurements
Static pressure taps are distributed on themodel sides, the LE, and in front of the step, as illustrated in figure 3.6.
The aim of the static pressure taps close to the LE is to find the stagnation point. The pressure taps on the
sides and along the span help to determine the spanwise modulation of the pressure due to the test section
sidewalls. Streamwise taps appear shifted in 𝑥 to increase the spatial resolution in this direction. Three ranges
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Figure 3.6: Sketch of pressure taps distribution along the model and insert (not to scale). Horizontal direction is 𝑥 and vertical direction
is 𝑧.

of differential pressure sensors were used based on the location of the pressure taps along the flat plate model.
The pressure imposed in the DNS at the top boundary condition (𝐻 = 0.1 m) is set to match the pres-

sure developing at the wall during experiments in no-step conditions (obtained from averaging right and left
pressure tap rows) assuming that the variation of the pressure in wall-normal direction remains negligible, i.e.
𝜕𝑝/𝜕𝑦 ≈ 0. The wall pressure in step conditions could not be measured during the experiments since the
available pressure taps were located outside the step region (figure 3.6).

The freestream velocity (𝑈∞) is measured with a pitot-static tube located at the centerline of the model
and approximately 10 cm upstream of the LE, i.e. at the entrance of the test section. The dynamic pressure
read from the pitot-static tube is used to normalize the pressure coefficient, 𝐶𝑝.

3.1.5. FFS height adjustment
The model used for these experiments exhibits a rectangular cavity at 380≤ 𝑥 ≤808 mm and -104≤ 𝑧 ≤104
mm (see figure 3.6). In this experiment, an insert is placed in this gap to create FFS and BFS at 𝑥 =380 mm.
The working principle of the mechanism is simplified in figure 3.7 (c) while in figures 3.7 (a) and (b) the final
manufactured mechanism is presented together with the corresponding 3D CAD design.

The mechanism works as follows: two aluminum plates at the front and back of the insert (plate A and
B in figure 3.7 (b) respectively) support the pulling micrometer and the pivoting adjusting screw, respectively.
A floating aluminum plate (plate C) is subjected by two springs fixed on plates A and B. These springs hold
the plate and at the same time ensure an equilibrium of forces with the pulling force of the micrometer and
adjusting screws. Plate C is designed with a spherical cavity at the back which allows rotation compared to the
pivoting adjusting screw. This screw can also adjust the height of the pivoting point such that the upstream
and downstream edges of the insert can be set at the same 𝑦-level. Due to the large streamwise dimension of
the insert, when the micrometer pushes the plate, small inclination angles are achieved for the desired step
heights, e.g. 𝛼 ≈ 0.25∘ for the highest step of the test matrix. This ensures negligible pressure gradients across
the inclined plate, i.e. the flow still behaves as a ZPG flow downstream of the step location.

The step heights were characterized using a Micro-Epsilon 2950-25 laser profilometer (resolution of 2 𝜇m)
which was traversed along the span (-80 ≤ 𝑧 ≤ 80 mm) to evaluate the spanwise uniformity. The resulting
step height is computed using an in-house Matlab code that calculates the average 𝑦-discontinuity measured
along the laser profiles. Results in section 4.1 will show the uniformity of the step height in spanwise direction
as obtained from the laser profilometer.

3.2. Pulsed and continuous acoustic excitation of TS waves
This section introduces the pulsed acoustic forcing strategy, inspired by the method developed by Saric et al.
(1995); White et al. (2000a), and used in the present work to decouple the Stokes wave amplitude from the TS
wave one (refer to section 1.4 in this work). Later, the instrumentation and methodology used to force acoustic
waves are presented.

3.2.1. Working principle of the pulsed acoustic forcing
The literature presented in section 1.4 explains that the appearance of a Stokes wave within the boundary layer
is an immediate consequence of forcing TS instabilities using acoustic waves. White et al. (2000b) suggested
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Figure 3.7: FFS mechanism: (a) CAD model, (b) real model and (c) sketch of the working principle.

the use of intermittent acoustic pulses (denoted as pulsed acoustic forcing in this work) to decouple the Stokes
and TS waves during HWA measurements. In this work, the pulsed acoustic forcing is instead used during the
PIV measurements.

The working principle of the pulsed acoustic forcing using PIV is illustrated in figure 3.8. The direction of
propagation of acoustic and instability waves is indicated based on the location of the speaker with respect to
the LE.When the upstream traveling acoustic waves (red lines in figure 3.8) reach the TE, the first Stokes waves
start to be generated at the streamwise locations influenced by the acoustic front. Finally, acoustic waves will
reach the LE, where TS waves will be generated through receptivity and convected downstream (green line),
in the opposite direction to the (rapidly) traveling acoustic waves. After the final acoustic front of the pulse,
there will be a time region where no acoustic waves will be propagating on top of the model (assuming there
are no reflections) and therefore no Stokes wave will be present. This is the time region where one would be
interested in measuring since only TS waves will be present.

In the example shown in figure 3.8 the signal duration is 200 ms and the pulse duration 100 ms. Using PIV,
one would set the double-frame trigger at 𝑡 ≈ 131.2 ms such that only TS waves are measured within the FoV.
Since the pulse duration is larger (100 ms) compared to the laser pulse separation (9 𝜇s), one can ensure that
TS waves will be present in both frames during the measurement. It is also convenient to force a long acoustic
pulse to ensure proper characteristics of the forced TS waves at the center of the pulse signal². According to
the pulse configuration presented herein, a PIV frequency of 𝑓𝑠 ≈ 1/0.2 ≈ 5 Hz would be required. However,
this frequency is three times lower than the maximum frequency rate of a 2C-2DPIV system (𝑓𝑠 = 15 Hz), i.e
the measurements become three times slower than when using continuous acoustic forcing.

Similar to PIV, HWA measurements would also become slower. However, HWA will in addition require
much more memory than in continuous forcing mode and an additional post-processing phase. From fig-
ure 3.8³ it can be noticed that the available time to measure only TS waves is 𝑡 ≈ 50 ms out of the 200 ms
signal duration, i.e. decoupled TS wave measurements account for just 25% of the measurement time. Hence,
if 3 seconds are necessary to ensure statistical convergence of the HWA signal, the total measurement time
in pulsing mode should be approximately 4 times larger, so 12 seconds. This not only means that the mea-

²Due to the impossibility of the speaker to reproduce a step response, noise is produced at the edges of the speaker’s output pulse. Here
noise is understood as the excitation of multiple frequencies with similar energy levels, i.e. white noise.
³These values are computed assuming that the acoustic wave propagates at 𝑈𝑎𝑐 = 340 m/s and the TS wave at 𝑈𝑇𝑆 ≈ 0.36𝑈∞ ≈ 7.5
m/s.
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Figure 3.8: Shematic of the working principle of the pulsing technique. The right figure illustrates the position of the speaker w.r.t the
A-tunnel cross-section. The left figure is a space-time diagram illustrating the propagation of the acoustic and TS waves during the pulse
duration. Below the diagram, the time intervals where one would find an individual or combined Stokes and TS waves within the RoI are
indicated.

surements will take 4 times longer but that the memory requirements will also become 4 times larger. Adding
up the measurement time required for one point to all the profiles needed, using the pulsed acoustic forcing
with HWA becomes very expensive and time-consuming. This was also noticed by Saric and White (1998). Fi-
nally, an additional post-processing phase is needed to separate the TS wave signal from the rest. This hinders
the analysis of results on-the-fly in the wind tunnel and makes it difficult to detect possible anomalies in the
measurements.

Given the reasoning presented above, in this work, the pulsed acoustic forcing is tested using PIV. During
HWA measurements continuous acoustic forcing is used, prioritizing the number of cases performed to un-
derstand the nature of the problem rather than acquiring a smaller set of cases without the Stokes wave (if
present). Later in section 4.5, it will be determined from PIV measurements to which extent the Stokes wave
affects the TS waves amplitude measured with HWA (if it does affect).

3.2.2. Acoustic set­up
Acoustic waves are generated using a 140W subwoofer with a frequency response of 60-19000 Hz. The speaker
is placed on the wind tunnel collector (2.15 m downstream of the model’s LE) with the driver placed parallel to
the test section such that the acoustic wavefront reaching the LE hits every 𝑧-location as uniformly as possible.

Proper characterization of the wavefront was not performed on the assumption of a planar wave reaching
the LE. If the speaker is represented as a point source, the resulting phase delay between thewavefront reaching
the midspan of the LE model and one reaching the edge of it (the LE spans 0.5 m) is ≈ 0.24∘ (assuming
a wave frequency of 450 Hz and the speed of sound to be 340 m/s). Another possible phenomenon taking
place is the diffraction of the acoustic wave when meeting the test section walls. Due to the small thickness
of the test section walls compared to the wavelength of acoustic waves, 𝜆/𝑡 ≤ 0.005, the wavefront will
bend around these, distorting the wavefront immediately near the walls. This can increase the phase delay
experienced by the wavefront reaching the edges of the LE compared to the wavefront region reaching the
midspan of the model. In addition, the way the acoustic wave convects through the test section could also
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Figure 3.9: (a) Frequency response of speaker (black plot), ideal frequency response (gray plot) and frequencies of interest (dash-lines). (b)
Correlation of input voltage to acoustic amplitude measured by the microphone at the LE for frequencies 550 Hz (∗), 450 Hz (+) and 300
Hz (∘).

modify the uniformity of the incident wave front. All this phenomena could contribute to the receptivity to
oblique waves in the LE region due to a non-planar acoustic wavefront hitting the LE. Therefore, in future
experiments careful characterization of the acoustic wave reaching the LE is necessary if the point source is
set far from the triggering point, i.e. LE.

The acoustic wave amplitude reaching the model’s LE was characterized using a single flush-mounted
GRAS 46AE free-field microphone. Based on the successful performance reported in several works (Li et al.,
2017; Mayer et al., 2019), the microphone side facing the flow was covered with Kevlar fabric to achieve imper-
meability to hydrodynamic pressure fluctuations. Microphone readings were performed simultaneously with
HW readings with a total measuring time of 3 sec to achieve statistical convergence. The resulting microphone
measurements represent a reference point from which to reconstruct the wavefronts reaching the HW probe.
During PIV, microphone readings were also taken to measure the acoustic amplitude.

An in-house LabView program was created to generate a sinusoidal acoustic pulse given the pulse ampli-
tude, frequency, width, and phase shift. In addition, the PIV trigger signal is created given a pulse delay (w.r.t
to the start of the acoustic pulse) and the PIV frequency which in this case was set to equal the acoustic pulse
frequency. Random PIV measurements were achieved by phase-shifting the acoustic pulse by 5 degrees in
each PIV acquisition. Hence, the resulting frames were not explicitly random but high-resolution phase-locked
to reconstruct a large portion of the wave.

The frequency of the acoustic wave is not expected to change from the input to the output signal since
it is uniquely determined by the speaker driver. By contrast, temperature changes will affect the speed of
sound and wave attenuation. However, a report from Harris (1966) shows that the changes in the attenuation
coefficient due to temperature drifts when the humidity is high (≥ 50 %, similar to this experiment) and the
acoustic frequency is lower than 2000 Hz are minimum.

Figure 3.9 (a) shows the speaker frequency response obtained when a sinusoidal sweep signal is input. This
test was performed inside the wind tunnel test section (anechoic chamber) to reduce the effect of reflections
on the frequency response. Conversely to the spectral plateau obtained when the sweep signal is Fourier
transformed, the speaker presents a modulated amplitude response in the frequency range 60-19000 Hz, as
specified by the manufacturer. Figure 3.9 (b) represents the different voltage levels required for each frequency
to obtain similar acoustic amplitudes at the LE. As also observed from figure 3.9 (a), the voltage requirements
for frequencies 300 Hz and 550 Hz are higher than for 450 Hz if the same acoustic amplitude is desired at all
frequencies.



4
Baseline Results: Clean Case

This chapter presents the main results obtained during clean case conditions, i.e. no step. The following results
aim to determine the spanwise uniformity of themodel, the flow quality, and the noise levels in the test section.
In addition, the stability characteristics of the model in clean case conditions are compared with OS and DNS
results to verify agreement with numerical data. Finally, the receptivity of the LE under unforced conditions
is characterized and the performance of the acoustic forcing is discussed, together with the existence of a
possible Stokes wave in the set-up.

4.1. Spanwise flow uniformity
In this section the spanwise uniformity of the model and the step is assessed from the pressure readings at
the wall, the step heights read with the laser scanner, and the PIV fields. Excellent agreement is observed in
figure 4.1 (a) between the pressure readings from the two rows of pressure taps at 120 mm from the midspan
(outside the insert region). In addition, the pressure readings from taps distributed along the span (see figure 4.1
(b)) show small changes in the velocity along z. For instance, at x = 360 mm the pressure taps at z = -120 will
present approximately an external velocity 0.4% larger than the one read at the centerline. Based on these
results, a two-dimensional flow assumption along the flat plate model span is valid within the measurement
region with HWA and PIV.

Figure 4.2 (a) shows a series of surface profiles measured by the laser scanner at different z-stations along
the step insert. Although special care was taken to avoid irregularities at the junction between the aluminum
flat-plate and the acrylic insert, a small gap just before the step with dimensions Δ𝑥gap = 0.26 𝜇m was
measured (figure 4.2 (a)). PIV measurements reveal that the maximum wall-normal velocity measured within
the cavity is 𝑉slot/𝑈ref ≈ −1.4 (figure 4.3 (c)).

The step height is computed using a MATLAB code developed by the Aerodynamics Section in TU Delft
to extract the step height from the laser scanner profiles. First, a linear fit to the laser scanner measurements
upstream and downstream of the step is performed. Secondly, both data fits are rotated to remove the in-
clination of the laser scanner sensor from the measurements. Finally, the wall-normal distance between the
upstream and downstream linear fits is computed to extract the step height as

Δℎ = 𝑦(𝑥 ≥ 0) − 𝑦(𝑥 ≤ 0), (4.1)

where 𝑦 denotes the points from the linear fit once rotated accordingly. The spanwise change of Δℎ in the
clean case is shown in figure 4.2 (b). Similar spanwise modulation is observed in the presence of an FFS. A
larger variance of Δℎ is observed for 𝑧 ≤ 0 (left from the model midspan). This could eventually have an effect
on the transition front modulation in spanwise direction. Finally, the average height measured is ℎ = −8 𝜇m
and the standard deviation is 𝜎 = 7.7 𝜇m when the step height measured at the centerline is ℎ = 0 𝜇m.

Figure 4.3 (a) shows the displacement thickness from xy planes captured with PIV at 𝑧 = (−40, 0, 40)
mm. The maximum 𝛿∗ difference between planes is ±2.1% of 𝛿∗ at the midspan. This difference is not due
to the small variations in the external velocity at different z-locations (as shown in figure 4.1 (b)). If this was
the case, the expected differences would be on the order of ±0.1%. Instead, they could be related to the
different suction rates observed from figure 4.3 (c) at different z-coordinates. Larger suction levels at 𝑧 = 40
mm could explain the larger deviation between 𝛿∗ measured at this z-location with respect to the reference
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Figure 4.1: (a) Chordwise pressure coefficient distribution 𝐶𝑝 from pressure taps at z = 120 mm (red) and z = -120 mm (blue). (b) Spanwise
pressure coefficient distribution from taps at x = 60 mm (blue) and x = 360 mm (black).
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Figure 4.2: (a) Surface profiles in xy as read from laser scanner at z = -40 mm (blue), z = 0 mm (black) and z = 40 mm(red) in no-step case.
(b) Spanwise variation of the step height in no-step case.

Blasius 𝛿∗, as observed in figure 4.3 (a). Finally, figure 4.3 (b) shows negligible differences in the streamwise
velocity component along the span. Similar conclusions can be drawn when acoustic forcing is applied at the
amplitudes of interest.

4.2. Freestream turbulence and background noise
The turbulence levels present in a wind tunnel determine the transition scenario of the experiments. It is
therefore important to verify that the testing environment features low levels of turbulence (approx. 𝑇𝑢 ≤
0.18%) before any experiment to establish whether the flow will experience a natural transition path, which is
usually the one taking place in flight conditions. The turbulence intensity, 𝑇𝑢, was determined by measuring
the streamwise velocity fluctuations taking place at 10 cm from themodel surface with a single hot-wire probe.
𝑇𝑢 was computed as

𝑇𝑢 = 1
𝑈∞
√∫

20𝑘

5
𝑃𝑆𝐷𝑢′(𝑓)𝑑𝑓, (4.2)

which overall resulted in 𝑇𝑢 ≤ 0.06% at the test conditions of the experiments and with the model inside
the test section. For this value of 𝑇𝑢, Mack’s relation (𝑁𝑇 = −8.43−2.4ln(𝑇𝑢)) gives a transition N-factor of
𝑁𝑇 = 9.37.



4.2. Freestream turbulence and background noise 47

3
2

1
0

3
2

1
0

365 370 375 380 385 390 395 400
x [mm]

0.75

0.8

0.85

0.9

0.95

1

1.05

*
[m

m
]

(a) (b) (c)

Figure 4.3: (a) Displacement thickness (𝛿∗) measured with PIV at different spanwise locations, z = -40 mm (blue), z = 0 mm (black) and
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Figure 4.4: (a) Frequency spectrum of pressure fluctuations read bymicrophone in SPL (black plot) and velocity fluctuations of the HWA at
𝑦 = 0.5mm away from the wall (gray plot). (b) Coherence between pressure and velocity fluctuations. Red patch denotes the frequency
band of amplified TS waves in clean case conditions.

Figure 4.4 (a) shows the Power Spectral Density (PSD) results of the velocity fluctuations measured using
a HWA probe placed inside the boundary layer (𝑦 = 0.5mm) and the SPL spectra of the pressure fluctuations
read by a microphone near the LE (using acoustic forcing at 𝑓 = 450 Hz). The relation between these two
signals is relevant to identifying which acoustic contributions are exciting instabilities within the boundary
layer. To quantify the relationship between these two signals the magnitude-squared coherence is computed

𝐶𝑥𝑦(𝑓) =
|𝐺𝑥𝑦(𝑓)|

2

𝐺𝑥𝑥(𝑓)𝐺𝑦𝑦(𝑓)
, (4.3)

where 𝐺𝑥𝑦 is the cross-spectral density and 𝐺𝑥𝑥 is the auto-spectral density, defined as the Fourier trans-
form of the cross-correlation and auto-correlation, respectively, i.e.

𝐺𝑥𝑦 = ∫
∞

−∞
𝑅𝑥𝑦(𝜏)𝑒−𝑖2𝜋𝑓𝜏𝑑𝜏, (4.4)

where 𝑅𝑥𝑦 is the cross-correlation of 𝑢′ and 𝑝′:

𝑅𝑥𝑦(𝜏) = ∫
∞

−∞
𝑢′(𝑡)𝑝′(𝑡 + 𝜏)𝑑𝑡. (4.5)



48 4. Baseline Results: Clean Case

0 0.5 1
U/Ue

0

1

2

3

4

5

y 
[m

m
]

0 0.5 1

u/max( u)

0

1

2

3

4

5

0 0.5 1

u/max( u)

0

1

2

3

4

5

0 0.5 1

u/max( u)

0

1

2

3

4

5

(a) (b) (c) (d)

Figure 4.5: Flow diagnostics without step at 𝑥 = 0.38 m as computed with DNS ( ), BL solver + OS ( ) and measured with HWA
(∘). (a) BL velocity profile. TS wave shape at forcing frequency 𝑓 = 300 Hz (a), 𝑓 = 450 Hz (b) and 𝑓 = 550 Hz (c).

The coherence between these two signals is shown in figure 4.4 (b). The frequency bandwhere disturbances
get amplified within the boundary layer (as predicted from LST) is represented with a red patch. It can be
observed that three main frequencies present a high correlation (indicated with dashed lines). First, a large
correlation peak is observed at 306 Hz, exciting TS waves within the boundary layer. This peak was also
observed in Merino-Martínez et al. (2020) from their microphone array measurements, placed outside the
test section, which indicated that the source was coming from the upper floor. The second and largest peak
corresponds to the frequency at which the acoustic tone is being forced. Finally, a third peak is observed at 612
Hz whose source could not be identified from Merino-Martínez et al. (2020) work or during these experiments.

Changes on the SPL spectrum in the presence and absence of a step remain negligible, as expected. Similar
observations apply for the background noise levels when the cooling system of the PIV laser and camera are
on, thus having almost no effect on the forcing of TS waves. In addition, the SNR measured for the minimum
acoustic amplitude forcing used (𝐴𝑎𝑐 = 0.1 Pa) is SNR ≥ 10, which is an acceptable level to properly track the
acoustic forcing amplitude.

4.3. Boundary layer stability
Stability results in clean case conditions are important to establish that a reference Blasius boundary layer
develops along the measurement region. To validate this, the experimental measurement is compared with
reference solutions obtained using an in-house boundary-layer solver and the DNS results from DLR. In chap-
ter 2 it was shown in figure 2.4 that integral parameters and N-factor results from DNS and BL-OS solver
showed very good agreement with experimental data, verifying Blasius flow in clean case conditions during
the experiments.

Figure 4.5 (b), (c) and (d) present the no-step TS shape profiles measured with HWA when acoustic forcing
at 𝑓 = 300 Hz, 𝑓 = 450 Hz and 𝑓 = 550 Hz is applied. A very good agreement is observed between
experimental and numerical results at 𝑓 = 450 Hz and 𝑓 = 550 Hz frequencies. In contrast, HWA results at
𝑓 = 300Hz show a double-peak modulation while DNS and OS predict a one-peak structure. One can find the
explanation for this double-peak modulation by looking at figure 4.6 (a), where an uncontrolled forcing excites
the TS wave frequency at 𝑓 ≈ 310 Hz when no acoustic forcing is applied. A high coherence value was also
predicted at this frequency (see figure 4.4 (b)). This points out to an overlapping TS wave at 𝑓 ≈ 310Hz forced
by an unintentional acoustic wave present already in the test section. As already mentioned, Merino-Martínez
et al. (2020) found this source coming from the upper floor of the wind tunnel. As a result of this unforeseen
excitation, when the acoustic forcing is set at 𝑓 = 300 Hz, both the forced and unintended TS waves interfere
due to their similar energy levels, creating this unusual peak modulation when 𝑓 ≈ 300 Hz is reconstructed
from FFT. This undesired interference corrupts the comparison between DNS and experiments and also makes
it difficult to accurately predict the wave amplification along x. Nevertheless, it is still interesting to analyze
the amplification behavior of this low-frequency TS wave across an FFS which is why the results at 𝑓 = 300
Hz are also presented in this work.

Finally, the stability bounds predicted from OS are compared in figure 4.6 with the range of unstable TS
waves being naturally forced in the present experimental set-up. It is observed that the instability frequency
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Figure 4.6: (a) PSD of HWA velocity fluctuations measured at the TS wave maximum. (b) N-factor spectrum from OS solver. Note how
OS instability bounds agree with experimental results.

band captured fromHWA (260 ≤ 𝑓 ≤ 600Hz) matches the instability bounds predicted fromOS, as expected.
It remains unclear which background source could be excitingmultiple frequencies in the test section such that
an entire band of TS waves is forced. From the microphone spectra, it is observed that the noise levels in the
test section are very low. Thus being receptivity to wind tunnel background noise unlikely. Moreover, the
A-tunnel has very low turbulence levels. Another possibility could be the presence of high roughness at the LE
or the existence of shedding at the TE. The latter would cause the stagnation point to move according to the
shedding frequency, changing the receptivity characteristics of the model.

4.4. Laminar­to­turbulent transition
Figure 4.7 (b) shows a DIT image in clean conditions with no acoustic forcing. While one can identify the high
Reynolds number transition front within the heating plate, the low Reynolds one lies outside the same, making
it impossible to measure the transition location in clean case conditions. In the present work, when clean case
transition data is provided, it has been computed using the high Reynolds number and LST: the N-factor at
the high Re transition location is taken to obtain the streamwise position at which transition would take place
given the N-factor curve at lower Re (see blue lines in figure 4.7 (a)).

From figure 4.7 (b) it can be observed that well-established turbulent wedges dominate the transition sce-
nario far downstream of the measurement region (340 ≤ 𝑥 ≤ 420 mm). These wedges are generated by the
sidewalls of the test section. If the span of the model was longer, these wedges would not prevail over natural
(TS waves-dominated) transition and, given the test conditions, transition would not take place along the flat
plate model, as predicted by LST and the 𝑒𝑁 model (see figure 4.7 (a)) for the low-turbulence intensity and
noise levels inside the test section.

The observed wedges difficult correct identification of the transition front movement driven uniquely by
TS waves in the presence of an FFS. The observed limitations are especially significant in the case of small FFS,
where wedge-dominated transition still prevails over the influence of the step amplification. Hence, to properly
quantify the effect of FFS on transition, appropriate identification criteria are required to establish whether the
location of the transition front read by the IR camera can be attributed to TS- or wedges-dominated transition.
This will be further discussed in section 5.1.

4.5. Forced and unforced disturbances
As already discussed in the previous sections, this work uses acoustic waves to force single-frequency TS
waves. Two types of acoustic forcing are tested: a continuous and a pulsed signal. The last strategy aims to
decouple the contribution that a possible Stokes wave could have on the TS wave amplitude measurements. To
investigate whether a Stokes wave is present or has a noticeable effect in this set-up, three cases are analyzed
in this section (all in clean case conditions, i.e. ℎ = 0): (1) no acoustic forcing, (2) pulsed, and (3) continuous
forcing at equivalent acoustic amplitudes.
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Figure 4.7: (a) N-factor envelope from OS solver at the test conditions specified in table 2.1 (low-Reynolds, thick black line) and at high
Reynolds number (thick red line) for which the transition front is observed in (b). 𝑁𝑇 denotes the N-factor where laminar-to-turbulent
transition is expected to happen based on the freestream turbulence, 𝑇𝑢 ≤ 0.06. (b) DIT image in no-step and no-forcing conditions at
low-Reynolds, Re = 1.32 × 106 and high-Reynolds number, Re = 1.45 × 106. Dashed magenta lines in (a) and (b) indicate the IR FoV.
Blue lines indicate the transition location and corresponding N-factor at high Re conditions.
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Figure 4.8: Normalized POD modes from 𝑢-component under pulsed acoustic forcing conditions.

Snapshot POD is used to identify the topological differences of the most energetic modes. Using POD it is
possible to decouple the TS waves from the rest of background disturbances, including the Stokes wave which,
given their higher phase velocity and thus longer wavelengths, can be topologically separated from the TS
waves.

Figure 4.8 shows the four most energetic PODmodes when using a pulsed acoustic forcing strategy. Equiv-
alent modes are observed in continuous acoustic mode. In the absence of acoustic forcing, mode 𝜙(1)𝑢 and 𝜙(2)𝑢
are the only ones with relevant energy levels, see black bars in figure 4.9 (a). Therefore, these modes must be
linked to other phenomena intrinsic to the wind tunnel background, e.g. a standing wave.

Figure 4.9 (a) shows the energy fraction of the first 10 modes obtained under pulsed (blue), continuous
(red) and no forcing (black). Both continuous and pulsed cases show an energy increase in modes 1 and 2.
As expected, two new modes emerge with high energy contribution, corresponding to a convective instability
with a characteristic wavelength (see figure 4.8 (c) and (d)) proportional to the forced frequency: the forced TS
waves.

Multiplication of each PODmode by its corresponding temporal coefficients allows to reconstruct the flow-
field of individual modes. In this work, for each reconstructed mode, the root mean square of its 𝑢 component
in time is computed and the resulting RMS field is averaged in streamwise direction. Figure 4.9 (b)-(e) presents
the wall-normal profiles of RMS(𝑢) for each POD reconstructed field. Figure 4.9 (d) shows the results from
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Figure 4.9: (a) Energy fraction per mode from POD cases. (b) Root mean square of reconstructed flowfield of 𝑢-component from POD
modes (b) 1, (c) 2, (d) {1, 2} and (e) {3, 4}. No acoustic forcing case (black), pulsed forcing (blue) and continuous forcing (red).
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Figure 4.10: (a) PSD from HW signal in no-step and no-forcing conditions at 𝑥 = 420 mm at different y stations. Colored areas indicate
the frequency bands where the signal was bandpass to retrieve the disturbance profiles in figure 4.11. (b) Contours of PSD at same
conditions and streamwise location as (a).

reconstructing the flowfield with modes 1 and 2. Both modes are identified as background disturbances due to
their long wavelengths and their non-zero velocity components in the freestream, which clearly distinguishes
them from TS waves.

From figure 4.9 it becomes evident that there are no noticeable differences between using continuous and
pulsed acoustic forcing. If there was a strong Stokes wave dominating the continuous forcing scenario, one
would expect large differences in the RMS levels between continuous and pulsed/non-forced cases. Instead,
all three cases show similar RMS levels for the two dominant POD reconstructed disturbances (𝑢1,2 and 𝑢3,4).
Hence, it could be argued that if there is a Stokes wave in this set-up, its effect is so mild that it is probably
overshadowed by the large background disturbances present in the facility. In the remaining of this section,
the origin of the background disturbances observed from POD is investigated making use of the PSD results
from HWA measurements.

Spectral data from HWA in no-step and no-forcing conditions can help to identify the characteristic fre-
quencies of the observed background disturbances and verify whether the microphone also reads them, i.e. if
they are due to external noise sources. Figure 4.10 (a) and (b) show the PSD measured at x = 420 mm along 𝑦.
From contours in figure 4.10 (b) one can identify the TS waves due to their characteristic dual-lobe structure.
The rest of contours show large energy content close to the wall with no second maximum present, similar to
POD modes 1 and 2. Bandpassing the HWA spectral data within these frequency ranges could help to deter-
mine whether the wall-normal profiles retrieved from POD resemble the low-frequency content in the HWA
spectra.

Figure 4.11 shows the wall-normal profiles obtained when the HWA spectra is bandpass at the frequency
bands specified in figure 4.10 (a) by colored patches. Figure 4.11 (a) shows that the boundary layer gradient
(𝜕𝑈/𝜕𝑦) presents good agreement with the HWA fluctuations between 25 ≤ 𝑓 ≤ 100 Hz. Thus, the peaks
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Figure 4.11: Wall-normal profiles of the resulting disturbances from bandpassing the PSD signal at the frequency bands indicated in
figure 4.10 (a) with the same color notation used herein for the profiles. In (a) the magenta line represents the mean shear (𝜕𝑈/𝜕𝑦)
obtained from derivating the HWA meanflow velocity profile along 𝑦.

registered across that frequency band are oscillations (natural frequency plus harmonics) of the sting holding
the HWA probe (Eppink, 2020). On the other hand, figure 4.11 (b) shows the wall-normal profile of the sub-
harmonics. The existence of subharmonic modes in the set-up is further explored in section 5.6. Figure 4.11
(c) and (d) clearly correspond to TS waves, as previously predicted. None of the profiles shown in figure 4.11
presents good correlation with the u-RMS profiles from POD. Thus, it is unclear the origin of POD modes 1
and 2. However, it can be noticed from figure 4.11 (a) that the value of the bandpass data is different than
zero in the freestream, similar to the wall-normal profiles from POD modes 1 and 2 shown in figure 4.9 (d).
This indicates that the HWA probe oscillations could be masking other underlying unsteady behavior taking
place also at low frequencies (which would be in accordance with the observed long wavelengths of these
background modes from POD). This would explain why they become visible in the PIV measurements.

In future experiments using the same model and facility, it is highly recommended to identify the origin
of these background disturbances and remove them (if possible) before starting the measurements.



5
Results with Forward­Facing Steps

This chapter presents a detailed analysis of how different step heights affect the growth and topology of the
fundamental mode and its harmonics in the vicinity of the step. First, section 5.1 provides an overview of
how laminar-turbulent transition is modified with different step heights. In addition, previous experimental
results on TS-FFS transition are compared with the present experiments. The meanflow modulation caused
by different step heights is analyzed in section 5.2. In section 5.3, section 5.4 and section 5.5 and section 5.6
a comprehensive analysis of the effect of the step height on the growth, distortion, energy production, and
spectral content of the perturbation field at a fixed forcing frequency, 𝐹 = 90, is presented. Later, section 5.7
briefly discusses the effect of modifying the disturbance frequency on the growth experienced over the step.

2D DNS results are shown in clean (ℎ/𝛿∗ = 0) and subcritical (ℎ/𝛿∗ = 0.775) step conditions. 2D DNS
in critical (ℎ/𝛿∗ = 1.462) and supercritical (ℎ/𝛿∗ = 1.950) step conditions could not be performed given
the large non-linear effects present in these cases, which give rise to three-dimensional flow in the vicinity
of the step. Nevertheless, HWA and PIV results are presented in critical and supercritical step cases. Hence,
experimental and numerical comparison is only available in subcritical step conditions. Finally, note that, if
otherwise not indicated, the step location is at 𝑥 = 380 mm in the following plots.

5.1. Transition front movement
Previous literature on TS waves dominated transition with FFS report that the transition location moves up-
stream for higher steps, i.e. increasing the step height has always a destabilizing effect. However, while all
previous authors (concerned with experimental works) agree on the latter, their data do not show agreement
with respect to how the transition moves upstream when the step height is increased. More specifically, while
Wang and Gaster (2005) and Perraud et al. (2014) observe a rather abrupt movement of the transition front for
critical step heights (ℎ/𝛿∗ ≥ 1.5) Costantini (2016) and Crouch and Kosorygin (2020) results point towards a
gradual movement of transition with ℎ/𝛿∗.

In the present experiments, seven step heights and a clean configuration have been tested at a fixed
Reynolds number under forced and unforced conditions, as indicated in table 2.3 from section 2.1.

Figure 5.1 shows the transition front as retrieved from the IR thermalmaps after applyingDIT. Note that the
flow comes from left to right so that the low Reynolds transition front (marked with green dots) is at the right
of the image and the high Re one at the left. For the smallest step case, ℎ/𝛿∗ = 0.475, the transition scenario is
dominated by two turbulent wedges originating from the intersection of the flat plate model and the side walls
of the test section. Thus, this case has been discarded from the analysis since the BL transition is not uniquely
attributed to the interaction of TS waves with the step. Step cases at ℎ/𝛿∗ ≥ 0.475 present a more uniform
front distribution (note that the front variance diminishes) at the center of the insert, indicating that transition
is most likely driven by TS waves in these regions. The transition location for step cases ℎ/𝛿∗ ≥ 0.475 is
estimated from the intersection of the linear fit (solid magenta line) with themodel centerline, 𝑦 = 0, following
the procedure of Rius-Vidales and Kotsonis (2021).

Other features observed from figure 5.1 include the tilting of the transition front, with transition taking
place upstream at 𝑦 > 0. This tiltingmight come from themisalignment of the test section side walls, affecting
the inclination of the wedges, or by different roughness, levels left and right of the LE. This is not triggered
by any spanwise non-uniformity of the step geometry since in chapter 4 it was observed from figure 4.2 (b)
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Figure 5.1: Transition front identification using DIT for different step heights with forcing frequency 𝐹 = 90. Green dots indicate the
transition front, dashed and solid magenta lines illustrate the variance and the linear fit to the front, respectively. Yellow dashed lines
indicate the location of the step edge, 𝑥 = 380 mm. Flow comes from left to right.
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Figure 5.2: Transition front movement along the heating plate for increasing step height at different forcing conditions, as specified in
table 2.3. Flow comes from left to right. Increasing color intensity indicates increasing step height, i.e. blue denotes clean case while
brown indicates the highest step case (ℎ/𝛿∗ = 1.950).

that an opposite effect on the transition front tilting would be otherwise observed. Moreover, the transition
front would not appear parallel to the step edge when it approaches the step location, as observed for ℎ/𝛿∗ ≥
1.654 in figure 5.1. Finally, from the IR thermal maps, it can be observed that the transition front features a
streaky pattern uncommon in TS-dominated transition scenarios. This can be spotted both on the high and low
Reynolds transition fronts. However, given the low turbulence levels on the A-tunnel, no streaks are expected
to take place since in this type of configuration an H- or K-type transition scenario (Kachanov, 1994) is usually
reported. Spectral data from HWA measurements in section 5.6 will provide further details into which type
of transition scenario could be taking place after the step to explain the onset of such a streaky pattern in the
transition front.

Figure 5.2 shows the transition frontmovement with different step heights at the three acoustic frequencies
tested and in unforced conditions. The results show that transition is mainly driven by the breakdown of
instabilities already present in unforced conditions, i.e. band of natural¹ TS waves. This indicates that the
acoustic amplitudes used during the experiments were sufficiently small to not alter the natural transition
scenario but sufficiently large to identify them when performing an FFT.

Figure 5.3 (a) shows the Reynolds number based on the transition location (Re𝑥𝑇 ) obtained in the present
experiments under forced and unforced conditions. In addition, the experimental data from Wang and Gaster
(2005) is included based on the similarities that their set-up (unswept flat plate and similar relative step heights)
and freestream conditions (zero pressure gradient and low turbulence intensity) have with the present exper-
iments.

Large differences are observed between the Re𝑥𝑇 values of Wang and Gaster (2005) and the present work.
This was also observed in chapter 4 when it was noticed that the N-factor obtained from OS (in clean case
conditions) at the transition location obtained from experiments was lower than predictions from the 𝑒𝑁-
method. There are two plausible reasons for which the transition location in clean case conditions takes place
further upstream than expected. First, the turbulent wedges of the test section side-walls (clearly noticeable
from the thermal IR maps in figure 5.1) could be interfering with the natural transition front, promoting early
transition. Secondly, high roughness present at the LE. Finally, receptivity at the LE could be affected by other
acoustic sources coming from resonance effects in the open-jet facility, e.g. standing waves (Sec. 16.1.4 in

¹Natural is used to denote TS waves which have been forced by the receptivity of the LE to background disturbances, e.g. wind tunnel
noise combined with minute roughness at the LE.
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Figure 5.3: (a) Reynolds transition (Re𝑥𝑇 ) as a function of the relative step height (ℎ/𝛿∗). Data digitized from Fig.4 in Wang and Gaster
(2005) (□) and these experiments (∘). (b) N-factor decrease at transition, Δ𝑁, as a function of the relative step height. Data fit digitized
from Fig. 7 in Wang and Gaster (2005) ( ), Fig. 6.4.2.1 (d) in Costantini (2016) ( ), Δ𝑁 = 1.6ℎ/𝛿∗ model from Crouch et al. (2006)
( ) and the present experiments (∘). Unforced (black) and forced conditions at 𝐹 = 60 (blue), 𝐹 = 90 (green) and 𝐹 = 110 (magenta).
Confidence bands indicate uncertainty on the transition front measurements.

Tropea et al. (2007)), or from a global feedback loop generated by vortex shedding at the TE. This could explain
why, under such low levels of turbulence intensity, the range of naturally excited TS waves has a rather high
amplitude, as observed from spectral HWA results under unforced conditions (see figure 4.6 in chapter 4).

In FFS-TS transition-related literature, Δ𝑁 is used to isolate the effect of the step on transition from the
freestream conditions, enabling proper comparison between different experimental works. This parameter
represents the decrease of the N-factor at transition with respect to the clean case N-factor due to the presence
of a roughness element, i.e. Δ𝑁 = 𝑁𝑇0 −𝑁. The clean transition front takes place outside of the heating plate
in these experiments (see the location of the silicon heater in figure 3.1). Hence, to compute𝑁𝑇0 , the clean case
transition has been estimated using linear stability theory (LST) based on the transition location at a higher
Reynolds number.

Figure 5.3 (b) shows the Δ𝑁 results from this work compared to the different models and fits for Δ𝑁 from
Wang and Gaster (2005), Crouch et al. (2006) and Costantini (2016). The present results show a nearly linear
dependence of Δ𝑁 with the relative step height (ℎ/𝛿∗), similar to the model proposed by Crouch et al. (2006)
but with a lower slope, i.e. the FFS appears more detrimental for laminar-turbulent transition in Crouch et al.
(2006) experiments.

From figure 5.3 (b) it can be observed that neither of the models presented nor this experiment’s results
present good correlation. For instance, while the model of Crouch et al. (2006) predicts a gradual movement
of the transition front with ℎ/𝛿∗, the data fit of Wang and Gaster (2005) depicts an exponential-like increase
of Δ𝑁, indicating that higher steps quickly advance transition towards the step location compared to smaller
steps. Other authors (Costantini, 2016; Edelmann and Rist, 2015) have already noticed the large differences
in Δ𝑁 from different experimental works. Costantini (2016) argued that possible explanations for this could
comprise the different measurement techniques used to identify transition location or the effect of the step
location on the increase in Δ𝑁. Moreover, an additional source of discrepancy between the experimental
data could be related to the different types of mechanisms governing transition in the clean case from each
experimental set-up, which could be also modifying the onset of transition in the presence of steps. In this
sense, the most optimal experimental set-up to study the influence of FFS on transition driven uniquely by TS
waves under zero pressure gradient is the one of Wang and Gaster (2005). The rest of experimental works also
include the effect of the pressure gradient (Crouch et al., 2006), the Mach number (Costantini, 2016; Perraud
et al., 2014), the wall-temperature (Costantini, 2016), and the side-wall wedges (present experiments). The
latter makes it very difficult to ascertain what is the individual effect of the step on transition since, from the
given comparison (figure 5.3 (b)), it becomes unclear whether these effects are effectively being removed from
the effect of the step when they are plotted in terms of Δ𝑁.

Finally, it is also important to notice that none of the previous literature accounts for the amplitude of the
TS wave at the step location. Even though𝑁𝑇,0 would be (presumably) effectively isolating the smooth-surface
transition from the effect of the step, one is inherently assuming that the amplitude of the incoming instability
will not affect the N-factor increase provoked by the step. If the step was sensitive to the amplitude of the
incoming instability, this would explain why the different experimental data do not show good correlation
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Figure 5.4: (a) Pressure coefficient at the wall, (b) displacement thickness (𝛿∗), (c) shape factor (𝐻) and (d) momentum thickness (𝜃).
Symbols denote experimental data and full lines DNS. Clean (black), subcritical (blue), critical (green) and supercritical (orange) step
cases. Confidence bands for experimental data are included. Note that DNS data is only provided in clean and subcritical step cases. Step
is at 𝑥 = 380 mm.

in terms of Δ𝑁. Future attempts to compare experimental data on laminar-turbulent transition with TS-FFS
should provide information on the amplitude of the TS wave upstream of the step when comparing Δ𝑁 values.

5.2. Meanflow modulation at the step
How themeanflow is modified close to the step can be largely described by the change of the pressure gradient.
figure 5.4 (a) shows the pressure coefficient at the wall from DNS results in clean and subcritical step case
conditions. The pressure imposed in the DNS at the top boundary condition is set to match the pressure
developing at the wall during experiments in no-step conditions. However, since the pressure exhibits a weak
variation in wall-normal direction (𝜕𝑝/𝜕𝑦 ≈ 0), small differences are observed in figure 5.4 (a) when comparing
pressure tapmeasurements (indicated by black circles) and wall pressure fromDNS at ℎ/𝛿∗ = 0. Wall pressure
in step conditions could not be measured during the experiments since the available pressure taps were located
outside of the step region (see the set-up sketch in figure 3.1).

Figure 5.4 (b), (c), and (d) show the effect that the pressure gradient build-up by the step has on the integral
boundary layer parameters (displacement thickness, shape factor, and momentum thickness, respectively).
Furthermore, figure 5.5 shows the change of the velocity profiles at different streamwise locations for different
steps. Note that, given the impossibility of measuring with HWA the velocity in the near-wall, the integral
boundary layer parameters are computed assuming a linear fit towards the wall in the experimental velocity
profiles. While this is valid in the case of zero pressure gradient, in the presence of a step this approximation
becomes increasingly inaccurate. Therefore, higher errors are expected between DNS (if available) and HWA
measurements with increasing step height. Nevertheless, DNS results in subcritical step conditions show very
good agreement with experiments.

From figure 5.4 (a) it can be observed that the boundary layer is subject to a progressively growing adverse
pressure gradient as it approaches the step. Regions of low momentum close to the wall are subject to large
curvature (𝜕2𝑈/𝜕𝑦2) changes due to the pressure gradient (figure 5.5). This creates an inflection point within
the boundary layer which moves away from the wall as the adverse pressure gradient increases (note maxima
of 𝜕𝑈/𝜕𝑦 in figure 5.5). The loss of streamwise momentum close to the wall forces the boundary layer to
expand in 𝑦, increasing its thickness, as observed from figure 5.4 (b), (c), and (d).

Right at the step edge, an infinitely large favorable pressure gradient takes place followed by a gradual
adverse pressure gradient which recovers the no-step pressure levels further downstream (figure 5.4 (a)). A
direct consequence of such a strong favorable pressure gradient is that the boundary layer becomes extremely
thin at the step edge (see figure 5.4 (b), (c), and (d)). This has large consequences on the velocity profile
curvature as observed in figure 5.5. Information about the boundary layer curvature in the near-wall can
be directly retrieved from the pressure gradient as (from the 𝑥-momentum equation for a two-dimensional,
incompressible flow, neglecting 𝜇𝜕2𝑈/𝜕𝑥2 and assuming 𝑈 ≫ 𝑉):
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Figure 5.5: Normalized wall-normal velocity profiles of 𝑄 (with 𝑄 = √𝑈2 + 𝑉2) ( ) and 𝜕𝑈/𝜕𝑦 ( ). Lines denote DNS
data and symbols (∘) HWA results. Subcritical (a), critical (b) and supercritical (c) step cases, represented in colors. Clean case
results are included in all step cases and represented in black. The streamwise locations plotted are at (from left to right) 𝑥 =
[341, 361, 374, 381, 383, 391, 401, 421] mm with the step at 𝑥 = 380 mm. The horizontal spacing between profiles is set to Δ = 1.2
for legibility.
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𝜕𝑦2 = 𝜌𝑈

𝜕𝑈
𝜕𝑥 +

𝜕𝑝
𝜕𝑦 . (5.1)

The work of Stratford (1959) provides a very intuitive derivation that revolves around equation (5.1) to
explain how the pressure gradient affects different parts of the boundary layer. equation (5.1) shows that the
curvature change of the boundary layer is governed by a balance between the pressure gradient (second term
on the right-hand side) and its streamwise momentum (first term on the right-hand side). Stratford claims
that, close to the wall, the flow has very low momentum and all the burden of an adverse pressure gradient
must be balanced by a change of the profile curvature. In practice, this is reflected as a defect or reversal of
velocity in the near-wall depending on how large is 𝜕𝑝/𝜕𝑦. Conversely, in the outer layer, the adverse pressure
gradient is mainly balanced by the high momentum in this region, being 𝜕2𝑈/𝜕𝑦2 ≈ 0 in this region. The
large curvature differences between the outer and inner layers need to merge smoothly somewhere along 𝑦.
This explains the onset of an inflection point in flows presenting large pressure gradients.

The idea described by Stratford (1959) results useful to reason the emergence of the two inflection points
(note mean shear profiles in figure 5.5 (a) at 𝑥 = 380mm) observed in the boundary layer after the step edge.
This modular composition of the boundary layer is the result of the curvature change undergone due to the
presence of two quasi-simultaneous opposite pressure gradients at the step (figure 5.4 (a)). It would appear
that the effect of such a strong and delimited favorable pressure gradient persists after the step imprinted
in the boundary layer curvature. Further downstream this is suppressed and the adverse pressure gradient
prevails: note the merging of the two peaks in 𝜕𝑈/𝜕𝑦 (i.e. inflection points) from figure 5.5 (a) and the dashed
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Figure 5.6: Contours of meanflow U ((a) and (c)) and V ((b) and (d)) components from PIV ((a) and (b)) and DNS ((c) and (d)) for ℎ/𝛿∗ =
0.775. Streamlines (gray ), recirculating regions (white ) and inflection points ( ) are also indicated.

Figure 5.7: Contours of meanflow U ((a) and (c)) and V ((b) and (d)) components from PIV ((a) and (b)) and DNS ((c) and (d)) for ℎ/𝛿∗ =
1.462. Streamlines (gray ), recirculating regions (white ) and inflection points ( ) are also indicated.

Figure 5.8: Contours of meanflow U (a) and V (b) components from PIV for ℎ/𝛿∗ = 1.950. Streamlines (gray ), recirculating regions
(white ) and inflection points ( ) are also indicated.

contour lines in figures 5.6, 5.7 and 5.8 (a), indicating the location of the inflection points.
Figure 5.6 shows the streamwise and wall-normal meanflow velocity contours as obtained from PIV and

DNS for a subcritical step. PIV results at critical and supercritical steps are shown in figure 5.7 and figure 5.8.
Upstream of the subcritical step case (figure 5.6) there is a very small region of recirculating flowwhich is inter-
rupted by the geometrical suction slot present in front of the step in both experiments and DNS. Downstream
of the step there is no recirculating flow, as expected from the preliminary test matrix design performed in
section 2.1. Upstream of both critical and supercritical steps (figures 5.7 and 5.8) the recirculating region is
also modulated or directly broken due to the effect of the geometrical suction slot.

In line with experiments from Eppink and Casper (2019) and Rius-Vidales and Kotsonis (2021), and DNS
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results from Shahzad (2020) and Casacuberta et al. (2021), a kink in the U meanflow component just at the
step edge is also observed herein at all step heights, see figures 5.6 (a), 5.7 (a) and 5.8 (a). This effect seems to
become stronger for higher steps. Eppink and Casper (2019) argue that this phenomenon can be explained by
resorting to continuity. In short, the rapid displacement of wall-normal momentum away from the wall (see
figures 5.6, 5.7 and 5.8 (b)) needs to be compensated by an also rapid streamwise momentum injected close to
the wall. The reader is referred to Eppink and Casper (2019) for further details on the relationship established
by the authors between these observations and the continuity equation.

Finally, while the baseflow distortion experienced upstream of the step can be widely observed in a number
of well-studied stability problems (upstream of LSBs, in regions of mild adverse pressure gradient, etc.), the
one observed immediately downstream (note the double inflection point in the boundary layer) is rarely found
in the literature. Therefore, the direct implications that this complex modulation of the baseflow will have on
the stability of the perturbation field are difficult to foresee.

5.3. Growth of the fundamental mode and harmonics over the step
As observed in the previous section, the step strongly distorts the meanflow within a very short streamwise
extent. This abrupt change in the flow is immediately perceived by the perturbation field, which distorts and
grows accordingly. This section is concerned with the growth of the fundamental mode and its harmonics for
the most amplified TS wave at the step (𝐹 = 90) with different step heights. Later, in section 5.7 a similar
analysis will be performed for the rest of frequency cases, i.e. 𝐹 = 60 and 𝐹 = 110.

Figure 5.9 shows HWA and DNS results of the N-factor evolution, defined based on the maximum of |𝑢̂|, for
the fundamental mode and its harmonics at different step heights. Note that in figure 5.9 (d) no experimental
data is given for the third harmonic from neither clean nor subcritical cases. This is so because these quantities
were below the SNR of the HWA measurements, being their values non-conclusive for comparison with DNS.
In addition, figure 5.10 shows the absolute amplitude of the fundamental mode and harmonics for every step
to gain insight into the importance of non-linear effects in each case.

Figure 5.9 (a) shows very good agreement between DNS and experimental data in terms of the fundamental
mode amplitude and its growth in clean and subcritical step conditions. In all step cases the fundamental mode
(figure 5.9 (a)) undergoes exponential growth upstream of the step due to the presence of an adverse pressure
gradient. However, downstream of the step, the amplification trends differ for every step. On the one hand,
in the subcritical step case, the fundamental mode initially exhibits decay, trying to converge to clean case N-
factor levels. However, at 𝑥 = 420 mm it destabilizes again. On the other hand, the critical step case exhibits
a short region of decay right after the step (figures 5.9 and 5.10 (a)) but immediately downstream it undergoes
an exponential-like amplification. Something similar is observed in the supercritical step case. However, in
that case, the fundamental mode saturates and the transition regime starts within the HWA measurement
domain (at around 𝑥 = 400 mm).

The harmonic behavior in the presence of a step largely varies from each harmonic (figure 5.9 (b)-(d)). While
the subharmonic content (figure 5.9 (b)) grows exponentially in streamwise direction even after the step, the
second harmonic (figure 5.9 (c)) presents irregular growth after the step, similar to the first harmonic. The
third harmonic (figure 5.9 (d)) shows similar behavior to the second and first harmonics for the subcritical step
case but depicts continuous growth in the case of critical and supercritical steps.

Examination on figure 5.10 (a)-(d) shows that the subharmonic content is particularly dangerous given its
comparable amplitude with the fundamental mode, indicating that the subharmonic regime is likely growing
due to non-linear interaction with the fundamental mode. In addition, its growth is enhanced for higher steps,
being it even larger than the fundamental mode in the supercritical step case (see figure 5.10 (d)). Note that the
subharmonic mode is not obtained from DNS. This indicates that this mode is not generated from non-linear
interaction when only the fundamental mode is excited. Therefore, it must come from the non-linear interac-
tion between the fundamental mode and other modes excited in the experimental set-up due to background
disturbances. The origin of the subharmonic regime during the experiments and its growth in the presence of
an FFS will be later discussed in more detail in section 5.6.

Profiles of the fundamental mode shape function and the mean shear are shown in figure 5.11 for different
step heights. Very good agreement is observed between DNS and experimental results in clean and subcritical
step conditions (figure 5.11 (a) and (b)). Although experiments do not reach to measure the near-wall peak
after the step observed in figure 5.11 (b), they accurately capture the highly distorted TS shape at 𝑥 = 420
mm, which, interestingly, takes place in a region where the meanflow has already recovered to clean case
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Figure 5.9: N-factor evolution of the |𝑢̂| maximum from the fundamental mode (a), subharmonic mode (b), second (c) and third (d)
harmonics. Full lines denote DNS data (in clean and subcritical step cases) and symbols HWA measurements. Clean case (ℎ = 0 mm,
black), subcritical (ℎ = 0.775 mm, blue), critical (ℎ = 1.462 mm, green) and supercritical (ℎ = 1.950 mm, orange) step cases. The
frequency of the fundamental mode is 𝐹 = 90. Note that dashed lines are not numerical data but just have the purpose of tracing the
HWA points.
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Figure 5.10: Absolute amplitude for different step heights: clean case (a), subcritical (b), critical (c) and supercritical (d) step conditions.
Full lines denote DNS data (in clean and subcritical step cases) and symbols HWA measurements. Fundamental mode (𝐹 = 90, black),
subharmonic mode (𝑛 = 0.5, gray), second harmonic (𝑛 = 2, blue) and third harmonic (𝑛 = 3, orange). Note that lines between
experimental points are only for indicative purposes on the data trend.

conditions (note figure 5.4 (c) and figure 5.5 (a)).
From figure 5.11 (b)-(d) it can be observed that upstream of the step, the TSwave becomes thicker in regions

where the maximum of 𝜕𝑈/𝜕𝑦 grows in wall-normal direction, as a consequence of the stronger adverse
pressure gradient close to the step. At some point, this effect becomes so strong (note the supercritical step
case in figure 5.11 (c)) that the TS wave exhibits an M-like modulation, characterized by an additional peak
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Figure 5.11: Wall-normal profiles of the fundamental mode (𝐹 = 90) in terms of |𝑢̂| (black) and 𝜕𝑈/𝜕𝑦 (gray). Full lines denote DNS data
and symbols (∘) HWA results. Clean (a), subcritical (b), critical (c) and supercritical (d) step cases. The streamwise locations plotted are
at (from left to right) 𝑥 = [341, 361, 374, 381, 383, 391, 401, 421] mm with the step at 𝑥 = 380 mm. The horizontal spacing between
profiles is set to Δ = 1.2 for legibility. Note that the dashed-dotted lines in (c) and (d) are not numerical data but just intend to trace the
experimental data points for easier interpretability.

above the original lobe. Downstream of the step an additional peak is seen to emerge in the near-wall in
the subcritical step case DNS results (figure 5.11 (b)), taking place in a region where 𝜕𝑈/𝜕𝑦 also exhibits a
pronounced increase. Although hardly visible, HWA measurements also present an emergent near-wall lobe in
the TS shape function in the supercritical step case (figure 5.11 (b)) which also correlates with a peak in 𝜕𝑈/𝜕𝑦.
The observed correlation between the different peaks in the TS shape function and the mean shear indicates
that these features could be related to the growth of the fundamental mode driven by the production term in
the Orr-Reynolds equation, which is proportional to 𝜕𝑈/𝜕𝑦. Interestingly, the same link cannot be established
in the case of the distorted TS shape observed at 𝑥 = 420 mm in the subcritical step case (figure 5.11 (b)),
which takes place in a region where the mean shear is similar to clean case conditions.

Casacuberta et al. (2021) also observed a similar near-wall peak in the crossflow profile after the step edge.
The authors attributed this peak to the insurgence of a secondary perturbation with equivalent wavelength to
the primary crossflow mode. Evident differences (three-dimensional and steady problem) between their work
and this one make it impossible to establish a link between them. However, it is nevertheless interesting to
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Figure 5.12: (a) N-factor of the different peaks in the fundamental mode (𝐹 = 90) shape function from DNS in subcritical step case
conditions. Full lines indicate the maxima of |𝑢̂| (black) and |𝑣̂| (red) while dashed lines indicate the secondary peaks different from the
maxima. (b) N-factor based on the maxima of |𝑢̂| (black) and |𝑣̂| (red) from DNS for the fundamental mode (𝐹 = 90) in subcritical step
case conditions. Equivalent results from the OS solver computed with the DNS baseflow are indicated in blue. The green patch indicates
the maximum streamwise extent of the secondary peak.

observe that a similar baseflow subject to different incoming instabilities shares similar flow features in the
vicinity of the step.

The evolution of different peaks observed from the TSwave shape function have been tracked in streamwise
direction to gain insight into their extent and amplification. Full lines in figure 5.12 (a) represent the N-factor
based on the maxima of |𝑢̂| and |𝑣̂| from DNS results. In turn, dashed lines indicate additional peaks emerging
in the TS shape which are different from the TS maxima and take place inside the boundary layer region². The
green patch in figure 5.12 (a) represents the streamwise extent of the secondary near-wall peak.

From figure 5.12 (a) it is observed that approximately 10 mm upstream of the step both |𝑢̂| and |𝑣̂| TS
wave maxima start to present very different amplification trends. Immediately in front of the step, the max-
imum in |𝑣̂| experiences rapid growth while |𝑢̂| decays. This uncoupled growth trends between |𝑢̂| and |𝑣̂|
can be explained by the distortion that the step geometry induces on the perturbation streamlines, making all
the perturbation streamwise momentum to be transferred to the wall-normal direction. This will be clearly
illustrated in section 5.5 when examining the disturbance streamline results (see figure 5.20). After the step
edge, all wall-normal momentum is again transferred to the streamwise component of the disturbance, mak-
ing |𝑢̂| and |𝑣̂| to experience a sharp growth and decay, respectively (note the immediate region after x = 380
mm in figure 5.12 (a)). Right at this region a near-wall peak develops in the TS shape function, as observed
from figure 5.11 (a), in both |𝑢̂| and |𝑣̂| components. The amplitude of this peak is normalized with its initial
amplitude in figure 5.12 (a) (the amplitude measured at the position where it is first identified). Interestingly,
the near-wall structure grows in the region where there is strong transfer of disturbance momentum from the
wall-normal to the streamwise component, i.e. where |𝑢̂| and |𝑣̂| exhibit decoupled growth. Afterwards, it
decays and merges with the original TS maxima, as observed from the disturbance profiles in figure 5.11 (a).

Linear Stability Theory (LST) results are computed and compared with the DNS results for a subcritical
step case. LST assumes parallel flow, i.e. the growth of disturbances depends uniquely on the baseflow profile
at a particular 𝑥 location. In the vicinity of the step, due to the existence of a strong pressure gradient, the flow
becomes highly non-parallel, which makes LST results highly inaccurate in this region. However, far upstream
and downstream of the step, where the baseflow recovers to clean case conditions, LST should provide similar
growth rates and shape functions as DNS since non-parallel effects are no longer important.

Figure 5.12 (b) shows the N-factor obtained from the Orr-Sommerfeld (OS) solver using the DNS baseflow
for a subcritical step case. The median 𝑦 coordinate (𝑦𝑖) has been adapted according to the change in the
boundary layer thickness along 𝑥 to properly resolve the modes inside the boundary layer (Groot, 2018). An
additional modification has been necessary downstream of the step, where the EV filter (explained in sec-
tion 2.2.1) predicted two eigenvectors with very low and similar errors, i.e. two plausible solutions to the
problem. In light of this, the eigenvector displaying the highest growth rate (𝛼𝑖) has been selected in every

²This avoid accounting for the lobe above the critical layer that the TS wave presents in the streamwise component.
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Figure 5.13: Shape function of the fundamental mode from DNS (full lines) and OS (dashed lines) results in clean (a) and subcritical (b)
step conditions. Shape function of |𝑢̂| in black and |𝑣̂| in red.

streamwise location after 𝑥 = 380 mm, i.e. the resulting (𝛼𝑖) represents the envelope of the growth rate of
the two possible modes found from the OS solver. Furthermore, figure 5.13 shows the shape functions of |𝑢̂|
and |𝑣̂| from the resulting OS modes compared to DNS results.

Upstream of the step, results from OS predict exponential growth, similar to DNS results. The observed
differences in this region are related to the parallel flow assumption made in OS, which leads to a larger
disagreement between both methods as the step is approached. Downstream of the step OS fails to capture
theN-factor decay in the vicinity of the stepmainly due to the large non-parallel effects in this region. However,
even farther from the step region, where non-parallel effects become negligible (for 𝑥 ≥ 395mm as indicated
by the shape factor recovery to 𝐻 = 2.59 in figure 5.4 (a)), OS shows large discrepancy with DNS results in
terms of both N-factor and TS shape functions (figures 5.12 and 5.13).

Edelmann (2014) also observed a large discrepancy between LST and DNS results in regions where non-
parallel effects are not relevant. The author argued that the disagreement between LST and DNS in these
regions could not be explained by non-linear effects given the small amplitudes of the harmonics compared to
the fundamental mode, similar to the present work (note the low amplitude of the harmonics in figure 5.10 (b)).
In light of this, Edelmann (2014) suggests that the existence of spatial transient growth in these regions could
explain the large discrepancy between LST and DNS. Transient growth (sometimes denoted as non-modal
growth) has been previously described in chapter 1, section 1.2.2.

Examination of figure 5.12 (b) reveals yet another hint pointing towards the plausibility of regions gov-
erned by spatial transient (or non-modal) growth. The different growth trends observed when the N-factor
is defined based on |𝑢̂| or |𝑣̂| maximum indicate that the growth of the disturbance cannot be exclusively
described in exponential form, i.e. 𝑞 = 𝑞̂(𝑥, 𝑦)𝑒𝑖Θ(𝑥,𝑡). Marxen et al. (2009) claims that to assert the existance
of spatial transient growth one needs to verify that |𝑢̂||| and |𝑣̂⊥| (perturbation field components orhogonal to
the baseflow direction) exhibit different growth behavior in 𝑥.

In the present work, the disturbance components orthogonal to the baseflow are computed as follows using
the DNS data (Marxen et al., 2009):

[𝑢̂||𝑣̂⊥] =
1

√𝑈2 + 𝑉2
[ 𝑈 𝑉
−𝑉 𝑈] [

𝑢̂
𝑣̂] . (5.2)

Figure 5.14 (a) and (b) shows the orthogonal disturbance components in terms of wall-normal integral

energy (integrating |𝑢̂|||
2

and |𝑣̂⊥|
2 along 𝑦) and maximum amplitude, respectively. Note that depending

on the parameter chosen to plot in the 𝑦-axis, the conclusions are different. Marxen et al. (2009) analyze
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Figure 5.14: N-factor evolution of the disturbance components orthogonal to the baseflow, |𝑢̂||| (black) and |𝑣̂⊥| (red), as obtained from
equation (5.2). Clean case (dashed lines) and subcritical step case (full lines) from DNS results. (a) N-factor defined in terms of the

disturbance energy integrated along 𝑦, i.e. ∫ℎDNS
0 |𝑢̂|||

2 𝑑𝑦. (b) N-factor defined based on the maxima of |𝑢̂||| and |𝑣̂⊥|.

the evolution of the different peaks on the disturbance shape function. Note that when the integral-energy
definition is chosen, all peaks are taken into account in the description. The analysis of Marxen et al. (2009)
suggests that this could lead to misleading conclusions since different regions of the disturbance can present
modal or non-modal behavior. Therefore, results from figure 5.14 (b) should be addressed herein.

Figure 5.14 (b) shows that the disturbance presents mainly two regions in which the growth trends between
|𝑢̂||| and |𝑣̂⊥| are not different by an offset, indicating that in these regions non-modal growth is plausible.
These two regions correspond to an area immediately in front of the step (375 ≤ 𝑥 ≤ 380 mm) and far
downstream (380 ≤ 𝑥 ≤ 430 mm). It will be later observed in section 5.5 that the disturbance presents large
topological differences compared to a conventional TS wave in these regions, particularly around 𝑥 ≈ 420
mm.

5.4. The perturbation field at the step
The previous section covered the growth of the TS wave over the step in terms of the N-factor. This section will
present results over the entire perturbation field at the step to visualize how to do the main stability features
(growth, phase, and production term) changewithin the field of view. First, section 5.4.1 will analyze the change
of the disturbance amplitude and phase for different step heights. Later, in section 5.4.2, the evolution of the
production term in the vicinity of the step will be presented. Similar to the previous section, the analysis of
the perturbation field is restricted to one fundamental mode frequency, 𝐹 = 90. DNS results are also included
in clean and subcritical step conditions.

5.4.1. Amplitude and phase modification of the fundamental mode
The disturbance amplitude field of the fundamental mode (𝐹 = 90) is shown in figure 5.15 for all step heights.
Figure 5.15 (a)-(d) show results from DNS while figure 5.15 (e)-(j) present the amplitude of the TS wave ex-
tracted from PIV measurements by performing a (temporal) FFT on the set of high-resolution phase-locked
frames. Contour lines show the inflection points on the meanflow U component and on |𝑢̂| and |𝑣̂| from
the perturbation. Tracking the inflection points of the disturbance profile results useful to visualize in which
regions the disturbance experiences large distortion, which is sometimes in accordance with high modulation
in the meanflow curvature. It is important to keep in mind that DNS simulations were set to match HWA con-
ditions. Thus, only qualitative comparison is possible between PIV and DNS for a subcritical step case since
the perturbation parameters (non-dimensional frequency, amplitude, etc.) are slightly different (note table 2.1
and table 2.2 in chapter 2). Despite the acknowledged differences, the agreement between DNS and PIV in
terms of |𝑢̂| and |𝑣̂| amplitude fields is very satisfactory.

DNS and PIV results in figure 5.15 (c)-(f) show that the the lobes (indicated by the yellow and black contour
lines in the plot) of the |𝑢̂| and |𝑣̂| components of the TS wave take place at a similar 𝑦 location as in the clean
case (see figure 5.15 (a)-(b)) both far upstream and downstream within the FoV. This is modified in front of the
step, where the |𝑢̂|maximum lifts over the step, decaying inmagnitude, while the peak in |𝑣̂| is abruptlymoved
towards the wall, rapidly increasing its amplitude. This is in accordance with observations in the amplification
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rates close to the step from Figure 5.12 (a) in the previous section. Bearing in mind the vortical nature of a TS
wave, one could visualize this process as the distortion that the TS vortex undergoes when it meets a wall.

Downstream of the subcritical step the disturbance seems to recover its clean case configuration, with the
maximum of |𝑢̂| and |𝑣̂| returning to its characteristic wall-normal locations, see figure 5.15 (c)-(f). However,
close to the wall, one new peak is originated both in |𝑢̂| and |𝑣̂| (these peaks are not retrieved from PIV
due to wall reflections), similar to what happens also to the mean shear (𝜕𝑈/𝜕𝑦). In the previous section,
it was observed when examining the TS shape functions that the wall-normal location of this new peak was
in agreement with the emerging peak in 𝜕𝑈/𝜕𝑦. As explained in section 5.2, the good spatial correlation
presented between the emerging peaks in the disturbance and the ones in the mean shear might indicate the
importance of the production term towards modifying the perturbation energy in these regions. In the next
section (section 5.5) it will be shown that the emergence of this near-wall peak is related to the presence of a
vortex in the disturbance field with the same frequency as the fundamental mode.

Figure 5.15 (g)-(h) present the amplitude evolution of the fundamental mode for a critical step from PIV
results. Upstream of the step the TS wave develops an M-peak structure. The secondary lobe emerges in wall-
normal locations where the mean shear is maximum, meaning that the disturbance is effectively extracting
energy from the baseflow in these locations (note production term in the Reynolds-Orr equations and the
linear dependence with 𝜕𝑈/𝜕𝑦). This M-peak structure has previously been reported by several authors when
a TS wave approaches a region of reverse flow (Dovgal et al., 1994; Kurelek et al., 2019; Park and Park, 2013).
Right in front of the step the TS wave amplitude exhibits opposite growth trends in |𝑢̂| and |𝑣̂| (decay versus
growth), as previously noticed in the subcritical step case, due to the distortion that the TS vortex experiences
at the step edge.

Downstream of the critical step case (figure 5.15 (g)-(h)) the amplitude fields of |𝑢̂| and |𝑣̂| resemble the
subcritical step case results. However, immediately after the step edge, although hardly perceptible, one can
observe that there are two different regions of maximum growth in the wall-normal direction. First, a region
very close to the wall that seems to either decays in streamwise direction or merge with the above maximum.
Secondly, the above maximum, which continues to grow in streamwise direction. Finally, note that slightly
downstream of the step there is a stabilizing region around 383 ≤ 𝑥 ≤ 386 mm (well-noticed in figure 5.15
(h)), in agreement with the stabilization also observed from the N-factor evolution in figure 5.9. Later, this
stabilizing effect will be observed to come from a negative contribution in the production term.

Amplitude fields in supercritical step case conditions (figure 5.15 (i)-(j)) show that the upstream growth
behavior of the fundamental mode resembles subcritical and critical step cases, with higher amplification due
to the stronger mean shear in front of the step. Although this observation could seem trivial, it is of major
importance since it might indicate that the TS growth upstream increases in proportion with the step height,
in line with the underlying assumptions in the Δ𝑁methods, which claim that the main effect of the step height
is towards increasing the TS growth. However, downstream of the supercritical step case, it is observed that
the amplitude contours of the TS wave exhibit large differences with respect to other step cases. Particularly in
terms of |𝑣̂| where, from figure 5.15 (j) one can observe that the disturbance undergoes such a large distortion
that two clear lobes appear in the |𝑣̂| component.

The amplitude field of |𝑢̂| (figure 5.15 (i)) shows that after the step the TS wave also exhibits two different
regions of maximum growth, as previously noticed in critical step case conditions. However, in this case, the
near-wall peak experiences large growth in streamwise direction, merging with the upper lobe further down-
stream at 𝑥 ≈ 388mm, contrary to what happened in critical step conditions where both peaks were merging
close after the step edge. Interestingly, the amplitude of |𝑣̂| depicts a region of large stabilization right before
both peaks in |𝑢̂| merge.

Figure 5.16 show the phase contours of 𝑢̂ and 𝑣̂ for the fundamental mode at different step heights. The
phase information will reveal extremely important later in this section to understand how the production of
disturbance energy changes over the step.

Figure 5.16 (c)-(f) show numerical and experimental phase contours results in subcritical step case con-
ditions. Once more, excellent agreement is observed between experiments and DNS results, indicating that
the problem remains fully two-dimensional in subcritical step conditions with the present TS wave amplitude.
Upstream of the step DNS and PIV results show the phase contours of 𝑢̂ slightly tilted compared to the phase
contours in clean case conditions (figure 5.16 (a)-(b)). This indicates that the TS wave might appear tilted in
this region, with the vortex head pointing towards upstream 𝑥 positions³. In turn, at the end of the FoV the

³Hereafter, this type of tilting will be denoted as tilting against the mean shear direction and vice-versa for the opposite.
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Figure 5.15: Contours of the fundamental mode (𝐹 = 90) amplitude in terms of |𝑢̂| (a, c, e, g, i) and |𝑣̂| (b, d, f, h, j) components from DNS
(a)-(d) and PIV (e)-(j) results. Contour lines of the inflection points from 𝜕𝑈/𝜕𝑦 ( ), |𝑢̂| (black ) and |𝑣̂| (yellow ) are also
shown. Clean case (a)-(b), subcritical step (c)-(f), critical step (g)-(h) and supercritical step case (i)-(j). The colorbar legend corresponds to
|𝑢̂| /𝑈ref(%). Note: |𝑣̂| is multiplied by two to fit it within the colorbar of |𝑢̂|. The wall-normal coordinate has been scaled by 1.35 for
visualization purposes.

opposite takes place, with the vortex head tilted downstream, i.e. tilting in the mean shear direction. Later in
this section, it will be discussed the implications that the tilting direction has on the production term.

In the freestream of the phase contours shown in figure 5.16 (c)-(f) it can be observed that 𝑢̂ and 𝑣̂ keep a
phase shift of approximately ±𝜋/2, similar to what is observed in clean case conditions. However, inside the
boundary layer, the phase of the TS wave is highly modified, with the phase shift of ±𝜋/2 between 𝑢̂ and 𝑣̂
being largely broken in this region. This could be related to the large modifications undergone by the boundary
layer in the vicinity of the step, which at the same time modify the way viscosity acts towards shifting the
phase of 𝑢̂ and 𝑣̂. The reader can refer to the early works of Lin (1945); Mack (1984); Prandtl (1921); Taylor
(1915) to understand how does viscosity affect the phase shift between 𝑢̂ and 𝑣̂ to enhance the growth of the
disturbance inside the boundary layer. This was briefly discussed in chapter 1, section 1.2.

Unfortunately, PIV does not reach to capture the near-wall phase behavior of the disturbance. However,
zooming close to the near-wall region after the step edge in DNS results (figure 5.16 (d)) one can observe a small
region where the phase contours of 𝑢̂ and 𝑣̂ become opposite to the phase contours of the original disturbance.
In the next section, the streamline results in that region will manifest the presence of an independent vortical
structure coexisting with the original TS wave on top but counterrotating it, as the phase contours shown
herein indicate.

Figure 5.16 (g)-(h) present the phase contours in critical step conditions. Similar features are observed
upstream and downstream of the step as in subcritical step conditions. However, now the phase contours
exhibit more pronounced tilting of the disturbance. Close to the step, 𝑢̂ and 𝑣̂ phases are largely distorted,
presenting regions where 𝑢̂ and 𝑣̂ are largely out of quadrature. The latter will be later seen to dramatically
increase the Reynolds stresses (𝑢′𝑣′), highly stabilizing or destabilizing the flow. In this case, even from PIV
results it can be observed that there is a near-wall region after the step edge, similar to the one observed in
subcritical step case conditions, where phase contours opposite to the ones on top (coming from the original
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Figure 5.16: Contours of the fundamental mode (𝐹 = 90) phase in terms of 𝜑𝑢̂ (a, c, e, g, i) and 𝜑𝑣̂ (b, d, f, h, j) components from DNS
(a)-(d) and PIV (e)-(j) results. Contour lines of the inflection points from 𝜕𝑈/𝜕𝑦 ( ), |𝑢̂| (black ) and |𝑣̂| (yellow ) are also
shown. Clean case (a)-(b), subcritical step (c)-(f), critical step (g)-(h) and supercritical step case (i)-(j). The wall-normal coordinate has
been scaled by 1.35 for visualization purposes.

disturbance, i.e. TS waves) are observed.
In supercritical step case conditions (figure 5.16 (i)-(j)) the phase is highly distorted in the vicinity of the

step both in terms of 𝑢̂ and 𝑣̂. Now the distortion created by the step on the disturbance field is so strong that it
is even felt in the inviscid region of the disturbance, i.e. outside of the boundary layer. Similar to observations
in the critical step case, after the supercritical step a region with opposite phase to the disturbance on top is
also observed (note figure 5.16 (j)). However, in this case, the influence of this region is highly expanded in
wall-normal direction. In the next section, section 5.5, it will be shown that this corresponds to a region where
a secondary counterrotating vortical structure is also observed, similar to subcritical and critical step cases,
but this time it will exhibit a much higher wall-normal extent.

5.4.2. Production of perturbation energy
The results presented in the previous section show that the growth of TS waves upstream of the step follows
exponential-like behavior, related to the progressive meanflow distortion caused by the effect of an upstream
adverse pressure gradient. However, in the step vicinity and downstream of it, the TS wave growth becomes
highly complex. Some indicators of this higher complexity include the emergence of secondary lobes in the TS
shape function and the different amplification trends observed between not only |𝑢̂| and |𝑣̂| but also between
the disturbance components orthogonal to the baseflow, i.e. |𝑢̂||| and |𝑣̂⊥| (Marxen et al., 2009). At this
point, what remains to be understood is how and which are the mechanisms behind the complex growth
experienced by the disturbance downstream of the step. Examination of the disturbance stability from an
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energetic point of view can provide an intuitive interpretation of the underlying physics. This section focuses
on one of the terms present in the Reynolds-Orr equation (see equation (1.3) in chapter 1): the production
term. This term represents how the disturbance absorbs (positive production, increase of disturbance energy)
or returns (negative production, decrease of disturbance energy) energy to the baseflow through the action of
the Reynolds stresses.

Examination of the production term is well-suited to analyze the linear growthmechanisms that contribute
to stabilizing or destabilizing the disturbance. The production term from the energy balance of the fundamental
mode (see mathematical development in Section C of Jin et al. (2021)) is expressed as

𝒫̂ = −(𝑢̂∗𝑖 𝑢̂𝑗 + 𝑢̂𝑖𝑢̂∗𝑗)
𝜕𝑈𝑖
𝜕𝑥𝑗

, (5.3)

where the superscript ∗ denotes complex conjugate. Other terms from the energy balance equation (non-linear,
pressure, dissipation, and advection contributions) and the energy budget of other harmonics are not consid-
ered in this analysis given the higher complexity that it would entail. Nevertheless, if a complete picture of the
underlying physical problem is desired, then this study should be extended to account for higher harmonics
and all energy contributions. For now, to understand the linear growth mechanisms in play after the step, the
production term is most useful.

First of all, the subcritical step case is examined in detail given the larger size of the field of view available
from DNS results with respect to PIV. Figure 5.17 (a) shows the contours of the production term over the
step. In addition, the streamlines of the fundamental mode at a given phase are also represented to visualize
how the disturbance topology relates to the changes in the production term. Figure 5.17 (b) shows the four
different contributions to the production term and the total value integrated in wall-normal direction, i.e.

𝒫̃ = ∫ℎDNS

0 𝒫̂𝑑𝑦 with ℎDNS being the DNS domain height. From figure 5.17 (b) it is observed that the dominant
term is 𝒫̂12, which can be expressed in terms of the disturbances amplitude and phase as

𝒫̂12 = −2 |𝑢̂| |𝑣̂| cos (𝜑𝑢̂ − 𝜑𝑣̂)
𝜕𝑈
𝜕𝑦 . (5.4)

This last expression indicates that the increase or decrease on production takes place in regions of high
shear where 𝑢̂ and 𝑣̂ are not in quadrature, i.e. (𝜑𝑢̂ − 𝜑𝑣̂) ≠ ±𝜋/2. Finally, figure 5.17 (c) presents the kinetic

energy of the fundamental mode integrated in wall-normal direction, i.e. 𝐸̃ = ∫ℎDNS

0 𝐸̂𝑑𝑦, with wall-normal
and streamwise contributions to 𝐸̃ also represented separately (note dashed lines).

From figure 5.17 (a) and (b) it can be observed that upstream of the step the production term is positive
and increases as it approaches the step. Consequently, the energy of the disturbance (figure 5.17 (b)) grows
in this region. At the step region, there is a very pronounced negative peak in production, followed by a
sudden positive peak at the step edge which immediately returns to negative values after (figure 5.17 (b)). In
terms of the energy of the disturbance (figure 5.17 (c)) this is translated into a first decay in front of the step,
sudden growth at the step edge, and right after a pronounced decay. Downstream of the step, production
undergoes several changes of sign. After the stabilizing effect at the step edge, the production term becomes
positive and the disturbance starts to grow mildly. As of 𝑥 = 390 mm production becomes negative again
and the disturbance energy decays until 𝑥 = 420 mm, where production goes back to positive values and the
disturbance starts to grow. Further downstream the production term recovers to clean case values (not shown
here) and the evolution of the disturbance energy goes back to clean case trends but at higher energy levels,
similar to observations from figure 5.12 (b) when LST results were compared with DNS. The good correlation
presented between production and energy indicates that for this step case the evolution of the disturbance
energy can be largely described by resorting uniquely to the production term.

Figure 5.17 (a) shows how the topology of the fundamental mode relates to the sign of the production
term. Overall, it is observed that regions where the disturbance tilts against the shear (note stations 360 ≤
𝑥 ≤ 380mm and 420 ≤ 𝑥 ≤ 440mm) seem to correlate with locations of high positive production where the
disturbance is amplified (figure 5.17 (b)-(c)). In turn, locations where production becomes largely negative (e.g.
390 ≤ 𝑥 ≤ 420) exhibit the disturbance tilted in the mean shear direction. Interestingly, in a region around
𝑥 ≈ 420 mm, the disturbance energy undergoes an inflection in growth, production changes sign and the
disturbances abruptly change their tilting direction (figure 5.17 (a)). Further downstream the TS waves recover
its upright position (i.e. (𝜑𝑢̂ − 𝜑𝑣̂) ≈ ±𝜋/2) followed by the recovery of production to clean case values.

Based on previous works, the growth of disturbances as a result of their tilting against the shear can be as-
sociated with a particular non-modal growth mechanism: the Orr-mechanism (refer to section 1.2.2). Åkervik
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Figure 5.17: (a) Contours of the production term (𝒫̃) as defined in equation (5.3). In addition, streamlines from DNS for the fundamental
mode (𝐹 = 90) at phase 𝜙 = 𝜋 rad are shown. (b) Streamwise evolution of the production term and its different contributions: 𝒫̂11
(magenta), 𝒫̂12 (red), 𝒫̂22 (blue), 𝒫̂21 (green) and total production (black). A dashed line indicates the zero in the y-axis. (c) Streamwise
evolution of the disturbance kinetic energy (𝐸̃ = |𝑢̂|2 + |𝑣̂|2) integrated in wall-normal direction and multiplied by the TS frequency
(𝜔 = 2𝜋𝑓). Contributions of |𝑢̂| (black-dashed line) and |𝑣̂| (red-dashed line) to the energy are also represented. The wall-normal
coordinate has been scaled by 1.35 for visualization purposes.

et al. (2008) studied the stability of a Blasius boundary layer subject to 2D disturbances bymeans of non-modal
analysis and observed that the Orr mechanism is the most optimal condition to initiate TS waves. Their results
show the evolution of a wavepacket tilted against the shear which effectively amplifies the disturbance lin-
early until it forms a well-developed TS wave which switches to exponential growth downstream. The authors
observe that when only TS type modes are considered, the predicted maximum growth is much lower. De-
spite the differences with the present results, where the incoming disturbance is already a well-developed TS
wave, Åkervik et al. (2008) findings manifest the importance of accounting for non-modal growth to correctly
evaluate the energy of the disturbance further downstream.

Figure 5.18 (a)-(d) shows the contours of production obtained at different step heights from PIV results.
DNS results are also included for the subcritical step case to validate their good agreement, see figure 5.18
(a). Figure 5.18 (c) and (d) show the production term contours for a critical and a supercritical step. It can be
observed that the evolution of production over the step is very similar for all step cases. The main difference
between steps is the magnitude of the production term, which seems to increase in proportion to the step
height.

It is important to emphasize that for higher step cases a description of the disturbance energy growth
resorting uniquely to the production term might not be sufficient given the large amplitude that higher har-
monics achieve in these cases. The contribution of non-linear effects to the energy budget of the fundamental
mode can become very important and surpass the contribution of the production term in these cases. A clear
example of this can be established from the results of the production term in critical step conditions (figure 5.18
(c)) and the corresponding N-factor curves presented in a previous section in figure 5.9 (a). While looking at
the downstream region of figure 5.18 (c) one would be tempted to say that the disturbance is being stabilized,
the amplification rate for the fundamental mode in figure 5.9 (a) and figure 5.10 (c) presents an uninterrupted
growth in streamwise direction, indicating that the observed growth is likely linked to non-linear effects. In
supercritical step conditions, non-linear effects become so strong that transition takes place within the mea-
surement region (see figure 5.10 (d)). Therefore, the decay observed in the fundamental mode as of 𝑥 ≥ 400
mm is not related to the negative value of production in this region but to immediate flow breakdown.
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Figure 5.18: Contours of the production term (𝒫̃) as defined in equation (5.3) at different step heights. Contour lines represent the
inflection points from 𝜕𝑈/𝜕𝑦 ( ), |𝑢̂| (black ) and |𝑣̂| (yellow ). Subcritical step (a)-(b), critical step (c) and supercritical step
case (d). Results in (a) correspond to DNS. The wall-normal coordinate has been scaled by 1.35 for visualization purposes.

5.5. Phase­locked fields: TS waves motion over the step
Results from previous sections suggested the presence of a secondary structure coexisting with the original TS
wave in the near-wall region after the step edge. A secondary lobe in the TS shape function profiles (figure 5.11)
and different phase contours (figure 5.16) constitute some examples of results pointing towards an additional
structure present in the near-wall. In this section the topology of the TS wave and this near-wall structure
will be characterized, together with their evolution at the step within one TS wave cycle. In this section the
disturbance streamlines are used to identify vortical regions and their direction of rotation.

Figure 5.19 shows the evolution of the TS wave over a subcritical step at three different phases of its cycle
from DNS results. Dotted-dashed green lines indicate locations where production changes sign. As previously
discussed, these regions present a high correlation with changes in the tilting direction on the disturbance
streamlines. At first sight, one could be tempted to explain the distortion on the disturbance field around
390 ≤ 𝑥 ≤ 440 mm by resorting to non-parallel effects. However, in these regions, the baseflow has already
recovered to clean case values, as indicated by the shape factor results in figure 5.4 (c) which converge to
Blasius flow values, 𝐻 = 2.59. This, together with the low amplitude of the harmonics in this step case (20
times lower than the fundamental mode amplitude), discards any explanation implying non-parallel effects or
non-linear mechanisms. All this makes a description based on non-modal growth mechanisms in this region
increasingly compelling.

Figure 5.20 shows the zoomed contours of the spanwise vorticity and streamlines at the step edge. A clear
vortical structure can be observed in the near-wall, counterrotating (note different colors from vorticity con-
tours) the incoming TS wave, as also observed from the phase contours shown in figure 5.16. It is important to
note that no recirculating flow was identified from the DNS baseflow in the region where this vortical struc-
ture is observed. This secondary structure becomes more elongated when a TS wave goes over it (figure 5.20
(a)-(c)) and is almost vanished when the edge of the vortex is at the step edge (figure 5.20 (b)). Unfortunately,
PIV phase-locked images could not capture this structure near the wall given the high reflections present in
this region. Nevertheless, the reader can refer to figure A.1 in appendix A to observe the evolution of the dis-
turbances close to the step from PIV compared to DNS results in subcritical step case conditions. The origin
of this near-wall vortical structure remains unknown. However, further analysis concerned with the different
energy contributions governing this region could shed light on the mechanisms giving rise to it.

Figure 5.21 shows the 𝑢 contours and streamlines of the fundamental mode in critical step case conditions
as obtained from phase-locked PIV frames. Upstream of the step the disturbance appears slightly tilted against
the shear, as also observed in the subcritical step case. Downstream of the step it exhibits tilting in the opposite
direction, in agreement with the negative production values observed in the previous section in figure 5.18 (c).
However, in the step region, the TS wave is highly distorted compared to the subcritical step case. Indeed, one
can even identify from PIV frames two secondary regions with apparently vortical motion upstream (figure 5.21
(e)) and downstream (figure 5.21 (f)) of the step. These are in agreement with regions presenting opposite phase
contours, as observed from figure 5.16 (e)-(f) in section 5.4.
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Figure 5.19: Contour fields of the disturbance 𝑢 component from DNS results at three different phases of the TS wave cycle: 𝜙 = 0∘ (a),
𝜙 = 60∘ (b) and𝜙 = 120∘ (c). Subcritical step conditions (ℎ/𝛿∗ = 0.775) with fundamental mode frequency being 𝐹 = 90. Disturbance
streamlines are also included at the corresponding phase. Green dash-dotted lines indicate the streamwise positions where production
changes sign in figure 5.18 (b). The wall-normal coordinate has been scaled by 1.35 for visualization purposes.
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Figure 5.20: Contours of the normalized spanwise vorticity (𝜔𝑧) and disturbance streamlines around the step corner from DNS results at
three different phases of the TS wave cycle: 𝜙 = 0∘ (a), 𝜙 = 60∘ (b) and 𝜙 = 120∘ (c). Subcritical step conditions and forcing frequency
at 𝐹 = 90. Wall-normal axis is scaled by 1.35 for visualization purposes.

Supercritical step results in figure 5.22 exhibit upstream tilting of the disturbance against the mean shear
before reaching the step, in line with subcritical and critical step results. However, in this case, at the step
region, the TS wave undergoes even stronger distortion. From the phase contours shown in the previous
section, (section 5.4 in figure 5.16 (j)-(i)), it was shown that the secondary structure (also observed in subcritical
and critical step case conditions) presented much larger wall-normal extent in supercritical step cases. Despite
being difficult to ascertain the exact evolution of the TS wave at the step, one could speculate that, because
of the larger wall-normal extent of this counterrotating structure at the step edge, the TS wave now becomes
isolated from the disturbances downstream of this secondary vortex (note figure 5.22 (d)). This could explain
the merging observed in figure 5.22 (e) between the incoming TS wave and the disturbance downstream of
the secondary structure. Finally, downstream of the step the disturbance tilts in the mean shear direction
and highly distorts due to non-linear effects, reshaping into structures characterized by an approximately 45∘
inclination that precedes the onset of breakdown to turbulent flow. The flow is highly three-dimensional
downstream of this step case.

It becomes clear from the previous results that the topological features of the disturbance become in-
creasingly complex with higher steps. Two characteristic vortical structures have been observed upstream and
downstream of the step. On the one hand, an upstream vortical motion could be detected in front of the critical
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Figure 5.21: Velocity contours (𝑢) and disturbance streamlines for a critical step, ℎ/𝛿∗ = 1.462 from PIV phase-locked frames. The
different images correspond to the different phases measured: 𝜙 = 0∘ (a), 𝜙 = 60∘ (b), 𝜙 = 120∘ (c), 𝜙 = 180∘ (d), 𝜙 = 240∘ (e) and
𝜙 = 300∘ (f). Wall-normal axis is scaled by 1.35 for visualization purposes.

Figure 5.22: Velocity contours (𝑢) and disturbance streamlines for a supercritical step, ℎ/𝛿∗ = 1.950 from PIV phase-locked frames. The
different images correspond to the different phases measured: 𝜙 = 0∘ (a), 𝜙 = 60∘ (b), 𝜙 = 120∘ (c), 𝜙 = 180∘ (d), 𝜙 = 240∘ (e) and
𝜙 = 300∘ (f). Wall-normal axis is scaled by 1.35 for visualization purposes.

and supercritical step cases. This could be linked to the presence of a geometrical suction slot in this region.
On the other hand, the downstream vortical structure is present in all step cases and its wall-normal extent
is largely modified with the step height, assuming considerable dimensions in the supercritical step case. The
mechanisms giving rise to this near-wall vortical structure could not be established from these results. How-
ever, its dimensions could be related to the onset of breakdown immediately downstream given that, from the
present results, its wall-normal extent appears to have dramatic effects on the TS wave distortion at the step.

5.6. Disturbance energy spectra over an FFS
All the results presented so far were mainly concerned with the growth and topological features of the funda-
mental mode and its harmonics at the step. However, the presence of the step could be forcing other types of
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Figure 5.23: Power Spectral Density results from HWA measurements for different step heights with acoustic forcing at 𝐹 = 90. Stream-
wise locations shown: 𝑥 = 341 mm (a), 𝑥 = 361 mm (b), 𝑥 = 374 mm (c), 𝑥 = 383 mm (d), 𝑥 = 396 mm (e) and 𝑥 = 421 mm (f).
Step is located at 𝑥 = 380 mm. Clean case (ℎ/𝛿∗ = 0, black), subcritical step (ℎ/𝛿∗ = 0.775, blue), critical step (ℎ/𝛿∗ = 1.462, green)
and supercritical step (ℎ/𝛿∗ = 1.950, orange). The x-axis corresponds to reduced frequency, 𝐹 = (2𝜋𝑓𝑈2ref/𝜈) × 106. Full vertical lines
denote fundamental and higher harmonics (black) and subharmonic (magenta) of the forced frequency. Dashed black lines indicate the
limits of the naturally forced TS waves. Dashed magenta lines denote the subharmonic corresponding to the band of unstable TS waves.

unsteadiness on the flow (e.g. Kelvin-Helmholtz instability, shedding coming from the recirculating regions,
etc.) which could also play an important role in the onset of transition. To retrieve such information, the
spectral results from HWA measurements over the step result are most useful given their high-frequency reso-
lution. Figure 5.23 shows theWelch’s Power Spectral Density (PSD) results retrieved fromHWAmeasurements
at different streamwise stations for the different step heights tested (distinguished in colors). The spectral data
is taken at the wall-normal position (𝑦) where the disturbance at 𝐹 = 90 presents its maximum. Dotted black
lines indicate the frequency band where natural TS waves are excited by receptivity to background wind tunnel
disturbances. In addition, full black lines indicate the forced TS wave and its harmonics.

From figure 5.23 it can be observed that there is a regime of unstable TS waves in addition to the forced
TS frequency. In chapter 4 (section 4.3) this frequency range was confirmed to match the range of unstable
frequencies predicted from LST. This range of unstable TSwaves (which is also observed in unforced conditions)
is the result of the receptivity at the LE to background disturbances. It appears that there is an uncontrolled
source (e.g. white noise, uncontrolled vibrations, etc.) exciting all frequencies at the same time (similar to the
effect of introducing a wavepacket) which triggers the LE receptivity to multiple frequencies, leading to a wide
range of possible modes becoming unstable in the present set-up. Note that this is very different from the
forcing applied in DNS, where only one frequency is being excited through a blowing and suction strip.

From figure 5.23 (a)-(c) it can be observed that, upstream of all steps, higher harmonics are rapidly amplified
due to the adverse pressure gradient. In line with observations from previous studies (Dovgal et al., 1994), as
the wall-normal location of the inflection point gets farther from the wall the destabilizing effect becomesmore
detrimental (recall observations from previous section 5.3, figure 5.11). Interestingly, PSD results at critical and
supercritical step conditions exhibit rapid growth on the subharmonic regime (enclosed by magenta dashed
lines in figure 5.23) even upstream of the step. The growth of the subharmonic content with the step height
will be further discussed later in section 5.6.1.

Downstream of the subcritical step case higher harmonics exhibit lower amplitude, indicating that the flow
is stabilized. However, the subharmonic growth is still present, growing in streamwise direction, in accordance
with observations in section 5.3, where the maximum amplitude of the subharmonic was seen to surpass the
amplitude of the TS wave in critical and supercritical step conditions (see figure 5.10 (b) and (c)). Conversely to
the subcritical step case, both critical and supercritical steps show the energy being homogeneously distributed
all over the spectral domain, representing the flow randomization and the breakdown to turbulence (see full
turbulent spectra in figure 5.23 (f) at a supercritical step).

Figure 5.24 shows how the spectral content changes in wall-normal direction for the different streamwise
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Figure 5.24: PSD contours from HWA measurements in critical step case conditions (ℎ/𝛿∗ = 1.462) with acoustic forcing at 𝐹 = 90.
Streamwise locations shown: 𝑥 = 341 mm (a), 𝑥 = 361 mm (b), 𝑥 = 374 mm (c), 𝑥 = 383 mm (d), 𝑥 = 396 mm (e) and 𝑥 = 421
mm (f). Step is located at 𝑥 = 380mm. The x-axis corresponds to reduced frequency, 𝐹 = (2𝜋𝑓𝑈2ref/𝜈) × 106. Full vertical lines denote
fundamental and higher harmonics (black) and subharmonic (magenta) of the forced frequency. Dashed black lines indicate the limits of
the naturally forced TS waves. Dashed magenta lines denote the subharmonic corresponding to the band of unstable TS waves.

locations measured with HWA shown in the figure above (figure 5.23). From this figure the topology of the
different unstable frequencies can be retrieved. The range of TS waves and harmonics can be easily identified
from the second lobe that they exhibit in the freestream. In turn, the subharmonic regime only exhibits one
maximum located in the near-wall. From figure 5.24 (c) it can be observed that the disturbances maxima
(for subharmonic, TS waves and harmonics) lift in the wall-normal direction in front of the step but suddenly
moves towards the step once it goes over it (figure 5.24 (d)). Similar observations weremade from the amplitude
results from PIV and DNS fields presented in section 5.3. However, in this case, it is remarkable to observe
that the subharmonic content also features similar behavior to the fundamental mode over the step, becoming
highly destabilized in regions where the TS waves also do.

Eppink (2020) experimentally studied the unsteady flow behavior when a CFI goes over an FFS. The author
could identify shedding and flapping frequency ranges from their spectral results. In addition, they also spec-
ulated the presence of a K-H type instability leading to the shedding observed at high frequencies. However,
from the present spectral results (figure 5.23), the high energy content that both naturally unstable TS waves
and their harmonics have, make the identification of flapping and shedding challenging. Indeed, it could be the
case that these phenomena were indeed taking place in the flow but became overshadowed by the high energy
content of the rest of the instability waves. Moreover, due to reflections near the wall in PIV measurements,
it is not possible to retrieve accurate data regarding the geometry and reversed velocity in the recirculating
regions, which makes it even more difficult to identify the characteristic frequencies of shedding and flapping
from the Strouhal numbers reported in the literature (Strouhal numbers for LSB flapping and shedding are
usually given as a function of the LSB length and external velocity). Nevertheless, it is important to emphasize
that if shedding and flapping were present in this problem, one would expect these phenomena to take place
at very different frequency ranges for different step heights due to the dependence of the recirculating region
length on the step height. However, from figure 5.23 it is observed that all spectral humps take place within
the same frequency range for different steps.

5.6.1. The subharmonic content
The previous PSD results from HWA measurements (figure 5.23 and figure 5.24) present significant growth
in the subharmonic content (denoted with magenta dashed lines in the figures) with increasing step height.
However, DNS results do not predict the growth of the subharmonic modes when only the fundamental mode
is excited. This indicates that the subharmonic mode must come from the non-linear interaction between
other modes originated in the set-up due to the LE receptivity to background disturbances.

Subharmonic growth has previously been reported by several authors to generate from non-linear inter-
action. The amplification of the subharmonic content is usually attributed to a symmetric three-wave reso-
nance, as proposed by (Craik, 1971). The experiments of Kachanov and Levchenko (1984b) and Medeiros and
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Figure 5.25: POD results for a critical step (ℎ/𝛿∗ = 1.462) with acoustic forcing at 𝐹 = 90. First five normalized POD modes from the
𝑢−component of the disturbance (a, b, c, d, e) and energy fraction per mode from both 𝑢− (black bars) and 𝑣− (red bars) components.

Gaster (1999) concern two different examples where subharmonic resonance was observed. On the one hand,
Kachanov and Levchenko (1984b) forced single-frequency disturbances using a vibrating ribbon and observed
the onset of a packet of low-frequency oscillations growing along with the subharmonic. It was later observed
that the instabilities associated with this subharmonic regime correspond to 3D oblique TS waves with half
the streamwise TS wavenumber. On the other hand, Medeiros and Gaster (1999) also observed the emergence
of subharmonic behavior when a wave packet exciting all unstable frequencies was introduced in the exper-
iments. The author also signals the emergence of oblique waves in the process. In the present experiments,
selective amplification (as in Gaster’s experiments) from background fluctuations is also observed. This can be
noticed from the hump of TS waves excited between 60 ≤ 𝐹 ≤ 119, corresponding to the unstable regime of
the BL (recall section 4.3). This subharmonic growth is perceived both under forced and unforced conditions,
indicating that it is not related to acoustic forcing.

The work of Park and Park (2013) further confirms that the growth of the subharmonic is present in
laminar-turbulent transition with two-dimensional roughness elements. The authors studied the effect of
two-dimensional humps with incoming two-dimensional TS wave instabilities using LST, linear and non-
linear Parabolic Stability Equations (PSE). From their non-linear PSE results, the authors observe that even
small initial disturbance amplitudes can lead to large subharmonic growth in the presence of a hump, exciting
modes with different spanwise wavelengths (similar to the obliquemodes reported in Kachanov and Levchenko
(1984b)). The results of these authors further confirm that the step enhances the growth of the subharmonic
through non-linear interaction, in line with the results presented in this work.

In order to observe whether oblique waves related to the subharmonic content could be present in the
current experiments, POD results are examined. Figure 5.25 shows the first POD modes of 𝑢 obtained for a
critical step in forced conditions. Forced TS waves at 𝐹 = 90 can be identified from modes 1 and 2 due to
their wavelength being close to the one observed from phase-locked images, 𝜆𝑥 ≈ 16 mm. In addition, given
the topology of mode 3, this mode is likely to be triggered by some background wind tunnel noise source, as
previously speculated from clean case results shown in section 4.5. However, the growth that thismode exhibits
over the step corroborates that its exact nature remains unclear⁴. Modes 4 and 5 depict long wavelengths being
about twice the TS wavelength. These modes could be the cross-section of oblique TS waves giving rise to the
subharmonic resonance observed from the spectra.

To confirm the relationship between modes 4 and 5 and the subharmonic regime, the resulting wall-normal
profile obtained from bandpassing HWA spectral results between 30 ≤ 𝐹 ≤ 61 (subharmonic range) is com-
pared with the obtained RMS from reconstructingΦ4𝑢 andΦ5𝑢 in figure 5.26. Reconstruction from POD modes
has only been possible for a subcritical (modes 5 and 6) and a critical step (modes 4 and 5). In the supercritical
step case, given the large energy that the high-frequency content acquires, discerning these oblique modes
from the rest of the modes becomes more challenging⁵. From figure 5.26 it can be observed that very good
agreement is found between reconstructed POD modes and subharmonic modes. The latter sustains that the
subharmonic content in the spectra is associated with modes featuring twice the TS wavelength, in line with

⁴Since PIV results are not time-resolved it is not possible to identify this mode with any peak from the HWA spectra. In addition, the lack
of spanwise measurements makes it also challenging to determine its nature.
⁵The reader is referred to figure A.2 and figure A.3 in appendix A for POD results at subcritical and supercritical step heights.
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Figure 5.26: Wall-normal profiles of the subharmonic modes as extracted from HWA spectral data bandpass at 30 ≤ 𝐹 ≤ 57 (black
symbols) and from the RMS of the reconstructed flow from POD modes 5-6 for a subcritical step and 4-5 for a critical step (red sym-
bols). Subcritical step results (top figure) and critical step results (bottom figure). Streamwise locations shown (from left to right):
𝑥 = [371, 382, 386, 391, 401] mm.

Kachanov (1994) claims. Unfortunately, given the lack of spanwise measurement planes, it is not possible to
confirm the three-dimensionality (obliqueness) of these modes.

The emergence of subharmonic resonance before laminar flow breakdown is usually associated with an H-
type (Herbert, 1984) transition scenario. However, the appearance of streaky patterns in the transition fronts
from IR images calls into question whether an H-type transition takes place in the present experiments (see
figure 5.1 in section 5.1). Throughout this subsection, it has been shown that the existence of oblique waves
in the set-up might be related to the growth of the subharmonic regime. If this is true, the onset of streaks
further downstream (as observed from IR results) could be explained through the non-linear interaction of
oblique waves, as already reported in other experiments (Schmid and Henningson, 2012). Nevertheless, high
spatial resolution and detailed time-resolved measurements would be necessary in the transition region to
confirm which type of transition scenario dominates these experiments.

5.7. Effect of disturbance frequency
Previous sections focused on the detailed analysis of the flow features in the vicinity of the step at one fre-
quency, 𝐹 = 90. However, it is important to also understand how the step affects the amplification of other
disturbance frequencies to investigate the onset of transition. To do so, in this section a step back will be
taken to discuss how the results presented in section 5.1, concerned with the movement of transition, relate
to the amplification observed herein for different frequencies. Finally, the TS wave shape function at different
forcing frequencies will be presented to show that the growth dynamics governing the step are expected to be
overall very similar to the ones presented before (𝐹 = 90) for 𝐹 = 60 and 𝐹 = 110.

Figure 5.27 shows the N-factor at different step heights for the different forcing frequencies tested. DNS
and experimental data are included in clean and subcritical step case conditions (figure 5.27 (a)-(b)). Agreement
between experimental and numerical data is very good for the fundamental mode frequencies 𝐹 = 90 and
𝐹 = 110. As previously discussed in chapter 4 (section 4.3), the results at𝐹 = 60 are disrupted by an additional
source of noise in the wind tunnel background, as observed from the results of the coherence between the HWA
and the microphone signals in figure 4.4 from chapter 4. This additional source of noise at a frequency very
close to 𝐹 = 60 interacts with the fundamental mode forced with acoustics and creates the modulated TS
shape. This explains the larger discrepancy between experimental and DNS results at 𝐹 = 60 compared to
the other two forcing frequencies.

Figure 5.27 (b) shows the effect of a subcritical step for different fundamental mode frequencies. Upstream
of the step all frequencies exhibit growth. Downstream of the step, similar to the discussion reported in all
previous sections for 𝐹 = 90, all frequencies depict a region of complex growth behavior. All modes depict a
region of a pronounced initial decay that ends at around 𝑥 ≈ 420 mm. From that location onwards, the TS
wave converges to the growth rates observed in clean case conditions, i.e. 𝐹 = 110 and 𝐹 = 90 decay while
𝐹 = 60 grows after the step. However, compared to smooth-surface results, the final N-factor increase is
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Figure 5.27: N-factor of the fundamental mode for different forcing frequencies: 𝐹 = 60 (blue), 𝐹 = 90 (green) and 𝐹 = 110 (magenta).
Clean case (a), subcritical step (b), critical step (c) and supercritical step (d) conditions. Symbols denote HWA measurements, full lines
represent DNS results in clean (a) and subcritical step conditions (b). Dashed lines in (a), (b) and (c) denote the clean case results from
DNS. Note that the dashed-dotted lines between HWA data points are not numerical data but are just included for easier interpretability
of the experimental data trend.

higher with the step (note the difference between 𝑁 in clean case and step case conditions, i.e. Δ𝑁), indicating
that the step moves transition upstream. In general, from the results shown in figure 5.27 (b), one can observe
that transition might be governed by lower frequencies in subcritical step case conditions, similar to the clean
case. Therefore, in this case, despite having a region where the instability could undergo spatial transient
growth in the vicinity of the step (note different amplification trends in |𝑢̂| and |𝑣̂|)⁶, transition might still be
governed by lower frequencies downstream.

Figure 5.27 (c) shows the N-factor evolution for the different forcing frequencies tested in critical step con-
ditions. Upstream of the step all frequencies grow, similar to the results shown in figure 5.27 (b) for a subcritical
step. Downstream of the step, it can be observed that, conversely to the observations from figure 5.27 (a), now
the trend of the different frequencies diverges from the one presented in smooth-surface conditions. More
specifically, 𝐹 = 90 and 𝐹 = 110 continuously grow while in clean case conditions they experience decay
after the step. From the N-factor levels after the step, it can be argued that the fundamental mode governing
transition would be 𝐹 = 90 given the higher N-factors compared to the other frequencies. As expected from
the sudden rise experienced immediately after the step, transition takes place close downstream of the step,
as shown from figure 5.2 in section 5.1.

Interestingly, at 𝑥 = 382 mm, modes 𝐹 = 110 and 𝐹 = 60 present a peak in the N-factor (figure 5.27
(c)). Looking at the shape function profiles from HWA one cannot retrieve any additional peak in the TS wave
corresponding to the equivalent peak observed in the N-factor. Instead, HWA measurements (not shown here)
present a sudden increase of the TS wave maximum in this region. It remains unclear where does the sudden
rise in the amplitude of the TS wave come from in these regions.

Figure 5.27 (d) shows the results in supercritical step conditions. Upstream of the step all frequencies ex-
perience similar growth as in critical step conditions (figure 5.27 (d)). However, both 𝐹 = 110 and 𝐹 = 60
present a suden decay in front of the step. This could be related to the decay observed for the |𝑢̂| TS compo-
nent at 𝐹 = 90, which was triggered by the distortion of the TS vortex upstream of the step edge, resulting in

⁶The reader is referred to the end of section 5.3 for a more detailed discussion on this.



78 5. Results with Forward­Facing Steps

a transfer of streamwise disturbance momentum to the wall-normal direction (predicted from PIV results in
figure 5.15 (i)-(j)). Downstream of the step it can be observed from figure 5.27 (d) that all modes saturate at a
similar streamwise location (𝑥 ≈ 400 mm). From section 5.1 in figure 5.2 it was shown that transition takes
place immediately after the step in supercritical step conditions, more specifically, at 𝑥 ≈ 400.

Figure 5.28 and 5.29 show the TS shape function from the fundamental mode when forcing at frequency
𝐹 = 110 and 𝐹 = 60, respectively. The agreement observed from figure 5.28 (a)-(b) between DNS and HWA
results is very satisfactory, both methods capturing the uncommon distortion observed from the TS wave
after the subcritical step case at 𝑥 = 420 mm (already thoroughly analyzed for 𝐹 = 90 in section 5.4 and
section 5.5). In turn, the disagreement between DNS and HWA observed from figure 5.29 (a)-(b) is attributed
to the additional background disturbance at a similar frequency, as previously discussed.

Figures 5.28 and 5.29 (b)-(d) show that the distortion of the TS shape upstream and downstream of the
step shares similar features with the results previously presented in figure 5.11 from section 5.3 at 𝐹 = 90.
In essence, upstream of the step the TS wave develops a secondary lobe due to the growth of the mean shear
in higher wall-normal locations. Moreover, right after the step, the TS wave exhibits a secondary near-wall
vortex which in the case of higher step cases prevails further downstream (see figures 5.28 and 5.29 (d)) while
in subcritical step cases it vanishes (see figures 5.28 and 5.29 (b)). Further downstream it was observed for
the case of 𝐹 = 90 that the TS wave presented large distortion in regions where non parallel effects were
negligible, at 𝑥 ≈ 420 mm. It is observed from figure 5.28 (b) that at 𝐹 = 110 an even stronger distortion at
this location is observed. In turn, at 𝐹 = 60 (figure 5.29 (b)) this is not discernible. This indicates that higher
frequencies might be more susceptible to large distortion in these regions, probably for their maxima being
closer to the wall, i.e. in regions of high shear.

It is important to notice that, given the large amplitude of the harmonics after the critical step (not shown
here for briefness), non-linear effects become relevant and three-dimensional flow might start to develop, i.e.
the onset of breakdown, in figures 5.28 and 5.29 (c)-(d). Therefore, any modulation observed in the wall-normal
TS shape profile (particularly after the step region in critical and supercritical step cases) is not representative
of the actual perturbation shape, given the possible modulation experienced by the instability in the spanwise
direction.
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Figure 5.28: Wall-normal profiles of the fundamental mode (𝐹 = 110) in terms of |𝑢̂| (black) and 𝜕𝑈/𝜕𝑦 (gray). Full lines denote DNS
data and symbols (∘) HWA results. Clean (a), subcritical (b), critical (c) and supercritical (d) step cases. The streamwise locations plotted
are at (from left to right) 𝑥 = [341, 361, 374, 381, 383, 391, 401, 421] mm with the step at 𝑥 = 380 mm. The horizontal spacing
between profiles is set to Δ = 1.2 for legibility. Note that the dashed-dotted lines in (c) and (d) are not numerical data but just intend to
trace the experimental data points for easier interpretability.
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Figure 5.29: Wall-normal profiles of the fundamental mode (𝐹 = 60) in terms of |𝑢̂| (black) and 𝜕𝑈/𝜕𝑦 (gray). Full lines denote DNS data
and symbols (∘) HWA results. Clean (a), subcritical (b), critical (c) and supercritical (d) step cases. The streamwise locations plotted are
at (from left to right) 𝑥 = [341, 361, 374, 381, 383, 391, 401, 421] mm with the step at 𝑥 = 380 mm. The horizontal spacing between
profiles is set to Δ = 1.2 for legibility. Note that the dashed-dotted lines in (c) and (d) are not numerical data but just intend to trace the
experimental data points for easier interpretability.



6
Conclusions and Recommendations

6.1. Conclusions
The stability of Tollmien-Schlichting waves in the presence of Forward-Facing Steps has been studied bymeans
of experiments in this work. In addition, results from two-dimensional Direct Numerical Simulations per-
formed at DLR were also presented to gain further insight into the physics of the problem.

The global effect of FFS on transition has been studied using Infrared Thermography. Results show that,
in line with the previous literature (Crouch et al., 2006; Perraud and Seraudie, 2000; Wang and Gaster, 2005),
increasing the step height moves transition upstream. The present results on laminar-turbulent transition
show poor correlation with the existing Δ𝑁models and fits found in literature, which in addition present large
differences among the works of different authors. These observations indicate the difficulty of describing the
effect of an FFS on transition with a few non-dimensional parameters. These findings suggest that the step
could be highly dependent on the particular experimental conditions, ranging from the different measurement
techniques used to identify transition (Costantini, 2016) to the different incoming disturbance amplitudes.

Close examination of themeanflow and disturbance features in the vicinity of the step has been possible by
means of PIV andHWAmeasurements. Detailedmeasurements in the step region allowed for comparison with
2D DNS results in clean and subcritical step (ℎ/𝛿∗ = 0.775) conditions. Throughout this work, an excellent
agreement has been observed between DNS and experimental data. Thus validating the study of subcritical
step cases with 2DDNS. On the other hand, critical (ℎ/𝛿∗ = 1.462) and supercritical (ℎ/𝛿∗ = 1.950) step cases
were studied only experimentally given the high non-linear interactions and subsequent three-dimensional
flow after the step region.

Figure 6.1 is presented herein to summarize the most important observations made from experimental and
numerical data close to the step region. These will be briefly explained in the remaining of this chapter.

Upstream of the step, the boundary layer thickness increases due to the adverse pressure gradient built
by the step, and TS waves undergo large exponential growth. The destabilizing effect is observed to become
stronger with higher steps, in line with the highly positive production term present in that region.

At the step location, the boundary layer presents a large curvature distortion as a combined effect of two
quasi-simultaneous but opposite pressure gradients. In addition, the TS wave is highly distorted by the step
geometry, with most of the streamwise momentum of the disturbance being transferred to the wall-normal
direction. Immediately after the step edge, the opposite takes place. In this region |𝑢̂| and |𝑣̂| exhibit opposite
growth trends and, interestingly, a near-wall vortical structure is originated which manifests in the TS shape
functions as a secondary lobe, similar to observations in Shahzad (2020). Disturbance streamline results from
DNS (for subcritical steps) show this near-wall vortex to counterrotate the incoming TS wave. In addition, PIV
results present explosive growth of this secondary structure in wall-normal direction when the step height is
increased, drastically distorting the incoming TS waves in the supercritical step case.

Downstream of the step, subcritical step cases exhibit large differences from critical and supercritical ones
(figure 6.1).

On the one hand, results in subcritical step conditions show the secondary structure confined in the near-
wall, decaying in streamwise direction and finally vanishing. After this region, the TS wave undergoes a
complex growth behavior characterized by regions where the production term changes sign several times along
the streamwise direction. Interestingly, despite non-parallel effects being negligible in this region, results from
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the OS solver present a large discrepancy with DNS and experiments in that region. Following the work
of Marxen et al. (2009), when the disturbance components orthogonal to the baseflow are computed, it is
observed that the maximum of |𝑢̂||| and |𝑣̂⊥| present different growth trends, pointing towards non-modal
growthmechanisms active in these regions. Examination of theDNS perturbation flowfield in this area exhibits
the tilting direction of disturbances with respect to the mean shear to be closely related to a change of sign
in the production term. These findings indicate that the Orr-mechanism could play a role in the non-modal
growth of disturbances after the step. Further downstream, the amplification of the TS wave recovers the
trends observed in clean case conditions but with higher disturbance amplitudes. Results at different forcing
frequencies show that in subcritical step cases the onset of transition is governed by low frequencies, similar
to clean case conditions.

On the other hand, critical and supercritical step cases exhibit destabilization immediately after the step for
the three forcing frequencies tested. Downstream of the step the amplitude of the higher harmonics increases,
with breakdown to turbulent flow taking place within the field of view in superciritcal step conditions. Re-
sults at different forcing frequencies show that transition is governed by the disturbance presenting maximum
amplification at the step, in this case, 𝐹 = 90.

The aforementioned observations suggest that the dimensions of the near-wall structure observed at the
step edge could be linked to or be the consequence of some alternative mechanism highly destabilizing the
flow in that region. Nevertheless, in the context of the present work, it has not been possible to find out the
origin of this near-wall vortex.

High non-linear effects 
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Exponential growth
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Near-wall
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Large TS wave
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Figure 6.1: Schematic of main flow features and growth trends found in this work for a FFS with an incoming TS wave.

Finally, from spectral results during HWA measurements it has been observed that the subharmonic con-
tent is highly sensitive to the step height. This is in line with the work of Park and Park (2013), where the
authors find that increasing the height of the roughness element (a hump in their work) enhances the growth
of the subharmonic modes through non-linear interaction. The growth in the subharmonic content could be
linked to the presence of oblique modes in the present experimental set-up, which originated through receptiv-
ity to background disturbances in the LE. These oblique modes amplify by a symmetric three-wave resonance
mechanism (Craik, 1971). The presence of obliquemodes in the present experiments could explain the observed
streaky transition fronts identified from IR images.

6.2. Recommendations
In the present work, several interesting features have been observed downstream of a subcritical step case
which could point to the presence of non-modal growth in these regions. To further understand and confirm
the existence of such growth mechanisms, the present problem should be readdressed using non-modal tools.
Furthermore, other contributions to the disturbance kinetic energy balance should be investigated following
an approach similar to the one adopted in this work with the production term. Finally, following the work
of Marxen et al. (2009), the streamwise evolution of distinct peaks within the TS wave (once projected into
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the baseflow components) should be studied to determine whether different peaks present different growth
mechanisms.

In light of the results obtained for the three different step cases studied, it can be said that the one pre-
senting more interesting features is the subcritical step. The latter presents a large streamwise extent where
the disturbance exhibits tilting and continuous change in growth while, in critical and supercritical step cases,
destabilization is immediate. Thus, in future experiments and numerical works it is highly recommended to
further study the flow features originating in steps with heights laying in between the subcritical and the
critical step heights presented in this work.

Future works concerned with the stability of TS-FFS transition should also explore how the initial TS wave
amplitude changes the dynamics at the step. If the effect of the step becomes different based on the incoming
TS wave amplitude, this could explain why the different Δ𝑁 models present disagreement under different
experimental conditions.

Finally, several features could be improved from the experimental set-up used in this work. First of all,
the span of the present set-up should be increased to avoid the interference of the turbulent wedges with the
TS-dominated transition front. This would improve the transition front measurements in this work and the
consequent comparison with other experimental works as the one of Wang and Gaster (2005). Secondly, the
receptivity at the model’s LE should be revisited to understand the onset of such high-amplitude instabilities
excited by uncontrolled background disturbances. In this regard, different TE configurations (or tripping strips)
should be explored to discard any shedding at the TE. In addition, the acoustic excitation should be placed
close to the LE in future experiments to remove possible sources of non-uniform receptivity (e.g. non-parallel
wavefront) at the LE.





A
Extra figures

Figure A.1: Velocity contours (𝑢) and disturbance streamlines for a subcritical step, ℎ/𝛿∗ = 0.775 at forcing frequency 𝐹 = 90. PIV (a,
c, e, g, i, k) and DNS (b, d, f, h, j, l) results. 𝜙 = 0∘ (a, b), 𝜙 = 60∘ (c, d), 𝜙 = 120∘ (e, f), 𝜙 = 180∘ (g, h), 𝜙 = 240∘ (i, j) and 𝜙 = 300∘
(k, l). Wall-normal axis is scaled by 1.35 for visualization purposes.
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Figure A.2: POD results for a subcritical step (ℎ/𝛿∗ = 0.775) with acoustic forcing at 𝐹 = 90. First five normalized POD modes from the
𝑢−component of the disturbance (a, b, c, d, e) and energy fraction per mode from both 𝑢− (black bars) and 𝑣− (red bars) components.

Figure A.3: POD results for a supercritical step (ℎ/𝛿∗ = 1.950) with acoustic forcing at 𝐹 = 90. First five normalized POD modes from
the 𝑢−component of the disturbance (a, b, c, d, e) and energy fraction per mode from both 𝑢− (black bars).
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