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Abstract 
Public sector organizations increasingly use artificial intelligence to augment, 
support, and automate decision-making. However, such public AI can po-
tentially infringe on citizens’ right to autonomy. Contestability is a system 
quality that protects against this by ensuring systems are open and respon-
sive to disputes throughout their life cycle. While a growing body of work 
is investigating contestable AI by design, little of this knowledge has so far 
been evaluated with practitioners. To make explicit the guiding ideas under-
pinning contestable AI research, we construct the generative metaphor of 
the Agonistic Arena, inspired by the political theory of agonistic pluralism. 
Combining this metaphor and current contestable AI guidelines, we develop 
an infographic supporting the early-stage concept design of public AI system 
contestability mechanisms. We evaluate this infographic in five workshops 
paired with focus groups with a total of 18 practitioners, yielding ten concept 
designs. Our findings outline the mechanisms for contestability derived from 
these concept designs. Building on these findings, we subsequently evaluate 
the efficacy of the Agonistic Arena as a generative metaphor for the design 
of public AI and identify two competing metaphors at play in this space: the 
Black Box and the Sovereign.
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Introduction

Algorithmic decision-making in the public sector can undermine autonomy — 
 people’s effective capacity for self-governance.1 If we are to guard against such 
undermining, public artificial intelligence (AI) systems should be contestable: 
open and responsive to disputes throughout their lifecycle, establishing dia-
logical relationships between decision subjects (people who are significantly 
impacted by human-AI system actions) and system operators.2

Contestable AI is an emerging field of research within human-centered AI.3 
However, as with other aspects of responsible AI, much of the debate related 
to contestability has been focused on principles rather than practices.4 For 
practitioners to use the findings from the contestable AI field, they need to be 
translated and adapted to specific contexts5 and presented in ways to which 
they can easily relate.6 One such form is visual explanations — infographics 
that represent dynamic processes.7 Furthermore, design knowledge should 
be generative — allowing for a range of specific solutions without entirely 
prescribing their form.8 We can achieve such conceptual richness by articu-
lating a generative metaphor,9 which is an idea that allows designers to think 
of a problem in terms of something else, leading to particular diagnoses and 
accompanying prescriptions.

In this article, we hypothesize a generative metaphor for contestable 
AI in the public sector: the Agonistic Arena. We developed this metaphor 
based on the concept of agonistic pluralism,10 a political philosophy that 
underpins much contestable AI research. Our main aim was to evaluate 
the efficacy of the Agonistic Arena metaphor as a generative metaphor for 
designing more contestable public AI. In support of this aim, we created 
an infographic of contestable AI that supports practitioners during the 
concept design of public AI, titled “Contestability Loops for Public AI.” 
The infographic is built on previous work, translating contestable AI into 
more practical guidance.11 It was also deliberately designed to convey the 
Agonistic Arena metaphor. We qualitatively evaluated this infographic 
with practicing designers in a series of workshops. In these workshops, 
we asked participants to redesign an existing public AI system to be more 
contestable, with help from the infographic and the Arena metaphor it 
embodies.

We frame our approach as constructive design research in the field mode.12 
Our ontological and epistemological commitments are critical realist13 and 
contextualist.14 We used creative design to produce an artifact and use it as 
the research instrument to generate the data. The data was analyzed using 
interpretative techniques.

The contributions to the field of design from this study are: the construc-
tion of the Agonistic Arena based on political theory, a generative metaphor 
that animates the contestable AI field; an infographic that further concret-
izes and explicates contestable AI knowledge for the audience of design 
practitioners active in the public AI space; an evaluation of whether and to 
what extent practicing designers produce more contestable concept designs 
of public AI when using the Arena metaphor and the Contestability Loops 
infographic; and an account of several competing metaphors that may be at 
play in public AI discourse — the Black Box and the Sovereign.
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This article is structured as follows: First, we provide background on 
public AI, contestable AI, generative metaphor, agonistic pluralism, and the 
Agonistic Arena metaphor. Second, we describe our method, including in-
fographic design, workshop focus groups, and reflexive thematic analysis. 
Third, we describe our results as themes that capture mechanisms put for-
ward by the concept designs created by our workshop participants. Finally, in 
the discussion, we evaluate the efficacy of the Arena as a generative metaphor 
for the design of public AI by reflecting on the extent to which the concept 
design mechanisms are expressions of said metaphor or embody competing 
metaphors.

 Background

 Public and Urban AI

We situate our work in the context of public AI, which we define as the appli-
cation of adaptive data analysis and processing to enhance, assist, or auto-
mate decision-making in the public sector.15

Research on the use of AI in the public sector (public AI) is growing.16 While 
some use AI,17 the terms algorithm or algorithmic system are more prevalent.18 
Such systems inform or automate government decision-making.19 Key appli-
cation areas of public AI are child protection, public housing, health, social 
protection, security, and taxation.20 The primary concerns in public AI include 
transparency,21 data collection politics,22 and impact on public sector work.23

A related field is urban AI,24 which delves into the role of AI in the built 
environment. Here, the emphasis is on mobility solutions such as electric 
vehicle charging, autonomous vehicles, and parking systems.25 This research 
examines the influence of AI on urban experiences, intertwining AI ethics 
with urban design ethics.26 The focus on spatial justice27 is unique to urban 
AI, complementing procedural and distributive justice discussions.

One of the issues relevant to public AI is that of autonomy,28 which the 
emerging field of contestable AI seeks to address.

 Contestable AI

Research on contestable AI has been expanding, highlighting its significance 
in safeguarding against flawed and unjust automated decision-making. It 
emphasizes human involvement and the fostering of adversarial discussions 
between decision subjects and system operators.29

Contestability can be viewed as humans questioning machine predictions, 
allowing human intervention to rectify potential machine errors.30 It can be 
described as a blend of human and machine decision-making, emphasizing 
its role in procedural justice and enhancing perceived fairness.31 The practice 
of “contestability by design” stresses human intervention retrospectively and 
in the AI development processes.32 Contestability transcends mere human 
intervention, demanding a dialectical interaction between decision subjects 
and human controllers.33 The legitimacy of a system is compromised without 
contestability, which in turn demands both explanations and justifications.34 
Implementing contestability features in practice requires thoughtful consid-
eration of needs, values, and context.35
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In this study, we conceptualize contestable AI as systems that are open 
to human intervention throughout their lifecycle, emphasizing a dialogical 
relationship with decision subjects. We can leverage these contestations 
for continuous system improvement.36 A proposed design framework lists 
elements contributing to contestability, incorporating system features 
and development practices tied to stakeholders and AI system lifecycle 
stages.37 Subsequent work emphasizes the relevance of participatory 
policy- making approaches and the need to monitor contestations for sys-
temic flaws.38

When we turn principles into practical guidelines, they become more 
specific but less helpful for orientation. Practitioners might interpret these 
principles differently than their creators, leading to designs that oppose the 
original intent. Thus, we use the theory of generative metaphor to under-
stand the underlying ideals of contestable AI proponents and convey them 
more clearly alongside specific prescriptions.

 Generative Metaphor

Donald Schön defines generative metaphor as a lens influencing our per-
ception and understanding of the world.39 It involves meta-pherein — the 
transfer of perspectives between domains. This perception affects our 
decisions and actions. For Schön, challenges in social policy stem from 
problem-framing rather than problem-solving.40 Recognizing society’s 
implicit generative metaphors enhances our understanding. Not all 
metaphors are generative; only those offering new insights qualify. Schön 
also discusses frame restructuring as a means to reconcile conflicting 
perspectives.41

Related yet distinct is George Lakoff’s theory of conceptual metaphor.42 
This theory describes how language uses metaphors to convey deep-rooted 
concepts, like associating “love” with “warmth.” These metaphors connect 
abstract ideas to familiar sensations, becoming ingrained through cultural 
interactions.43 In essence, metaphorical thought is unavoidable.

In human-computer interaction (HCI) and design research, researchers 
have used generative metaphors to analyze discourses in computing,44 user 
perception of voice interfaces,45 and to challenge HCI research assump-
tions.46 Attempts to formalize the methodical use of metaphor include 
Method Cards,47 which helpfully categorize them as weak or strong. Func-
tional prototypes in various domains use metaphor for design, including 
AI.48 Metaphor and narrative synergistically enhance moral imagination, 
offering a dynamic approach to the value-sensitive design of AI systems.49 
Metaphorical thinking can foster a more nuanced understanding of artificial 
intelligence.50 Designers cannot escape the use of metaphor, and it is best 
that they do this consciously.51

Generative metaphor shows that design issues can be interpreted in 
multiple ways. Each interpretation suggests particular underlying chal-
lenges. Therefore, how we metaphorically frame AI problems matters. 
Understanding a driving metaphor underpins the effective use of prescrip-
tions of a more tactical nature. The following section describes the meta-
phor we feel best guides contestable AI thinking.
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 Agonistic Pluralism and the “Arena” as Generative Metaphor

We see the thinking of contestable AI researchers as shaped by a generative 
metaphor we call the “Arena,” which takes inspiration from the ancient 
Greek ideal of democratic competitiveness.52 This metaphor casts AI sys-
tems as a space in which conflict in various forms is embraced and cele-
brated as a productive force. Agonistic pluralism is the political philosophy 
underpinning this metaphor.

Agonistic pluralism, developed by Chantal Mouffe,53 presents a 
democratic model that values productive conflict over deliberation and 
consensus, emphasizing the celebration of radical differences and conten-
tious expression in democratic practice. It acknowledges the democratic 
paradox that we can never wholly achieve a thoroughly pluralistic society 
but argues that conflict is essential to preserving diversity and preventing 
the erasure of difference. Spaces for contestation must be maintained, 
allowing dissent and challenging power relations. Agonistic pluralism 
distinguishes between politics and the political, focusing on the latter and 
embracing conflict as intrinsic to societal life. It views diversity of values 
as constitutive and productive, preventing civic apathy and exposing 
oppression. In contrast to universal truths, it keeps values open to contes-
tation to promote pluralism and continuous scrutiny of dominant power 
expressions. Agonistic pluralism sees identities as relational and empha-
sizes collective identity formation through political participation, op-
posing deliberative democracy, and aiming to transform antagonisms into 
legitimate political adversaries engaged in the struggle for hegemony.54

In science and technology studies (STS), agonistic pluralism is employed 
to critique participation and inclusion approaches in responsible research 
and innovation(RRI). Jack Stilgoe, Richard Owen, and Phil Macnaghten 
discuss the limitations of inclusion in responsible research and innovation, 
suggesting that it often becomes an end in itself, shaped by those in power, 
and overlooks the diverse motivations of participants.55 They advocate 
for more critical reflection on participation and its underlying norms. 
Jeroen van Bouwel and Michiel van Oudheusden argue for a differentiated 
approach to democratizing scientific governance; they point out that con-
sensus in democracy often neglects conflict and non-consensual change, 
and they thus advocate for models like agonistic pluralism that embrace 
disagreement.56 Audley Genus and Andy Stirling highlight the importance 
of inclusive, reflexive deliberation in responsible research and innovation, 
acknowledging the challenges posed by dogmatism and advocating for 
incrementalism.57 Eugen Popa, Vincent Blok, and Renate Wesselink focus 
on the role of conflict in technology history, proposing agonism to manage 
conflict by valuing responsiveness and dialogue over consensus.58 Similarly, 
Deborah Scott observes that challenges in public engagement in responsible 
research and innovation reflect criticisms of deliberative democracy and 
suggest an “agonistic” responsible research and innovation that examines 
power relations and views stakeholder stances as adversarial rather than 
equally valid.59

Researchers have applied agonistic pluralism in the context of interac-
tion design, AI, machine learning (ML), and algorithmic decision-making.60 
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AI systems seen as objects of agonistic political design create spaces for 
confronting power relations.61 Adversarial design methods can democratize 
technology development in line with agonistic ideals.62 The agonistic lens 
helps us see that AI systems are also always part of contested spaces. When 
properly agonistic, algorithmic decision-making is always a provisional and 
temporary stabilization of power.63 Agonistic AI system development would 
allow people to decide if, when, and how to integrate AI. Agonistic AI deci-
sion-making allows individuals to demand alternative ways of being com-
puted or entirely reject being computed.64 Agonistic AI demands broader 
forms of participation that acknowledge and allow for conflict and are 
sensitive to power relations and exclusions.65 Agonism lets us see AI systems 
not only as a product or producer of politics but also as a space within which 
politics happens and to resist simplistic readings of AI’s politics as fully 
liberatory or oppressive.66 In contrast to AI safety approaches that rely on 
principles or technologies, AI development can be conceived of as machine 
politics, where agonistic deliberation should aim not merely to achieve AI 
safety but also to embody its goal.67

 Conceptualizing the Generative Metaphor of the 
“Agonistic Arena”

Contestable AI embodies the generative metaphor of the Arena. This meta-
phor characterizes public AI as a space where interlocutors embrace conflict 
as productive. Seen through the lens of the Arena, public AI problems stem 
from a need for opportunities for adversarial interaction between stake-
holders. This metaphorical framing suggests prescriptions to make more 
contentious and open to dispute the norms and procedures that shape 1) AI 
system design decisions on a global level and 2) human-AI system output 
decisions on a local level (i.e., individual decision outcomes), establishing 
new dialogical feedback loops between stakeholders that ensure contin-
uous monitoring. The Arena metaphor encourages a design ethos of revis-
ability and reversibility so that AI systems embody the agonistic ideal of 
contingency.

 Design and AI

Our empirical work centered on early-stage design activities focused on gen-
erating concept designs; this does not mean we hold a linear deterministic 
view of how design contributes to AI systems. Actually existing AI systems 
are designed and redesigned continuously by people whose job titles do not 
include the word designer, who do not consider themselves doing design, 
and who are not necessarily part of the organization designing the system in 
question. As with other complex sociotechnical systems, (public) AI systems 
are dynamic and constantly changing in response to feedback from their 
environment.68

In this context, design is more akin to what John Seely Brown described 
as “thinkering” — experimenting, testing, and adjusting in a collaborative 
manner similar to the open-source approach.69 Malcolm McCullough has 
described this as tuning — the incremental growth, change, and adaptation 
of configurations and settings based on the feel of the aggregate, something 
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not easily predicted but arrived at iteratively over time based on human judg-
ment.70 In this context, designers become like stewards; their role is never 
finished.71 They become facilitators of change among various stakeholders, 
helping them to act more intelligently in a more design-minded way in our 
systems.72 As Kristina Höök and Jonas Löwgren put it, when faced with com-
plex sociotechnical systems that include AI, designers should consider their 
work as “interventions into ongoing transformations over which they have 
limited control.”73

Although we evaluate the Arena metaphor in the context of early-stage 
concept design, we do not intend its applicability to be limited to this stage. 
Instead, we hope it will serve as a guiding concept throughout the AI system 
lifecycle for all those who contribute to design, steering choices towards those 
that increase the contestability of AI systems.

 Method

We aimed to develop and evaluate generative intermediate-level design 
knowledge.74 This type of knowledge occupies the middle ground between 
specific instances and general theory, providing seeds for design solutions 
without prescribing their shape. We built on our prior work that introduced a 
framework for contestable AI.75 Frameworks are a type of design knowledge 
that outlines solution characteristics for achieving goals in specific contexts.76 
We evaluated this approach with practitioners77 to strengthen the HCI 
research- practitioner relationship.78 We translated the framework and the 
accompanying generative metaphor of the Arena into a visual explanation.79 
Such infographics are suitable for depicting systems-oriented knowledge and 
are especially beneficial for practitioners who often rely on visual aids.80 We 
conducted workshops with professional designers to assess the infographic, 
a standard method in HCI design research.81 Our qualitative analysis of 
workshop outcomes used the theory of generative metaphor as a lens and 
employed reflexive thematic analysis,82 further adapted using critical realist 
approaches83 and annotated portfolios.84

 Preregistration

We preregistered this study at Open Science Framework (OSF).85 The most 
notable change between the study plan and this final report is narrowing 
the focus of the research aim and questions to the efficacy of the generative 
metaphor of the Agonistic Arena. All data was generated as described, but the 
analysis scope was narrowed only to cover the generated concept designs. 

 Visual Explanation Design Process

The process of constructing the visual explanation unfolded as follows. First, 
we drafted a creative brief. The two critical ingredients for the infographic are 
the Features section of the Contestable AI by Design framework86 (Figure 1), 
updated with insights from the Five Loops model87 (Figure 2), and the Ago-
nistic Arena generative metaphor. We used the infographic loops to establish 
the new relations between stakeholders, an essential element of the Arena. 
The infographic under construction is specific to the public sector context by 

85 Kars Alfrink et al., “Envisioning Contestabil-
ity Loops,” Open Science Framework, March 
21, 2023, https://doi.org/10.17605/OSF.IO/
QJZGV. 

86 Alfrink et al., “Contestable AI by Design.”
87 Alfrink et al., “Contestable Camera Cars.”

https://doi.org/10.17605/OSF.IO/QJZGV
https://doi.org/10.17605/OSF.IO/QJZGV
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Figure 1
Features contributing to contestable AI: 
System developers create built-in safeguards 
to constrain the behavior of AI systems. 
Human controllers use interactive controls 
to correct or override AI system decisions. 
Decision subjects use interactive controls, 
explanations, intervention requests, and 
tools for scrutiny to contest AI system deci-
sions. Third parties also use tools for scrutiny 
and intervention requests for oversight and 
contestation on behalf of individuals and 
groups. © 2022 Kars Alfrink, Ianus Keller, 
Gerd Kortuem, and Neelke Doorn.

Figure 2
Diagram of “five loops model,” showing 
the basic flow of policy through software 
into decisions (solid arrows), the direct way 
citizens can contest individual decisions 
(L1, dashed arrow), the direct ways in which 
citizens can contest systems development 
and policy making (L2-3, dotted arrows), and 
the second-order feedback loops leading 
from all decision-appeal interactions in the 
aggregate back to software development 
and policy-making (L4-5, dashed-dotted 
arrows). © 2023 Kars Alfrink, Ianus Keller, 
Neelke Doorn, and Gerd Kortuem.
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explicitly including the representative democratic policy-making process. We 
aimed to develop the infographic for design practitioners, offering them more 
concrete guidance than the underlying theoretical framework. In the creative 
brief, we also delineated the key concepts mobilized in this study (Table 1).

Next, we recruited an information designer to lead infographic creation. 
The primary selection criterion was if their portfolio contained works that 
resembled the content and style set out in the brief. An innovation lab pro-
vided funding for this segment of the study. The infographic underwent eight 
iterations between April 11 and May 22, 2023.

Throughout the process, we made some critical design decisions, including 
the following. A style reminiscent of Chris Ware and his ligne claire predeces-
sors (e.g., Hergé, Joost Swarte) creates a legible and relatable look. A2 paper 
size scale provides sufficient space to include the required detail while still 
usable on a projected display or printed and kept on the side of a desk while 
doing concept design work. We included visual references to competition and 
conflict to strengthen the connection to the Arena metaphor. At a late point 
in the process, we included a separate element that explicitly describes what 
motivates contestability: increasing systems’ legitimacy over time. Following 
the pilot workshop on May 10, we made some final adjustments.

 Visual Explanation

The infographic depicts a generic human-AI decision-making system,88 four 
features that create contestability loops, and a fifth section representing 
the policy and system development context by which a human-AI system is 
produced (Figure 3). The four features are interactive controls, intervention 
requests, tools for scrutiny, and monitoring. Interactive controls allow human 

Visual explanation “Pictures of verbs, the representation of mechanism and motion, of process and dynamics, 
of causes and effects, of explanation and narrative.”i In our case, we use visual explanations 
as a form of intermediate-level design knowledge — i.e., somewhere between particular 
design instances and general theory.ii

Design concept Portrayals of future designs,iii as opposed to design artifacts.

Artificial intelligence 
(AI)

“[A] cover term for a range of techniques for data analysis and processing, the relevant 
parameters of which can be adjusted according to either internally or externally generated 
feedback.”iv

Public AI AI used by public sector actors to support, augment, or automate decisions.v

Contestable AI Open and responsive to human intervention throughout the system lifecycle, establishing a 
dialectical relationship between decision subjects and system operators.vi

i   Tufte, Visual Explanations.
ii  Höök and Löwgren, “Strong Concepts.”
iii Stolterman and Wiberg, “Concept-Driven Interaction Design Research.”
iv Suchman, “Corporate Accountability.”
v  Nouws, Janssen, and Dobbe, “Dismantling Digital Cages.”
vi Alfrink et al., “Contestable AI by Design.”

Table 1 Definitions used in the design workshop.

88 A detailed anatomy of the visual expla-
nation is provided in Appendix A.
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controllers and decision subjects to intervene in the AI prediction process. 
Intervention requests enable data subjects to understand individual decisions, 
express their disagreement, debate system operators, and receive a human 
review of a decision. Tools for scrutiny allow a wide range of groups in society 
to inspect the workings of human-AI systems. Finally, Monitoring is a second-
order loop that looks for systemic patterns in individual decision appeals. In 
the policy and system development part, we show a variety of control means 
for citizens, including electing public representatives, participating directly in 
policy-making, and participating directly in system development. A separate 
diagram in the bottom left shows how the human-AI system evolves toward a 
more legitimate state over time under pressure from repeated contestations.

 Design Workshops

We generated the data for this study using workshops with professional de-
signers employed by client services agencies in the Netherlands. In these 
workshops, we first gave participants a brief introduction to contestable public 
sector AI and the Agonistic Arena metaphor and explained the infographic. 
This information mirrors the descriptions in Sections “Contestable AI” and 

Figure 3
Contestability Loops for Public AI infographic 
used in workshops. © 2024 the authors.
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“Visual Explanations.” Then, we presented the example case of a real-world 
human-AI decision-making system piloted in the city of Amsterdam to aid the 
enforcement of illegal vacation rentals (Section “Case”). Subsequently, we 
asked participants to create concept designs to make this system more contest-
able. We used the prompt: “Using the infographic for guidance, sketch one or 
more concept designs to make the vacation rental system more contestable.” 
Participants could work solo, in pairs, or in groups during the design exercise. 
We provided a set of materials used to sketch; these materials were consistent 
across workshops.89 We concluded each workshop with a focus group discus-
sion in which participants briefly presented their concept designs. We recorded 
the audio of these discussions. The first author was the workshop facilitator, 
lecturer, and guide in the final discussion. We did not actively participate in 
concept design exercises.

We conducted five workshops at agencies in The Netherlands. Our recruit-
ment strategy was purposive. We sought out interaction design agencies using 
our network with demonstrable experience with design for the public sector 
and design for AI or, more generally, data-driven technologies. Participant 
numbers ranged from three to five (M = 3.6, SD = 0.9). These numbers follow 
the criteria for focus groups recommended by Virginia Braun and Victoria 
Clarke.90 Workshops lasted three hours and took place on participant agen-
cies’ premises. Participants spent 33–55 minutes sketching (M = 40, SD = 11). 
Focus group discussions lasted 39–51 minutes (M = 44, SD = 4). The data 
generated consists of concept design sketches and verbal descriptions. Ten 
concepts were generated in total.

This study received approval from our institute’s human research ethics 
committee. We acquired written informed consent from all participants.

 Pilot Workshop

Before data generation, we piloted the workshop with 19 industrial design 
engineering master students at our institution. Changes we made to the 
workshop afterward were relatively minor. We included a more detailed 
walkthrough of the infographic, expanded the case description document 
with several more example images, and fine-tuned the timing of the various 
workshop segments.

 Participant Demographics

Participants’ years of professional design experience ranged from 1 to 35 
years (M = 14.3, SD = 10.6). Participants’ self-reported knowledge of design 
for AI ranged from “not at all” to “very knowledgeable” (M = 2.7, SD = 1.0), 
while their knowledge of design for the public sector ranged from “slightly” 
to “extremely knowledgeable” (M = 3.7, SD = 1.0).91

 Case: Illegal Vacation Rental Housing Enforcement Risk Model

For our case, we selected a typical instance of a public AI system. We used 
the algorithm register of Amsterdam to screen for a system that uses risk 
scoring, which has become a widespread practice implicated in more than 
a few public administration scandals in recent history.92 We searched for a 
system that addressed a relatable issue involving some stakes but was not 

89 A3 marker pad, HB pencils, Sharpie 
markers, and Post-it notes.

90 Virginia Braun and Victoria Clarke, Suc-
cessful Qualitative Research: A Practical 
Guide for Beginners (Los Angeles: SAGE, 
2013), 115.

91 On a scale of one to five, one being 
“not at all” and five “extremely 
knowledgeable.”

92 For example, see Adamantia Rachovitsa 
and Niclas Johann, “The Human Rights 
Implications of the Use of AI in the 
Digital Welfare State: Lessons Learned 
from the Dutch SyRI Case,” Human Rights 
Law Review 22, no. 2 (2022): ngac010, 
https://doi.org/10.1093/hrlr/ngac010; 
Marvin van Bekkum and Frederik 
Zuiderveen Borgesius, “Digital Welfare 
Fraud Detection and the Dutch SyRI 
Judgment,” European Journal of Social 
Security 23, no. 4 (2021): 323–40, https://
doi.org/10.1177/13882627211031257; 
Sonja Bekker, “Fundamental Rights 
in Digital Welfare States: The Case 
of SyRI in the Netherlands,” in Neth-
erlands Yearbook of International 
Law 2019: Yearbooks in International 
Law: History, Function and Future, ed. 
Otto Spijkers, Wouter G. Werner, and 
Ramses A. Wessel (The Hague: T.M.C. 
Asser Press, 2021), 289–307, https://doi.
org/10.1007/978-94-6265-403-7_24.

https://doi.org/10.1093/hrlr/ngac010
https://doi.org/10.1177/13882627211031257
https://doi.org/10.1177/13882627211031257
https://doi.org/10.1007/978-94-6265-403-7_24
https://doi.org/10.1007/978-94-6265-403-7_24
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highly polarizing. We opted for a system that the city piloted as part of the 
enforcement of illegal vacation rentals.

Amsterdam continues to struggle with mass tourism. Visitor levels have 
rapidly recovered to pre-pandemic levels and continue to increase. Part of 
the challenge for the city to control visitor flows is the practice of illegal 
vacation rental properties. The city has two main policy aims: 1) to ensure 
adequate living space availability for residents and 2) to prevent visitors 
from adversely affecting the city’s livability.

In early 2020, the city announced a pilot system that would aid in 
screening reports of possible illegal vacation rentals. The system would 
help the city save time on finding suspicious homes, freeing up time for 
investigating properties.

The system takes as input reports from citizens about possible housing 
fraud. The system then selects additional data available on the property. The 
probability of housing fraud is calculated by the system using a model created 
using random forest regression and historical data on investigated reports. 
The system uses SHapley Additive exPlanations (SHAP)93 to calculate the 
contribution of features to the prediction. Based on the report, risk score, and 
explanation, a civil servant decides whether or not to investigate. Surveil-
lance and enforcement officers conduct the investigation and submit their 
findings to an enforcement lawyer. The enforcement lawyer decides if there is 
a violation or not.

Issues include high fines that can lead to undesirable situations where 
enforcement is deemed disproportionate to the violation, such as an honest 
mistake. As designed, the system lacks contestability.94

 Analysis

We based our overall analysis approach on reflexive thematic analysis.95 
We adapted the approach to our purposes, drawing inspiration from critical 
realist approaches to thematic analysis96 — in particular, alternating be-
tween data-led and theory-led coding and a hierarchy of codes and themes 
that reflected our research question (Figure 4). We took further inspiration 
from the annotated portfolios approach to design knowledge construction 
from individual design instances.97

The data we worked with are transcripts of verbal descriptions of con-
cept designs supported by sketches. We coded the transcripts for verbal 

93 Scott M. Lundberg and Su-In Lee, “A 
Unified Approach to Interpreting Model 
Predictions,” in Advances in Neural 
Information Processing Systems, vol. 
30, ed. Isabelle Guyon et al. (NeurIPS 
Foudation, 2017), 1–10, available 
at https://proceedings.neurips.cc/
paper/2017/file/8a20a8621978632d-
76c43dfd28b67767-Paper.pdf.

94 This system was never fully piloted due to 
the pandemic and the introduction of new 
legislation — notably the requirement of 
a permit and registration number — which 
made other forms of enforcement that 
do not depend on reports but make use 
of scraping vacation rental websites more 
feasible. See council information letter on 
results of housing fraud enforcement, ac-
cessed May 23, 2023, https://amsterdam.
raadsinformatie.nl/document/12800007/1.

95 Virginia Braun and Victoria Clarke, “Can 
I Use TA? Should I Use TA? Should I Not 
Use TA? Comparing Reflexive Thematic 
Analysis and Other Pattern-Based Qualita-
tive Analytic Approaches,” Counselling and 
Psychotherapy Research 21, no. 1 (2021): 
37–47, https://doi.org/10.1002/capr.12360; 
Virginia Braun and Victoria Clarke, “Con-
ceptual and Design Thinking for Thematic 
Analysis,” Qualitative Psychology 9, no. 
1 (2022): 3–26, https://doi.org/10.1037/
qup0000196; Virginia Braun and Victoria 
Clarke, “Reflecting on Reflexive Thematic 
Analysis,” Qualitative Research in Sport, 
Exercise and Health 11, no. 4 (2019): 
589–97, https://doi.org/10.1080/21596
76X.2019.1628806; Braun and Clarke, 
Thematic Analysis; Virginia Braun and 
Victoria Clarke, “Using Thematic Analysis 
in Psychology,” Qualitative Research in 
Psychology 3, no. 2 (2006): 77–101, https://
doi.org/10.1191/1478088706qp063oa; Vir-
ginia Braun and Victoria Clarke, “Thematic 
Analysis,” in Research Designs: Quanti-
tative, Qualitative, Neuropsychological, 
and Biological, vol. 2 of APA Handbook of 
Research Methods in Psychology, ed. Harris 
Cooper et al. (Washington, DC: American 

Figure 4
Conceptual model of thematic analysis of 
verbal concept design descriptions and ac-
companying sketches. © 2024 the authors.
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statements that refer to system features or contents. These codes were 
grouped into higher-level themes, each representing a single mechanism 
for contestability. These mechanisms were compared to the infographic to 
determine whether they were new or existing.

The first author performed the data analysis. The remaining authors 
contributed with partial coding and the review of coding results.

 Data Preparation

We scanned sketches and stored them as image files to prepare the data. 
Then, focus group audio recordings were machine-transcribed using 
Whisper.98 The first author manually edited the raw transcriptions, removed 
identifying details, and added speaker identification pseudonyms (e.g., P1). 
For those focus groups conducted in Dutch (workshops 2 and 5), the tran-
scripts were subsequently translated into English using Google Translate and 
manually edited by the first author. We stored each concept design descrip-
tion in a separate text file. The remainder of the focus group discussion was 
not the subject of the analysis reported here.99

 Thematic Analysis

The first author coded transcripts in Atlas.ti following the conceptual model 
outlined in Figure 4. We first coded the transcript on the sentence level 
for statements describing system functionality or contents. Next, we stan-
dardized and consolidated codes using consistent language and theoretical 
concepts. We then organized codes into themes, each representing a mech-
anism: a discrete process or technique that enables contestability. We dis-
carded codes that did not fit this scheme. Finally, we compared each theme 
to the features described by the infographic. 

We considered a mechanism as existing if it resembled an infographic 
feature. Mechanisms that did not resemble the infographic were deemed 
new. Throughout this process, we referred to the concept design sketches to 
contextualize the analysis.

 Credibility Strategies

To improve the credibility of our analysis, we had discussions among 
team members to ensure a more thorough analysis. By using reflexivity, 
we accounted for our particular positions and how these might affect our 
analysis. Peer debriefing with colleague researchers was an external check 
on our research process. Member checking — sharing a draft report with 
participants for feedback — ensured our analysis reflected participants’ 
intentions.

 Positionality

As advocates of contestability, we aim for contestable AI to be an aspect of 
practice. The participants in this study are peers in the design field, in-
cluding some with whom we have worked previously. These participants are 
employees of design agencies, some with whom we maintain professional 
relationships. The case is from Amsterdam, a municipality we have worked 
with on other studies in the past.
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 Results: Concept Design Mechanisms

Participants generated a total of ten concept designs. Concept descriptions are 
summarized in Table 2. Figure 5 shows examples of concept design sketches 
produced by participants. From these designs, we construct existing and new 
mechanisms. We summarize these results in Tables 3 and 4. For each concept 
design, we indicate the absence or presence of each mechanism. We further 
distinguish between partial and full presence. We assign partial presence for 
concept design descriptions that contain a mere one to two references to the 
mechanism, usually on the level of a coherent utterance.100

ID Summary

1.1 A transparent and equitable system for monitoring citizens’ behavior in Amsterdam, 
focusing on detecting illegal renting practices, with annual assessments, anonymous 
reporting, and an open algorithm, complemented by a non-intimidating AI character for 
communication and guidance.

1.2 A visible indicator system for properties rented out on platforms like Airbnb, enhancing 
complaint handling and neighborhood impact awareness through data integration and 
company involvement in rental distribution.

1.3 A system for equitably sharing unused space, focusing on positive reinforcement and 
contextual analysis to pair individuals with a feedback loop for shared financial gains and a 
nuanced approach to handling infractions.

2 A system that gathers data and provides decision subjects, like landlords or affected 
individuals, with transparent, disputable reports and visual representations of decision-
making factors, emphasizing the need to mitigate biases at both AI and interpretation 
levels for fair and unbiased outcomes.

3 An open, collaborative system prioritizing transparency, dialogue, and feedback, focusing 
on providing comprehensive information, engaging users and developers, ensuring 
a human approach in decision-making, and continuously improving fairness and 
effectiveness with public and law enforcement input.

4.1 A two-dashboard system aimed at combating fraud and enhancing transparency, with one 
dashboard offering individual case insights and the other providing policymakers and the 
public with aggregated data on fraud trends, contributing factors, and bias monitoring.

4.2 A system that focuses on enhancing transparency and fairness in handling fraud reports 
by making algorithmic processes understandable and contestable to citizens and experts 
while addressing challenges like bias and policy implications.

4.3 A process that encourages empathy and understanding by allowing for the contestation of 
legislation, reports, and algorithmic analysis, aiming to improve fairness and effectiveness 
through collaboration between the accuser and the accused.

5.1 A system for Airbnb that identifies and assists vulnerable hosts who unintentionally 
commit fraud, offering a transparent, step-by-step resolution process with opportunities 
for feedback and intervention by an enforcement officer.

5.2 A circular, transparent system for handling potential fraud, combining data analysis with 
SHAP explanations, human judgment, and communication to validate reports, assess fraud 
likelihood, and decide on proportionate actions while minimizing administrative burdens.

Table 2 Summaries of concept designs.

100 Concept designs are referred to with a C 
followed by a number (for example, “C2” is 
the concept generated in workshop two). 
If a workshop produced more than one 
concept, we gave it a suffix (for example, 
“C1.1” is the first concept generated during 
workshop one). Participants are referred 
to with a W and a number to indicate the 
workshop they were part of, followed by 
a P and a number to indicate the individ-
ual participant (for example, “W1P1” is 
participant one in workshop one).
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Figure 5
Examples of concept design sketches created 
by participants during workshops. Images 
courtesy of the workshop participants. 

Table 3 Occurrence of existing mechanisms in concept designs.

Concept design

Mechanism 1.1 1.2 1.3 2 3 4.1 4.2 4.3 5.1 5.2

Explanations ○○ ◐◐ ○○ ● ● ● ◐◐ ○○ ○○ ◐◐
Interactive controls ○○ ○○ ○○ ◐◐ ○○ ○○ ● ○○ ● ●
Intervention requests ○○ ○○ ● ◐◐ ◐◐ ● ● ○○ ◐◐ ●
Monitoring ○○ ○○ ○○ ○○ ◐◐ ○○ ○○ ○○ ○○ ◐◐
Participatory policy-making ○○ ○○ ○○ ○○ ◐◐ ○○ ◐◐ ○○ ○○ ○○
Participatory system development ○○ ○○ ○○ ◐◐ ● ○○ ◐◐ ○○ ○○ ○○
Tools for scrutiny ◐◐ ◐◐ ○○ ○○ ● ● ● ○○ ◐◐ ◐◐
Legend: ● present; ◐◐ partially present; ○○ absent.

 Existing Mechanisms

The existing mechanisms that feature most prominently include 1) expla-
nations, 2) interactive controls, 3) intervention requests, and 4) tools for 
scrutiny (Table 3).
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Explanations

Explanations can be delivered through a variety of offline and online touch-
points. When an inspector visits a subject, they should bring a report ex-
plaining the reason for the investigation (C1.2). Explanations should seek 
to reduce subjects’ emotional pressure from being under investigation (C3). 
Some concepts explicitly suggest the use of visual communication (C2).

In terms of contents, explanations should include details of the report 
(C3), the data collected on a subject (C2, C3), and the reasons for the risk 
score (C3). Explanations should also include the reasons for being investi-
gated (C3) and details of the decision-making procedure (C2). Explanations 
show how a subject’s group characteristics may impact their risk score and 
treatment downstream (C3). Ideally, explanations match the information 
inspectors use to decide to investigate (C2).

An explanation is also included where the result was a fine (C4.1). These 
contain the details of the perceived violation and related regulations (C5.2). 
They also again show all the data that went into the decision (C4.1), and 
they should clearly state how to pay for a fine (C4.2). Finally, explanations 
are a starting point for contestation (intervention requests) (C2, C4.1).

“But once you get that charge, explaining it is really important because right 
now, on most websites, when you are charged for something it’s not, I can’t 
understand what the charge is. What exactly is that charge? How has it been 
levied?” (W4P2)

 Interactive Controls

Controllers need to understand AI systems because they use their outputs. 
Global-level explanations for this purpose can be technical, but they should 
not be overly technical (C4.2). Enforcement officers (human controllers) 
have discretion. They are the ones who decide to visit a reported residence. 
To exercise this discretion, they need to receive an explanation of why it has 
been flagged (C5.1). In the pilot system, this was provided using SHAP. 

The system should show the level of uncertainty of the prediction 
(C5.2). When they review predictions, controllers should also be able to 
adjust them. A controller should be able to provide qualitative feedback on 
a prediction. Such feedback and the reviewing controller should be re-
corded for future reference. If, at a later point, a subject is fined, the  original 
prediction, along with the controller’s review and feedback, should be 
reproducible (C4.2).

Decision subjects should be able to correct data collected about them if it 
is incorrect and respond to the submitted reports (C2, C5.2). Once a report 
has been submitted and the AI system has produced a risk score decision, 
subjects should be notified immediately (C5.2). They should be able to 
respond to the reports themselves (C5.2). Subjects could also have access to 
an “open desk” where they can speak to a civil servant, receive an explana-
tion, inspect, and possibly adjust input data (C5.1).

“It starts a bit with the reports that are there, of nuisance, and so on. I also 
thought of making that clear to the subject. Whether he also thinks that those 
reports are justified or correct or at least knows about them.” (W5P3)
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During a visit, the enforcement officer completes a checklist that the decision 
subject can inspect immediately. If the subject indicates they disagree with the 
decision, an objection procedure can be initiated (C5.1, C5.2).

 Intervention Requests

Several concepts aim to increase the agency of decision subjects (C2). Subjects 
should be made aware of the fact that contesting is possible and that it is al-
lowed. The system should explain the appeal procedure. Contesting should be 
easy and require the minimum administrative hassle (C5.2). Several concepts 
propose some form of notification to alert subjects of a decision to fine and 
the possibility of contesting (C3, C4.1, C4.2). Such a notification may lead to a 
personal dashboard on a website, which explains the indicators that went into 
the decision and a way to contest the various aspects of a decision or to satisfy 
the fine (C4.1, C4.2).

Others propose an “open desk” as the touchpoint for requesting human 
intervention and initiating an objection procedure (C5.1). A subject’s defense 
will help determine if they made a mistake or a deliberate violation (C1.3). 
There might be time limits on these contestations (C4.2). When system op-
erators review a decision in response to an intervention request, the subject 
receives feedback. This feedback again includes a justification for the ultimate 
decision and any outstanding action items for the subject (C5.1). Even so, it is 
preferable not to incorrectly fine people in the first instance rather than en-
abling them to correct mistakes afterward. Even if human intervention is easy 
to acquire, correcting mistakes requires much effort (C5.2).

“Then, you can have the convenience of intervention, but Jill only wanted a week’s 
vacation. That was just, yeah … and then suddenly you are in a paper tiger, and 
you spend a year trying to prove that you live on 1A and not on 1B.” (W1P4)

 Tools for Scrutiny

Some participants see an agonistic relationship between the government and 
the public intrinsic to system development. However, communication should 
emphasize that it is not about government versus citizens. It should emphasize 
that confrontation is a form of dialogue and is considered a positive (C3).

“I think that’s also key indeed in that way of communication that it’s not really 
about us versus them or like this government versus public thing. Simply be-
cause of how the system is made, there are two intrinsic kinds of perspectives to 
things, but if there is openness for both of the parties to improve the system, I 
think it’s good.” (W3P2)

Citizens should grasp how the global system functions (C1.1, C4.2). While 
technical details benefit experts, they can be confusing for others. The goal is 
to simplify the system for widespread understanding (C3).

Some recommend that platforms like Airbnb display local regulations when 
users create city listings. These platforms should also explain enforcement 
methods, including the role of the AI system (C4.2). Others advocate for a 
“softer approach,” emphasizing the reasons behind regulations and the use of 
AI. The city must highlight the system’s societal benefits and purpose (C3).
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A proposed solution is a public monitoring dashboard for both the public and 
policymakers. This dashboard would present aggregate data, including number 
of days that fraud was detected, decision-impacting features, and bias measures 
like model drift over time (C4.1, C4.2). Recognizing bias might lead to feature 
adjustments (C4.2). Another suggestion involves monitoring the two phases of 
decision-making: investigation and fining. Developers can analyze these phases 
for error rates, with each requiring different human judgment (C5.2).

One concept suggests a website that breaks down the AI system. It would ex-
plain the AI’s role in decisions, the data used, and its impact on outcomes (C4.2). 
Another concept includes publicizing data from decision-appeal monitoring (C3).

Lastly, one concept suggests placing signs outside vacation rentals to in-
crease community awareness (C1.2).

“And then ... give people, like, a light to hang out on the outside of their house to 
indicate whether it’s a hotel room for a night. Like the New York hotel signs. And 
then maybe you could make an Airbnb one or a Booking one, just make it visible 
so that you know, like, there’s a lot of noise there, and it’s actually currently 
rented out. So I know where my complaint will go. I don’t think it’s a practical 
solution, but I like it anyway.” (W1P2)

 New Mechanisms

The most prominent new mechanisms include 1) annual assessments, 2) dif-
ferential treatment, 3) input data revisions, 4) pro-active notifications, and 5) 
pro-social behavior incentives (Table 4).

Annual Assessments

All citizens receive an “annual assessment,” which includes the data collected 
on them, a provisional risk score, justifications of the current policy, opinions 
of the various political parties on this policy, savings on civil servant labor, and 
related performance indicators. When the city introduces the system, everyone 
starts with a clean slate. One’s status is also periodically reset (C1.1, C3).

“But this is the rule we have now, and you have violated it clearly. You have 
rented out for 40 days, ten days in excess, and you have to pay. And you know 

Table 4 Occurrence of new mechanisms in concept designs.

Concept design

Mechanism 1.1 1.2 1.3 2 3 4.1 4.2 4.3 5.1 5.2

Annual assessments ● ○○ ○○ ○○ ● ○○ ○○ ○○ ○○ ○○
Differential treatment ◐◐ ○○ ● ○○ ○○ ○○ ○○ ○○ ◐◐ ●
Input data revisions ◐◐ ◐◐ ○○ ● ● ○○ ○○ ◐◐ ○○ ○○
Pro-active notifications ◐◐ ○○ ○○ ○○ ◐◐ ○○ ○○ ● ● ○○
Pro-social behavior incentives ○○ ● ● ○○ ○○ ○○ ○○ ◐◐ ○○ ○○
Legend: ● present; ◐◐ partially present; ○○ absent.
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this because in your annual check, this is the file, so at least you know. I really 
do think a lot of people don’t even know.” (W1P1)

 Differential Treatment

Several concepts include a measure for varying the penalty for a violation 
based on the scale of the violation, its nature, or the subject’s circumstances 
(C1.3, C5.1, C5.2). Such variability would open up space for negotiation 
between subjects and operators. Fining should consider subjects’ knowledge, 
understanding, and intentions (C5.2). The system should weigh the costs of 
an infringement against the social benefits a person is delivering by renting 
out their home (C1.3). Similarly, enforcement should be justified in a legal 
sense and a human one (C5.2). Although small mistakes may be tolerated 
initially, they could add up and lead to scrutiny from enforcement as well 
(C1.3). The enforcement officer should make this distinction (C5.2). Moni-
toring of decision appeals should also look for indications that enforcement 
is not proportional to the scale of the violations.

“So it’s more like, I think, more related to justice ... or how can you make it a 
system.” (W1P3)

 Input Data Revisions

The system is an example of so-called reports-driven enforcement aug-
mented with AI. Several concepts addressed the perceived limitations of 
these reports as input data (C1.1, C1.2, C2, C3). Asking citizens to report on 
each other can be problematic. Citizens can abuse the system to report on 
others they conflict with (C3). Furthermore, the channel used for reporting 
can influence data quality (C3). Civil servants should screen reports before 
recording them if reporting happens through phone or some other synchro-
nous medium. This screening should also apply to people who report others. 
The system should include the identity of the person submitting the report 
in the subsequent risk assessment of the residence (C1.1, C3). The number 
of people reporting on the same residence should also be a factor in the risk 
assessment (C1.1, C3).

A couple of concepts suggest pulling in additional data to mitigate the 
limitations of these reports (C1.1, C3). Further downstream, the controllers 
who evaluate the reports with the aid of the AI system can also be biased. 
One concept proposes specific measures against this (C2). The system should 
inform the human controller that the reports and accompanying input data 
can also be biased (C2). Finally, one concept addresses that reporting citizens 
need to properly understand how and by whom their reports are processed 
(C1.2).

“Right, so I was first thinking you filed a complaint, but you don’t know what 
the effect of that complaint is. So you don’t know whether it will go to, like, I 
don’t know, I used to have an alcoholic neighbor. So maybe it will go to, like, a 
social system or to the Airbnb system.” (W2P2)

One concept anticipates that some reports originate from disputes between 
the reporting person and the reported citizen. This concept proposes cre-
ating a framework for resolving such disputes without the city acting as a 
direct intermediary (C4.3).
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 Pro-active Notifications

Several concepts include measures to ensure subjects are actively made aware 
of critical events in the systems’ process, including being reported, being 
flagged for investigation, and the availability of an objection procedure (C5.1, 
C4.3, C3, C1.1).

When someone reports a subject, they receive a notification with a pre-
view of the algorithmic assessment. This preview can also be a starting point 
for a subject’s contestation of the report or the system’s assessment(C4.3). 
This same notification should also include a means of making reparations. 
The person who filed the report can then indicate satisfactory reparations, in 
which case the matter is dropped (C4.3). The notification of being reported 
should not identify the reporting person.

Further downstream in the process, when a controller has opted to investi-
gate a residence, the subject should again be alerted. This notification should 
again include an explanation of the decision and instructions on contesting 
the decision (C5.1, C1.1, C3).

Several concepts include convenient touchpoints for indicating disagree-
ment in the real world, such as when an inspector visits. When a subject 
formally does so, the system should initiate an objection procedure and notify 
the subject when it has become available for them to act on (C5.1).

“But yes, that’s right. I think we wanted all the decisions that were made, 
whether you got into such a box at all, back as quickly as possible or as easily as 
possible to the person involved, who might want to fight it.” (W5P1)

Pro-social Behavior Incentives

Several concepts address the social issue of vacation rental fraud and the 
negative impact of mass tourism more directly. They consider the presence 
of an algorithmic system for enforcement an opportunity to encourage more 
pro-social forms of vacation rentals.

While vacation rentals have collective impacts, individual complaints drive 
the enforcement policy. Hence, another concept seeks to help Airbnb hosts 
see the impact on their community by pulling in more data related to such 
impacts and visualizing it alongside the rental platform interfaces. The aim 
is to nudge users to refrain from renting if there is too much pressure on a 
neighborhood (C1.2).

Conversely, some concepts acknowledge that vacation rentals can also 
be socially desirable. For example, they can lead to new social connections 
or allow for the use of living space that would otherwise remain unoccu-
pied. Negative consequences happen when people turn vacation rentals into 
profit-seeking businesses. These concepts seek to encourage such pro-social 
forms of vacation rentals (C1.2, C1.3).

“And then I got into this kind of path of thought that it’s, this is all, it’s all based 
on individual incidents. I think the effects of Airbnb are collective as well, so it 
changes neighborhoods and not just noise levels … during one night. So, for 
example, like, there are fewer supermarkets and more bike rentals, and this kind 
of systemic impact. But now it’s just based on individual complaints and individual 
cases. And I think there should be more indicators than just individual com-
plaints.” (W1P2)
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 Discussion

 Summary of Findings

We analyzed ten concept designs and constructed mechanisms from them that 
were either already present in our infographic (existing mechanisms) or were 
not, and therefore considered new mechanisms. The mechanisms are summa-
rized in Table 5. Their relationship to the example case human-AI system and 
the three generative metaphors we have constructed are shown in Figure 6.

Metaphor Mechanism Description Concept designs

Agonistic Arena Differential treatment Implementing varying penalties based 
on the nature of the transgression 
or a subject’s circumstances so that 
enforcement becomes more proportional.

C1.1, C1.3, C5.1, C5.2

Input data revisions Accounting for the inherently biased 
nature of reports, mostly by including 
additional data to contextualize reports.

C1.1, C1.2, C2, C3, 
C4.3

Interactive controls Providing means for human controllers to 
review, adjust, and provide feedback on 
risk scores; providing means for citizens 
to respond to report contents and correct 
input data.

C2, C4.2, C5.1, C5.2

Intervention requests Providing means for subjects to inspect 
and contest sanctions, mostly through 
websites or physical touchpoints.

C2, C4.2, C5.1, C5.2

Black Box Explanations Describing the data and procedures that 
lead to a penalty, delivered through 
personalized websites or face-to-face 
interactions with street-level bureaucrats 
who perform home inspections.

C1.2, C2, C3, C4.1, 
C4.2, C5.2

Pro-active notifications Ensuring that a subject is made aware 
that they are under scrutiny at every 
step of the process.

C1.1, C3, C4.3, C5.1

Tools for scrutiny Integrating AI system details into rental 
platforms. Providing public monitoring 
web-based dashboards with a variety of 
aggregated performance metrics.

C1.1, C1.2, C3, C4.1, 
C4.2, C5.1, C5.2

Sovereign Annual assessments Conducting risk scoring for all citizens 
every year and proactively informing 
them of their profile should a report be 
filed.

C1.1, C3

Pro-social behavior 
incentives

Leveraging the AI system to transform 
the underlying social issue, e.g., by 
mediating between reporters and renters 
or raising community awareness about the 
measured social cost of vacation rentals.

C1.2, C1.3

Table 5 Summary of metaphors, mechanisms, and concepts.

Note: New mechanisms are italicized.
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In the next section, we will answer our main research question: What is 
the efficacy of the Agonistic Arena as a generative metaphor for the design of 
public AI?

 Public AI as Agonistic Arena — Beyond Agreeing to Disagree

The Agonistic Arena frames public AI as a space where we celebrate all forms 
of struggle as productive. It finds expression as practices that seek to establish 
new discursive relations between stakeholders, enable continuous monitoring 
in the interest of contingency and admittance of fallibility, and create socio-
technical arrangements prioritizing mutability and reversibility.

Interactive controls and intervention requests are existing mechanisms that 
express the Agonistic Arena. Differential treatment and input data revisions are 
new mechanisms that do the same. 

Interactive controls enable civil servant discretion, a necessary component 
of anticipatory flexibility at the level of individual decisions. Human controller-
initiated adjustments of inferences are also an implicit helpful signal for mon-
itoring. Interactive controls enable citizens to make alternative calculations of 
themselves. Intervention requests are a necessary component of any contestable 
AI system, so it is no surprise that almost all concept designs include this in some 
form. It enables the contestation of individual decisions. Some concept designs 
devote more attention to the discursive element, preventing appeals from 

Figure 6
Diagram summarizing findings. The example 
case of the human-AI system process (square 
boxes with white fill) is related to the 
existing and new mechanisms proposed by 
the concept designs (rounded corners, white 
and grey fill, respectively), which in turn are 
related to the three generative metaphors 
(dark grey fill). © 2024 the authors.
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becoming a one-way expression of discontent rather than a rearrangement 
of power relations. Differential treatment is related to street-level human- AI 
discretion and ensures more proportional algorithmic enforcement. It enables 
a diversity of possible algorithmic decision outcomes and, as such, can make 
systems more pluralistic and inclusive. Input data revisions make subject to 
contestation the data that serves as input for inferences and acknowledges the 
contingent social nature from which the data, reports in particular, originate. 
It establishes new relations between reporters and subjects and allows for 
mutability.

Two out of four existing and two out of five new mechanisms can be con-
strued as expressions of the Arena, indicating that our participants thought 
of public AI in those terms. This ratio suggests that the Arena is a suitably 
generative metaphor that reframes the AI problem in terms aligned with 
agonistic pluralism: a need for more discursive relationality, contestability, 
and contingency.

We do not consider the remaining mechanisms to be expressions of the 
Arena. One may expect that existing mechanisms align with agonistic plu-
ralism’s priorities because they match the infographic’s elements. However, 
a closer examination of how the concept designs concretely instantiate these 
mechanisms suggests otherwise. Less surprising is that more than half of the 
new mechanisms are expressions of a metaphor other than the Arena.

Next, we will describe two candidates for what these alternative framings, 
these competing generative metaphors, might be. We arrived at these met-
aphors using abductive reasoning.101 They are our best assumptions for the 
metaphors that design workshop participants may have used. The metaphors 
are primarily based on workshop findings, contextualized by our familiarity 
with contemporary AI design ethics and political discourse. Further research 
is needed to ascertain if these metaphors extend to a broader range of design 
settings.

 The Black Box and the Sovereign — Two Competing 
Metaphors

Existing mechanisms that do not express the Agonistic Arena but a competing 
metaphor are explanations and tools for scrutiny. Annual assessments, pro-social 
behavior incentives, and pro-active notifications are new mechanisms that do 
the same. We see two competing metaphors in the design space covered by the 
concept designs: the Black Box — AI as an opaque system that requires opening 
up — and the Sovereign — AI as an all-knowing overseer to which social coor-
dination can be delegated.

 The Black Box: Sunlight Is the Best Disinfectant

The Black Box is a prominent competing metaphor in our participants’ con-
cept designs and public thought about AI in general. The Black Box focuses 
on the presumed opacity of AI systems, i.e., a lack of transparency, and that 
they require explanations to be trustworthy and accountable.102 This opacity 
can stem from secrecy, illiteracy, or scale and complexity.103 The Black Box 
metaphor is central to the field of explainable AI (XAI),104 which develops 
technical solutions to the fundamental opacity of ML models.
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The existing mechanisms that express the Black Box metaphor are ex-
planations and tools for scrutiny. The new mechanism that does the same is 
pro-active notifications.

Explanations describe the technical process factors that lead to a decision. 
The explanations proposed by most concept designs need to be revised for 
contestability because they lack the normative dimension; they do not jus-
tify105 why a decision is desirable. Without justification, a decision subject 
cannot mount an “articulate act of defense.”106 As instantiated by the concept 
designs, Explanations align with the liberal conception of deliberative democ-
racy, where facts and reason alone are sufficient to make a case. Tools for scru-
tiny seeks to make AI more transparent and explain how it works globally. Its 
implementation is limited to a fact-based, technical account in most concept 
designs. Our participants’ conception of this mechanism does not embrace 
any particular computation’s contingent and contested nature. It typically 
leaves out or underemphasizes the importance of including the norms gov-
erning AI systems’ functioning. Finally, the pro-active notifications mechanism 
lacks the two-way dialogical nature necessary for true contestability. It is also 
unclear how the tempo of the procedures that subjects receive notifications 
about intersects with their ability to halt procedures before the next stage 
commences. In this way, notifications reinforce the top-down authoritarian 
nature of the system rather than destabilize it.

The distinction between the Black Box and Arena metaphors in contest-
able AI literature emphasizes transparency and accountability, suggesting a 
shift from merely factual to normative explanations. It argues for replacing 
opaque models with interpretable ones, particularly in high-stakes situ-
ations,107 enabling operators to exercise discretion in applying decision 
rules.108 Additionally, it proposes a sociotechnical approach, focusing on col-
lective understanding and dialogue109 rather than individual interpretation, 
to overcome limitations in fully explaining machine outputs.110 This approach 
critiques the Black Box for neglecting power dynamics and unrealistically 
assuming liberal ideals of free and equal individuals.

The second and final competing metaphor to discuss, the Sovereign, very 
much acknowledges power. However, rather than distributing it downward to 
citizens, it pushes it upward to a machinic autocrat.

 The Sovereign: Save Us from Ourselves

The annual assessments and pro-social behavior incentives are new mecha-
nisms that express a less prominent but intriguing metaphor — the Sovereign. 
This metaphor frames social problems as stemming from a lack of coordina-
tion toward common interests. 

Under this view, society’s problems are too complex for individuals to 
comprehend the repercussions of their actions. Therefore, what is needed is 
an all-knowing, all-seeing, all-powerful, but benevolent machine to which 
people delegate this coordination. Individuals willingly give up their free-
doms and accept the imposition of this Sovereign on their daily lives in return 
for the peace of mind that whatever the AI asks them to do will contribute to 
the common good. This common good has been decided upon beforehand 
and encoded in the AI overseer.
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The mechanism of annual assessments assumes a future in which the 
system preemptively processes all citizens periodically and makes risk scores 
continuously available. It is autocratic because computation is inescapable. 
The system imposes a single worldview through calculation. At the same 
time, it is paternalistic because it considers preemptive calculation a positive, 
which helps citizens adjust their behavior to avoid sanction. Politics is still 
possible in this vision, as citizens are informed about parties’ views of the 
current calculative regime, which citizens can presumably consider at the 
next election. However, politics has been purged from the realm of policy 
execution entirely. In a sense, it is the logic of New Public Management — the 
total separation of policy-making and policy execution — taken to its ex-
treme.111 Pro-social behavior incentives use data collection and processing to 
visualize impacts to discourage harmful vacation rentals or, conversely, to 
incentivize pro-social forms through various data-driven credit schemes. 
Coordinating social actions is removed from the local sphere and delegated 
to an autocratic data-driven apparatus.

The issue of authoritarian AI is a longstanding concern in critical AI 
studies. Typically, people perceive algorithms as computational tools, 
making authoritative choices between variables to deliver a single result. 
This becomes problematic when we aim to influence their decision-making 
processes.112 Concerns over the imposition of data-driven cybernetic choice 
architectures are also enduring in critical smart cities research.113

No matter how enlightened and benevolent, the AI as Sovereign meta-
phor is fundamentally at odds with conceptions of public AI as an Arena.

 Relationships between Arena, Black Box, and Sovereign

Here, we briefly examine the relationships between the three metaphors, 
drawing on Alex Hochuli, George Hoare, and Philip Cunliffe’s framework of 
politics, post-politics, and antipolitics.114

The Black Box metaphor represents a postpolitical stance, implying that 
resolving public AI issues merely requires providing more information, 
overlooking AI’s inherently political nature. In contrast, the Arena metaphor 
demands not just explanations but also justifications, advocating for the 
empowerment of individuals to hold AI system operators accountable. This 
approach aligns with a political perspective, emphasizing a return to active 
politics.

The Sovereign metaphor differs significantly, aligning with antipolitical 
currents. It proposes an authoritarian solution to the complexities of demo-
cratic deliberation, placing decision-making authority in a machinic leader 
rather than a human one.

In essence, current public AI aligns with the technocratic post-politics 
of recent decades. The Black Box metaphor, although acknowledging the 
lack of accountability in this system, fails to envision a clear alternative and 
leans towards a neoliberal worldview. The Sovereign metaphor critiques the 
inadequacies of this order and, ironically, suggests eliminating politics with 
the assistance of AI. The Arena metaphor acknowledges similar frustrations 
but advocates for further democratization of AI and emphasizes political 
contestation.115
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 Implications for Design

We see two competing metaphors at play — Black Box and Sovereign — that 
allow designers to think of public AI in terms other than that of an Arena. As 
a result, these metaphors pull concept generation in another direction.

Implicit generative metaphors shape our thinking. When designing, or 
indeed when we are communicating design knowledge, it is helpful to be 
explicit about our own metaphors. Moreover, crafting new metaphors will be 
necessary if we seek to change the way designers frame problems related to AI. 
Such metaphors can be assembled from theory, as is the case in concept-driven 
interaction design research,116 such as we did here, with our appropriation of 
the political philosophy of agonistic pluralism for the drawing out of the gener-
ative metaphor of the Agonistic Arena.

Designers can view the infographic and its associated contestable AI 
framework differently from what its creators intended. While clarifying the 
central metaphor can help designers better understand tools and techniques, 
tool creators can never reliably transfer intent entirely. For example, some 
of our participants adapted tools for contestability in a manner more in line 
with the Black Box metaphor, which is popular in HCI design. This discrep-
ancy may stem from our participant designers’ preference for a fact-based, 
consensus-seeking democratic view.

While some participants may support the anti-authoritarian notion of 
contestable AI, they also proposed ideas echoing the Sovereign. This paradox 
highlights how political beliefs can sometimes be contradictory.117 Even de-
signers focusing on human-centered AI in public settings can hold conflicting 
views. Without a thorough grasp of the political philosophies influencing 
our designs and articulating a coherent stance, we run the risk of developing 
inconsistent proposals.

 Conclusion

Contestability is a quality that ensures public AI systems respect people’s au-
tonomy. The emerging field of contestable AI has developed principles and 
practices. However, designers require more contextual guidance and rich 
concepts to consider public AI aligned with contestable AI ideals. To this end, 
we constructed the generative metaphor of the Agonistic Arena from works that 
apply the political theory of agonistic pluralism to design and AI. We then cre-
ated a visual explanation illustrating various system features that increase the 
contestability of public AI systems. This infographic makes explicit visual refer-
ence to the Arena metaphor. We evaluated the infographic with practitioners 
in a series of design workshops. We analyzed the resulting concept designs 
for their shared mechanisms. We distinguished between mechanisms that are 
already present in the infographic and those that can be considered new. We 
reflected on these mechanisms in light of the Arena metaphor to show that four 
out of nine mechanisms can be traced back to it. The remaining mechanisms we 
can interpret as stemming from competing metaphors.

Since metaphorical thought is inescapable,118 and since using particular 
metaphors to frame design challenges leads to particular diagnoses and ac-
companying prescriptions,119 design research and practice are well-served by 
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the explicit development and deployment of metaphor. Our findings show 
how the theory of generative metaphor can be used in constructive and an-
alytic ways to evaluate intermediate-level design knowledge. At least three 
metaphors occupy the public AI design space — the Arena, the Black Box, 
and the Sovereign. If we aim to ensure public AI systems respect autonomy 
through contestability, the Sovereign should be opposed, the Black Box 
should be considered insufficient, and we should embrace the Arena.
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Appendix A Infographic Description

The infographic in Figure 3 shows a generic public AI system. It also shows 
several mechanisms that can be added to create contestability loops. We walk 
through each in turn.

First, we have a schematic public human-AI system (Figure A1). We are 
taking a socio-technical view.i The system consists not only of technology but 
also of humans and their practices. This graphic presupposes that a system is 
already in place. It does not depict its initial design and development.

As a first step, data comes into the system. Using a model or set of rules, the 
AI then uses this data to make a prediction. Then, we have one of two options: 
either the system fully automatically translates the prediction into a decision, 
or a human controller decides based on this prediction (and perhaps additional 
information). In both cases, the decision impacts a citizen significantly. We call 
this person the decision subject.

Now, we move on to the contestability mechanisms. First, interactive con-
trols (Figure A2) intervene in the prediction-to-decision step. Humans, control-
lers, or subjects may have access to additional information that the AI does not. 
They can supplement the prediction with this information and have it updated.

Next, we look at contestation after a decision has been made. So-called 
intervention requests (Figure A3). These can be broken down into explanations, 
channels for voice, arenas for debate, and the obligation to respond. First, the 
system must provide a subject with an explanation of how a decision was made 
and why it is desirable. Then, a subject must have access to channels by which 
they can express their objection. This appeal should lead to a dialogical ex-
change of viewpoints with a system representative in a so-called arena. Finally, 
the system operators should be obliged to respond to objections. The obligation 
to respond also implies that decisions must be reversible or repairable.

Connected to the previous decision-appeal loop is a second-order mon-
itoring loop (Figure A4). Here, a record of all decision appeals is kept. This 
record is analyzed for patterns that indicate systemic shortcomings. A human 
operator is alerted to investigate if such a pattern is suspected. It is then up 
to the operator to decide on further action. A systemic flaw can require tech-
nology revision or, further upstream, to revise policy.

The following mechanism is about global contestability. Tools for scrutiny 
(Figure A5) are public resources that explain and justify the system as a whole. 
These can be used by subjects or the broad category of “third party” actors, 
including journalists and civil society organizations, to hold the system and its 
operators to account. This mechanism is connected to policy and system devel-
opment, as well.

Since we are explicitly dealing with public AI systems in this infographic, 
we also have an area for policy & system development (Figure A6). In this area, 
citizens have access to various political tools for influencing systems. By means 
of representative democracy, they can elect representatives that shape the 
policies that ultimately lead to systems. However, citizens can also more di-
rectly participate in policy and technology development. Processes in this area 
produce the policies that directly govern human controller behavior or are 
translated into technology.

  Lucy Suchman et al., “Reconstructing 
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Figure A1
Infographic detail: human-AI system.

Figure A2
Infographic detail: interactive controls.

Figure A3
Infographic detail: intervention requests.
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Figure A4
Infographic detail: monitoring.

Figure A5
Infographic detail: tools for scrutiny.

Figure A6
Infographic detail: policy and system 
development.
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The flow at the bottom (Figure A7) shows the overarching motivation for 
all these mechanisms. It shows how, under the influence of ongoing contesta-
tion, systems are pushed over time toward an increasingly more accountable 
and legitimate state.

Figure A7
Infographic detail: accountability and 
legitimacy increase over time.
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