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Distribution Network Reconfiguration Considering
the Impacts of Local Renewable Generation and

External Power Grid
Haixiao Li , Aleksandra Lekić , Senior Member, IEEE, Shan Li , Dongrong Jiang , Qiang Guo ,

and Lin Zhou

Abstract—The distribution network (DN) reconfiguration is a
well-known optimal power flow (OPF) problem. However, with the
transition of DN from “passive” to “active”, new technical chal-
lenges arise in DN reconfiguration. This article addresses two key
issues in this regard. Firstly, the integration of local renewable gen-
eration (LRG) introduces uncertainty into the system-wide power
flow of the DN. Secondly, the coupling between DN and the external
power grid (EPG) affects the determination of DN root voltage.
Consequently, a novel DN reconfiguration approach is proposed in
this article. To begin with, an explicit mixed-integer convex OPF
model is constructed that incorporates both the EPG and DN sides.
Notably, the OPF model embeds the function of local droop control
that is provided by LRG. Subsequently, the original OPF model is
decomposed, and the distributed optimization methods based on
the augmented Lagrangian relaxation are employed. The article
comprehensively discusses parallel processing and asynchronous
implementation as parts of the distributed optimization procedure.
Furthermore, to address the uncertainty related to LRG integra-
tion, the extreme scenario method is used to provide a robust
decision regarding DN reconfiguration. The application of the
extreme scenario method in the distributed OPF model concerning
DN reconfiguration is successively developed. Finally, numerical
results are presented to demonstrate the acceptable performance
of the distributed optimization methods, in terms of optimality
and convergence. Also, these are validated that the proposed DN
reconfiguration approach exhibits robustness to LRG integration,
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the system-wide voltage profile is improved, and the active power
loss is effectively reduced using the proposed DN reconfiguration
approach.

Index Terms—Augmented Lagrangian relaxation, distribution
network reconfiguration, external power grid (EPG), extreme
scenario method, local renewable energy (LRG).

NOMENCLATURE

Abbreviation
ATC Analytical target cascading.
ADMM Alternating direction method of multipli-

ers.
APP Auxiliary problem principle.
DN Distribution network.
EPG External power grid.
LRG Local renewable generation.
LDC Local droop control.
OLTC On-load tap changer.
SOC Second-order conic.

Indices and Sets
i, j Indices for nodes.
ij, hi Indices for branches.
NEPG, NDN Sets of nodes on EPG and DN sides.
Fi, Di Sets of father node and descendant node for

node i.
�EPG, �DN Set of branches on EPG and DN sides.
S , E Sets that cover all the uncertain and Ex-

treme scenarios related to LRG integration.
G, H The general form of equality and quality

constraints.

Parameters and Functions
gij , bij Conductivity and susceptance for a branch

ij.
rij , xij Resistance and inductance for a branch ij.
srated
i,G , srated

i,LRG Rated capacities for the generating system
and LRG at node i.

umin
i , umax

i Minimum and maximum values for the
voltage security bound at node i.

umin
i,DB, umax

i,DB Minimum and maximum values for the
dead-zone bound of LDC at node i.
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pMPPT
i,LRG Maximum power point tracking value of

active power output for LRG at node i.
κleft
i , κright

i Droop slopes in the left and right droop
zones of LDC at node i.

ϕcap.
i , ϕind

i Limits for capacitive and inductive power
factors for generating system at node i.

εp, εd Primary and dual residuals for the aug-
mented Lagrangian relaxation-based dis-
tributed optimization methods.

M A Large positive constant for big-M relax-
ation.

D Dimension of the coupled boundary vari-
ables between DN and EPG.

Ci,G(·) Generation cost function at node i
Nums(·) Symbol function to count the number of

uncertain and extreme scenarios.

Continuous Variables
pi, qi Active and reactive power injection at node

i.
pij , qij Active and reactive power flowing on

branch ij.
pi,G, qi,G Active and reactive power outputs of gen-

erating station at node i.
pi,LRG, qi,LRG Active and reactive power outputs of LRG

at node i.
pi,L, qi,L Active and reactive power consumption of

load at node i.
vi, ui Voltage amplitude and the squared voltage

amplitude at node i.
ei, fi Real and imaginary parts for the voltage at

node i.
θij Difference of voltage phase between nodes

i and j.
qsat,min
i,LRG , qsat,max

i,LRG Minimum and maximum values of the sat-
uration bound for LDC at node i.

qdef
i,LRG Default reactive power output for LDC at

node i.
uB, pB, qB Boundary variables between EPG and DN

regarding the squared voltage amplitude,
active power injection, and reactive power
injection.

Integer and Binary Variables
αij Link status of branches.
KT The ratio of OLTC.

I. INTRODUCTION

R ECONFIGURATION of the distribution network (DN)
has been a research interest as crucial for DN restora-

tion. Back in 1988, the groundbreaking work was laid in [1].
Following that, some preliminary studies based on the heuristic
approach were conducted in [2], [3], [4]. These studies were
limited to the small-scale DN since DN reconfiguration is a
challenging optimal power flow (OPF) problem. Generally, DN
reconfiguration is modeled as a mixed-integer nonlinear OPF
problem, where integer variables are usually associated with

the link status of branches and nonlinear constraints are usually
associated with the power flow equations. Various works on
OPF-solving approaches that have been carried out [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16], and they can be
broadly classified into two paradigms: metaheuristic techniques
and mathematical programming methods.

Metaheuristic techniques are mostly inspired by natural phe-
nomena or biological processes, and they have been widely used
to cope with nonconvex OPF problems in engineering practice.
Metaheuristic techniques solve the optimization problems by
searching in solution space using the specific rules for diversi-
fying and intensifying initial solutions. In the 90s, the seminal
study that used simulated annealing to solve the optimization
problem for DN reconfiguration was published in [5]. Various
metaheuristic techniques have been successfully applied to the
DN reconfiguration problem. For instance, different versions
of particle swarm optimization [6], [7], genetic algorithm [8],
[9], tabu search [10], etc. In general, metaheuristic techniques
have advantages in solving optimization problems due to their
model-free characteristics and straightforward implementation
that do not require explicit mathematical formulation. As a re-
sult, although DN reconfiguration formulated as a mixed-integer
nonlinear OPF problem is intractable, metaheuristic techniques
can be easily applied. However, metaheuristic techniques have
significant drawbacks in that they are typically time-consuming
and impractical for ensuring high-quality optimization solu-
tions.

In contrast, mathematical programming methods excel at
computation efficiency and can obtain high-quality optimal
solutions. It would be highly desirable to convert the OPF prob-
lem involving DN reconfiguration into a specific formulation
that can be directly solved using mathematical programming
methods. The key step is to handle the nonlinear and nonconvex
conventional power flow equations, and two approaches are
commonly used: 1) linearization on power flow equations. 2)
convex relaxation on power flow constraints. In [11], a mixed-
integer and conic programming model based on the second-order
cone (SOC) relaxation of power flow equations was proposed
to minimize power loss for DN reconfiguration. [12] proposed a
mixed-integer and linear programming method to determine the
minimal combination of switching operations, taking linearized
DistFlow [13]. In addition, spanning tree constraints to make
DN radial are typically added to the optimal DN reconfiguration
problem [11], [12], [14], [15], [16].

Aside from problem-solving approaches, research interest in
the impacts of local renewable generation (LRG) penetration
on DN reconfiguration has gradually grown in recent years.
The uncertainty related to LRG integration is a prominent issue
that influences system-wide power flow heavily, which will
further affect the decision-making in DN reconfiguration. Two
mainstream approaches to deal with this issue are: 1) stochastic
optimization [17], [18], in which chance constraints are built and
LRG output is analyzed as a probability distribution function. 2)
robust optimization [19], [20], where LRG output is described as
an uncertainty bound. Despite significant research achievements
in stochastic optimization and robust optimization, there is still
a need for further improvement in terms of the tractability and
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scalability of the stochastic and robust optimization models.
Specifically, these models cannot be solved directly using off-
the-shelf solvers.

Not limited to the uncertainty associated with LRG integra-
tion, the ancillary services provided by LRG will also pose sig-
nificant effects on DN reconfiguration. One of the most typical
ancillary services is the local droop control (LDC) [21], [22],
[23], which can quickly respond to sudden changes in the node
voltage by adjusting the reactive power output of LRG. However,
the importance of LDC has not been adequately recognized for
DN reconfiguration. Furthermore, the aforementioned studies
have all made the assumption that DN and external power grid
(EPG) operate independently. In this case, the root node voltage
of DN is assumed to be constant. However, as the coupling
between DN and EPG is enhanced [24], [25], it is necessary to
fully consider the interaction between EPG and DN, particularly
the interaction impact on DN root voltage. This necessity arises
from the fact that the system-wide voltage is derived from the
root node voltage for DN.

According to the literature review mentioned above, it is
important to give sufficient attention to the impacts of LRG
and EPG on DN reconfiguration. The following aspects provide
motivation for improving approaches of DN reconfiguration:
� Maintaining an optimal system-wide voltage profile is

crucial for DN operation. In addition to the actions of
the legacy voltage regulating devices (e.g., on-load tap
changers (OLTCs)), it is essential to consider the impact
of LRG equipped with LDC on the system-wide voltage
adjustment.

� As the coupling between EPG and DN gets more intensive,
reconfiguration for one DN becomes more closely linked to
the operational status of the EPG and other DNs. The root
node voltage, which serves as the coupling boundary node
voltage, needs to be calculated more accurately through
an integrated model that incorporates both EPG and DN,
rather than being conventionally treated as a fixed swing
node voltage.

� The uncertain power outputs from LRG significantly af-
fect the accuracy of acquiring the DN power flow profile.
Accordingly, the uncertainty regarding LRG should be ad-
dressed for DN reconfiguration and a tractable OPF model
concerning DN reconfiguration should be developed.

In this work, we aim to realize the optimal DN reconfiguration
and propose an explicit mixed-integer convex OPF model that
incorporates DN and EPG sides. This article represents a sub-
stantial expansion of our previous work in [26] by broadening
the literature review, considering the uncertainty associated with
LRG integration and the voltage adjustment from LDC, diversi-
fying the distributed optimization method applied in solving the
proposed OPF model, and presenting a more comprehensive
discussion. The following are the main contributions of our
study.
� An explicit mixed-integer convex OPF model for DN

reconfiguration is developed in this study. This model
takes into account the coupling between the DN and EPG,
enabling a more accurate calculation on the DN root volt-
age. Moreover, the specific piecewise function of LDC

provided by LRG is incorporated into the constructed OPF
model.

� Considering data privacy and computation efforts, it is im-
practical to perform global optimization that incorporates
both EPG and DN sides. Accordingly, the augmented La-
grangian relaxation-based distributed optimization meth-
ods are employed, such as analytical target cascading
(ATC) [27], [28], alternating direction method of multi-
pliers (ADMM) [29], [30], [31], and auxiliary problem
principle (APP) [32], [33]. Furthermore, this study exten-
sively discusses parallel processing and asynchronous im-
plementation techniques that are relevant to the distributed
optimization procedure.

� Instead of utilizing stochastic and robust optimization
methods, the extreme scenario method [34], [35], [36]
is employed to address the uncertainty associated with
LRG integration. The extreme scenario method is chosen
for its simplicity in implementation, and the resulting
extreme scenario set enables covering all of the solution
spaces regarding uncertain LRG outputs while avoiding
the massive sampling like in the Monte Carlo method.
Besides, this study extends the application of the extreme
scenario method in the distributed OPF model involving
DN reconfiguration.

The article begins with the mathematical formulation of the
OPF model involving DN reconfiguration and embedding LDC
in Section II. Then, the distributed optimization methods based
on the augmented Lagrangian relaxation are illustrated in Sec-
tion III. Next, the application of the extreme scenario method
is introduced in Section IV. Numerical results are presented
and discussed in Section V, followed by the conclusions in
Section VI.

II. OPTIMAL DN RECONFIGURATION MODEL

In this section, an optimal DN reconfiguration model that
incorporates EPG and DN sides is presented.

A. Objective Function

The joint optimization objective on EPG and DN sides is
formulated as below:

min
∑
i

(pi.G − pi,L) + Ci,G︸ ︷︷ ︸
:=fEPG

, ∀i ∈ NEPG

+
∑
ij

rij(p
2
ij+q2

ij)/v
2
i+
∑
i

(ui−1)2

︸ ︷︷ ︸
:=fDN

, ∀ij∈�DN, ∀i∈NDN,

(1a)

Ci,G(pi.G) := a0
i + a1

ipi.G + a2
ip

2
i.G, ∀i ∈ NEPG, (1b)

where fEPG in (1a) considers minimizing the active power loss
and the total generation cost together. a0

i , a1
i , and a2

i in (1b) are
the generation cost coefficients of Ci,G. fDN in (1a) considers
minimizing the active power loss and the general voltage devi-
ation together. Usually, the nonconvex termrij(p

2
ij + q2

ij)/(v
2
i )
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can be simplified to rij(p
2
ij + q2

ij) due to the assumption that
vi ≈ 1p.u., i ∈ NDN. Note that the active power loss in fEPG

and fDN are not formulated consistently since different power
flow constraints are adopted on EPG and DN sides, which will
be presented in the following. “:=” used for the function and
matrix definition, or variable assignment, which will frequently
appear in the subsequent text.

B. Node Power Balance Constraint

The node power balance constraint on EPG and DN sides are
presented as follows:{

pi = pi,G − pi,L
qi = qi,G − qi,L

, ∀i ∈ NEPG, (2a)

{
pi = pi,LRG − pi,L
qi = qi,LRG − qi,L

, ∀i ∈ NDN, (2b)

where (2a) indicates that the node power injection originates
from the generating system on EPG side. Equation (2b) indicates
that the node power injection originates from LRG on DN side.

C. Power Flow Constraint

The conventional power flow constraint is shown as below:

pi = vi
∑
j

vj (gij cos θij + bij sin θij),

∀i, j ∈ NDN ∪ NEPG, ∀ij ∈ �DN ∪ �EPG, (3a)

qi = vi
∑
j

vj (gij sin θij + bij cos θij),

∀i, j ∈ NDN ∪ NEPG, ∀ij ∈ �DN ∪ �EPG. (3b)

It can be found that (3) makes OPF model hard to be solved via
mathematical programming methods since they are nonconvex
and nonlinear.

For EPG side, SOC relaxation on (3), as described in [37],
can be used to form the convex power flow constraint. Given
as cij := eiej + fifj , sij := eifj − ejfi, then cij = cji, sij =
−sji, cii = v2

i = ui, and cjj = v2
j = uj hold, and we have SOC

relaxed power flow constraint presented as below:⎧⎪⎨
⎪⎩
pi =

∑
ij (cijgij − sijbij)

qi = −∑ij (sijgij + cijbij)

c2
ij + s2

ij ≤ ciicjj

, ∀i, j ∈ NEPG, ∀ij ∈ �EPG.

(4)

We take the linearized DistFlow model to formulate power
flow constraint on DN side, considering that power loss is usually
much smaller than the power flow on the feeder for DN [13].⎧⎪⎨

⎪⎩
pi =

∑
j pij − phi

qi =
∑

j qij − qhi

ui − uj = 2(rijpij + xijqij)

,

∀i, j ∈ NDN, ∀ij, hi ∈ �DN, ∀h ∈ Fi, ∀j ∈ Di. (5)

It should be noted that SOC relaxation on the DistFlow
model is also a widely adopted method for formulating the

Fig. 1. Four-node network with a loop and an unconnected node.

convex power flow constraint [38]. It is still an open question
whether the linearized DistFlow or the SOC relaxed DistFlow
is generally more accurate [39]. The reason why we here
selected the linearized DistFlow formulation is presented in
Appendix A.

D. Radial Topology Constraint

DN should keep radial topology, and the corresponding con-
straint should be explicitly expressed. The spanning constraint
proposed in [14] is shown as follows:

0 ≤ αij + αji ≤ 1, ∀i, j ∈ NDN, (6a)∑
i

αij = 1, ∀ij ∈ �DN, ∀i ∈ Fi , i �= 1, (6b)

αj1 = 0, ∀j1 ∈ �DN, (6c)

where αij ∈ {0, 1} is a binary variable used to indicate the link
status for branches. For example, α23= 0 means branch #23 is
open and α23= 1 means branch#23 is linked with flowing from
node#2 to node#3. Equation (6a) regulates that the power flow
direction on branch ij is unique. Equation (6b) requires that every
node except the root node (marked with #1) has a unique father
node. Equation (6c) implies that the root node has no father node.

Although (6) have been widely used in optimal DN reconfig-
uration, we find that they are insufficient to guarantee the radial
topology for DN. As illustrated in Fig. 1, the set ofαij is satisfied
with (6). However, it should be noted that this four-node network
is not radial but with a loop and an unconnected node. It implies
that if potential loops can be searched and eliminated in advance,
the radial topology for DN can be guaranteed. Accordingly, the
constraint that can prevent loop generation is required, as shown
below:

0 ≤
∑
ij

αij + αji ≤ Nloop − 1, ∀ij ∈ �loop, (7)

where Nloop denotes the node number owned by a potential
loop and �loop denotes the set of branches in the potential loop.
For a loop, the node number must equal the branch number.
Therefore, if (7) holds, potential loops cannot exist. Once DN
network is represented with help of graph theory, various of
search algorithms like depth-first search and breadth-first search
[40] can be used to find potential loops in DN topology.

In addition, with the introduction ofαij , the voltage drop term
ui − uj = 2(rijpij + xijqij) in (5) should be reformulated as
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below with big-M relaxation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Mαij ≤ pij ≤ Mαij

−Mαij ≤ qij ≤ Mαij

(ui − kij)− (uj − tij) = 2(rijpij + xijqij)

umin
i (1 − αij) ≤ kij ≤ umax

i (1 − αij)

umin
j (1 − αij) ≤ tij ≤ umax

j (1 − αij)

umin
i αij ≤ ui − kij ≤ umax

i αij

umin
j αij ≤ uj − tij ≤ umax

j αij

,

∀i, j ∈ NDN, ∀ij ∈ �DN, (8)

where (8) is used to ensure that the voltage drop term is active
when αij = 1. kijand tij are the auxiliary variables.

E. OLTC Action Constraint

OLTC installed on the substation provides the voltage adjust-
ment in the DN root voltage. In this case, ui − uj = 2(rijpij +
xijqij) in (5) can be rewritten as:

ui −KTuj = 2(rijpij + xijqij), ∀i, j ∈ NDN, ∀ij ∈ �DN.
(9)

Note that there is a bilinear term KTuj involved in (9). To
handleKTuj , we assume thatKT takes a possible discrete value
from the set {kT,1, kT,2, . . . , kT,N}, and KT can be expressed
with a series of binary auxiliary variables bT,n ∈ {0, 1}, such
that: {

KT =
∑

n kT,nbT,n∑
n bT,n = 1

, ∀n ∈ {1, 2, · · · , N}. (10a)

We substitute (10a) into (9), then the bilinear termKTuj is
generated, which can be further replaced by a series of auxiliary
variables υT,n and are subject to big-M relaxation, such that:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
KTuj =

∑
n kT,nυT,n

uj −M(1− bT,n) ≤ υT,n ≤ uj +M(1− bT,n)

−MbT,n ≤ υT,n ≤ MbT,n∑
n bT,n = 1

,

∀n ∈ {1, 2, · · · , N}. (10b)

As shown in (10b), KTuj will eventually be equivalently
formulated as a set of linear constraints with mixed integer
variables, enabling compatibility with the mixed-integer convex
optimization.

F. LRG Capacity Constraint

Considering that LRG integrates into DN with PQ control
mode, LRG has the capability of controllable power outputs.
The original capacity constraint can be expressed as below:

0 ≤ pi,LRG ≤ pMPPT
i,LRG, ∀i ∈ NDN, (11a)

p2
i,LRG + q2

i,LRG ≤ (srated
i,LRG)

2
, ∀i ∈ NDN, (11b)

where (11a) indicates that the active power output of LRG
cannot exceed the available maximum power point tracking

Fig. 2. Linearization of LRG capacity constraint. The green partition repre-
sents the available capacity of apparent power.

(MPPT) value. Equation (11b) forms a semicircle area related
to the apparent power capacity of LRG, which requires a further
transformation since it is nonlinear.

As shown in Fig. 2, the mentioned semicircle area can be
approximated by a half of hexdecagon. In this way, (11b) can be
further linearized by a set of linear constraint:

| tan 1
16

π × qi,LRG| ≤ srated
i,LRG − pi,LRG, ∀i ∈ NDN, (12a)

| tan 3
16

× qi,LRG|

≤
(
sin

2
8
π + tan

3
16

π cos
2
8
π

)
srated
i,LRG − pi,LRG, ∀i ∈ NDN,

(12b)

| tan 5
16

π × qi,LRG|

≤
(
sin

1
8
π + tan

5
16

π cos
1
8
π

)
srated
i,LRG − pi,LRG, ∀i ∈ NDN,

(12c)

| tan 7
16

π × qi,LRG| ≤ tan
7

16
πsrated

i,LRG − pi,LRG, ∀i ∈ NDN,

(12d)

where the combination of (12a)–(12d) along with (11a) formu-
lates a set of linear LRG capacity constraints.

G. LDC Function Constraint

LDC with q(u) type [21] is depicted in Fig. 3, and it distin-
guishes dead-band zone, droop zone, and saturation zone:

qi,LRG =

⎧⎪⎨
⎪⎩
qdef
i,LRG − κleft

i

(
ui − umin

i,DB

)
, umin

i ≤ ui < umin
i,DB

qdef
i,LRG, u

min
i,DB ≤ ui ≤ umax

i,DB

qdef
i,LRG + κright

i

(
ui − umax

i,DB

)
, umax

i,DB < ui ≤ umax
i

,

∀i ∈ NDN, (13a)

qsat,min
i,LRG ≤ qi,LRG ≤ qsat,max

i,LRG , ∀i ∈ NDN, (13b)

qsat,min
i,LRG ≤ qdef

i,LRG ≤ qsat,max
i,LRG , ∀i ∈ NDN, (13c){

qsat,max
i,LRG

, ui ≥ umin
i

qsat,min
i,LRG

, ui ≤ umax
i

, ∀i ∈ NDN, (13d)

{
qsat,max
i,LRG

, ui ≥ uind
i

qsat,min
i,LRG

, ui ≤ ucap
i

, ∀i ∈ NDN, (13e)
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Fig. 3. LDC curve for LRG. (a) Corresponds to the condition that the available
reactive power capacity of LRG is abundant. (b) Corresponds to the condition
that the available reactive power capacity of LRG is insufficient.

{
umin
i ≥ uind

i

umax
i ≤ ucap

i

, ∀i ∈ NDN, (13f)

{
umin
i ≤ uind

i

umax
i ≥ ucap

i

, ∀i ∈ NDN, (13g)

where (13a)–(13c) are common constraints that depict the LDC
curve shown in both Fig. 3(a) and (b). Equation (13a) regulates
that when the measured local voltage is located within the
dead-band zone [umin

i,DB, u
max
i,DB], the reactive power output of

LRG keeps the optimized default value qdef
i,LRG unchanged. Once

the measured local voltage is out of [umin
i,DB, u

max
i,DB], real-time

voltage adjustment is activated according to the LDC curve with
parameters κleft

i and κright
i . It is clear to observe that (13b) and

(13c) hold for both Fig. 3(a) and (b). Equations (13d) and (13f)
are specific constraints for Fig. 3(a), which indicates that if the
measured local voltage violates [umin

i , umax
i ], the reactive power

output reaches saturation qsat,min/max
i,LRG

. Equations (13e) and
(13g) are specific constraints for Fig. 3(b), which indicates that
if the measured local voltage violates [ucap

i , uind
i ], the reactive

power output reaches the saturation qsat,min/max
i,LRG

. Note that
qsat,min
i,LRG

and qsat,max
i,LRG

are affected by the available reactive power
capacity of LRG, which are defined as:

Θcap
i := −

√(
srated
i,LRG

)2 − p2
i,LRG, ∀i ∈ NDN, (14a)

Θind
i := +

√(
srated
i,LRG

)2 − p2
i,LRG, ∀i ∈ NDN. (14b)

Also, we defined the bounds associated with umin
i and

umax
i as:

Ξmin
i : = qdef

i,LRG − κleft
i

(
umin
i − umin

i,DB

)
, ∀i ∈ NDN, (15a)

Ξmax
i := qdef

i,LRG + κright
i

(
umax
i − umax

i,DB

)
, ∀i ∈ NDN. (15b)

As shown in Fig. 3(a), when the available reactive power of
capacities of LRG is abundant, i.e., [Θcap

i ,Θind
i ] is wider than

[Ξmin
i ,Ξmax

i ], qsat,min
i,LRG and qsat,max

i,LRG are determined as:

qsat,min
i,LRG = Ξmin

i ,Ξmin
i ≥ Θcap

i , ∀i ∈ NDN, (16a)

qsat,max
i,LRG = Ξmax

i ,Ξmax
i ≤ Θind

i , ∀i ∈ NDN. (16b)

Otherwise, as shown in Fig. 3(b) qsat,min
i,LRG and qsat,max

i,LRG are
determined as:

qsat,min
i,LRG = Θcap

i ,Ξmin
i ≤ Θcap

i , ∀i ∈ NDN, (17a)

qsat,max
i,LRG = Θind

i ,Ξmax
i ≥ Θind

i , ∀i ∈ NDN. (17b)

Looking back (13a), due to the voltage security constraint that
umin
i ≤ ui ≤ umax

i , as long as the constructed OPF model has fea-
sible solutions, (13a) always holds under a specific condition that
(q∗i,LRG, q

def∗
i,LRG, u

∗
i,LRG), and appropriate (qsat,min∗

i,LRG , qsat,max∗
i,LRG )

can definitely be found that makes (13b) and (13c) hold. In
this case, ucap/ind

i , Ξmin/max
i , and Θ

cap/ind
i can be treated as

slack variables, and (13d)–(13g) and (16)–(17) naturally hold
and become redundant for forming the LDC function in both
Fig. 3(a) and (b). Notably, qsat,min

i,LRG and qsat,max
i,LRG should subject

to the constraints below:

p2
i,LRG +

(
qsat,min
i,LRG

)2
≤ (srated

i,LRG

)2
, ∀i ∈ NDN, (18a)

p2
i,LRG +

(
qsat,max
i,LRG

)2 ≤ (srated
i,LRG

)2
, ∀i ∈ NDN, (18b)

where nonlinear (18a) and (18b) can be further approximated as
a series of linear constraints, which are similar to (12a)–(12d).
According to the above, LDC curve in Fig. 3(a) and (b) can be
generalized formulated via (13a)–(13c) and (18).

Subsequently, for handling (13a) with conditional function,
we introduce auxiliary variables fi,1, fi,2, fi,3 as follows:

fi,1 := qdef
i,LRG − κleft

i

(
ui − umin

i,db

)
, umin

i ≤ ui < umin
i,db

∀i ∈ NDN, (19a)

fi,2 := qdef
i,LRG, u

min
i,DB ≤ ui ≤ umax

i,DB

∀i ∈ NDN, (19b)

fi,3 := qdef
i,LRG + κright

i

(
ui − umax

i,db

)
, umax

i,db < ui ≤ umax
i

∀i ∈ NDN. (19c)

Based on (19), qi,LRG can be equivalently expressed as a
combination of binary variables χi,n ∈ {0, 1}, such that:{

qi,LRG =
∑

n χi,nfi,n∑
n χi,n = 1,

, n ∈ {1, 2, 3}, ∀i ∈ NDN, (20a)

[χi,1, χi,2, χi,3]

=

⎧⎪⎨
⎪⎩
[1, 0, 0] , umin

i ≤ ui < umin
i,DB

[0, 1, 0] , umin
i,DB ≤ ui ≤ umax

i,DB

[0, 0, 1] , umax
i,DB < ui ≤ umax

i

, ∀i ∈ NDN. (20b)
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The bilinear term χi,nfi,n can be further expressed with the
additional auxiliary variables wi,n, such that:

qi,LRG =
∑
n

wi,n, n = 1, 2, 3, ∀i ∈ NDN, (21a)

⎧⎪⎨
⎪⎩
qsat,min
i,LRG χi,n ≤ wi,n ≤ qsat,max

i,LRG χi,n

fi,n + qsat,min
i,LRG (1 − χi,n) ≤ wi,n ≤ fi,n

+qsat,max
i,LRG (1 − χi,n)

,

n ∈ {1, 2, 3}, ∀i ∈ NDN. (21b)

Note that bilinear terms qsat,min
i,LRG χi,n and qsat,max

i,LRG χi,n are suc-
cessively generated in (21b). For handling them, the additional
sets of auxiliary variables τi,n and σi,n are introduced to replace
qsat,min
i,LRG χi,n and qsat,max

i,LRG χi,n via big-M relaxation, which yields
the following:{−Mχi,n ≤ σi,n ≤ Mχi,n

−M(1 − χi,n) ≤ σi,n − qsat,min
i,LRG ≤ M(1 − χi,n)

,

n ∈ {1, 2, 3}, ∀i ∈ NDN, (22a){
−Mχi,n ≤ τi,n ≤ Mχi,n

−M(1 − χi,n) ≤ τi,n − qsat,max
i,LRG ≤ M(1 − χi,n)

,

n ∈ {1, 2, 3}, ∀i ∈ NDN. (22b)

Besides, voltage conditions in (20b) can be explicitly ex-
pressed as follows with big-M relaxation:{

−M(1 − χi,1) ≤ ui − umin
i

ui − (umin
i,DB − ε) ≤ M(1 − χi,1)

, ∀i ∈ NDN, (23a)

{
−M(1 − χi,2) ≤ ui − umin

i,DB

ui − umax
i,DB ≤ M(1 − χi,2)

, ∀i ∈ NDN, (23b)

{
−M(1 − χi,3) ≤ ui − (umin

i,DB + ε)

ui − umax
i ≤ M(1 − χi,3)

, ∀i ∈ NDN, (23c)

where ε has a tiny positive value and it is utilized to convert
inequality “<” existing in (20b) to “≤”, to meet the standard
form of an inequality constraint.

H. Other Constraints

The capacity constraint for generating system that p2
i,G +

q2
i,G ≤ (srated

i,LRG)
2 is also included. It can be formulated as similar

to LRG capacity constraint as (12a)–(12d) by replacing pi,LRG,
qi,LRG, srated

i,LRG with pi,G, qi,G, srated
i,G . Moreover, the power factor

constraint for the generating system should also be added:

− pi,G tan
(
cos−1

(
ϕcap
i

)) ≤ qi,G ≤ pi,G tan
(
cos−1

(
ϕind
i

))
,

∀i ∈ NEPG. (24)

III. DISTRIBUTED OPTIMIZATION METHODS BASED ON THE

AUGMENTED LAGRANGIAN RELAXATION

Considering the computation burden for global optimization
and data privacy protection between EPG and DN, the distributed

Fig. 4. Illustration of decomposing the integrated system of EPG and DN.

optimization methods based on the augmented Lagrangian re-
laxation are employed to solve the aforementioned OPF model
via the boundary information exchanges between EPG and DN.

A. Model Decomposition and Distributed Solving

As shown in Fig. 4, by duplicating the boundary node, the
boundary variables uB, pB and qB are generated. We use the
superscript ()′ to represent the corresponding duplication vari-
ables.

Denote XEPG
B := [uB, p

′
B, q

′
B] as the boundary variables

on the EPG side and XDN
B := [u′

B, pB, qB] as the boundary
variables on the DN side. The solving process of the distributed
optimization methods based on the augmented Lagrangian re-
laxation is formulated as follows:

�

X
EPG

B ∈ argminLEPG

(
XEPG

B , XEPG
I ,

�

X
DN

B ,
�

l

)
, (25a)

�

X
DN

B ∈ argminLDN

(
XDN

B , XDN
I ,

�

X
EPG

B ,
�

l

)
, (25b)

�

l ∈ M
(

�

X
DN

B ,
�

X
EPG

B , l

)
, (25c)

where the top mark (�) represents the determined value after
distributed optimization. XEPG

I := [pi,G, qi,G] represents in-
dependent optimization variables on the EPG side, involving
the active and reactive power outputs from generating systems.
XDN

I := [pi,LRG, qi,LRG, αij ,KT] represents independent op-
timization variables on the DN side, involving the active and re-
active power outputs from LRG, link status of branches, and tap
positions for OLTC. l := [λ, ρ] includes Lagrangian multipliers
λ and the penalty coefficient ρ. M(·) represents the iteration
approach for Lagrangian multipliers and the penalty coefficient.
Variables in bold represent their corresponding vector form.

The augmented Lagrangian relaxation is the upgrade of the
Lagrangian relaxation with an extra quadratic penalty term
for better convergence property. Three approaches, i.e., ATC,
ADMM, and APP, are employed in this article. Regarding (25a)
and (25b), ADMM and ATC have a unified expression, such
that:

min L (k+1)
EPG := fEPG + λ(k)

(
XEPG

B −XDN
B

(k)
)�
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+ ||1
2
ρ(k)

(
XEPG

B −XDN
B

(k)
)
||22

s.t. (2a), (4), (24), (26a)

min L (k+1)
DN := fDN + λ(k)

(
XEPG

B
(k+1) −XDN

B

)�
+ ||1

2
ρ(k)

(
XEPG

B
(k+1) −XDN

B

)
||22

s.t. (2b), (5)− (23), (26b)

where the superscript ()(k) represents the determined value at
the kth iteration and the superscript ()� represents the transpose
of a matrix.

APP has a distinctive expression concerning (25a) and (25b),
such that:

min L (k+1)
EPG := fEPG + λ(k)XEPG

B
�

+ ρ(k)
(
XEPG

B
(k) −XDN

B
(k)
)
XEPG

B
�

+ ||ρ(k)
(
XEPG

B −XEPG
B

(k)
)
||22

s.t. (2a), (4), (24), (27a)

min L (k+1)
DN := fDN − λ(k)XDN�

B

− ρ(k)
(
X

EPG(k)
B −XDN

B
(k)
)
XDN�

B

+ ||ρ(k)
(
XDN

B −XDN
B

(k)
)
||22

s.t. (2b), (5)− (23). (27b)

Regarding (25c), ADMM and APP have a unified expression,
such that:

M : =

{
λ(k+1) ⇐ λ(k)+ρ(k)

(
X

EPG(k+1)
B −X

DN(k+1)
B

)
ρ(k+1) ⇐ ρ(k)

.

(28a)

ATC has a distinctive expression concerning (25c), such that:

M : =

{
λ(k+1)⇐λk+ 1

2

(
ρ(k)
)2
(
X

EPG(k+1)
B −X

DN(k+1)
B

)
ρ(k+1) ⇐ γρ(k)

,

(28b)

where γ > 1 is used to adjust ρ.

B. Parallel Processing

It can be found that, except for APP, the standard iteration
process for ADMM and ATC is in serial. Equations (26a) and
(26b) indicate that one is only available if the other is exe-
cuted. Parallel processing is considered to address this issue
[31], [41]. The parallel processing uses the average value of
boundary variables on DN and EPG sides in every iteration.
Comparing the processing flowchart illustrated in Fig. 5(a) and
(b), we can see that EPG and DN can execute their local update
simultaneously via the parallel processing approach, and the
entire processing steps of one iteration can be reduced. In this
way, the computation time required for one iteration is not the

Fig. 5. Processing flow chart. (a) Represents the serial manner. (b) Represents
the parallel manner.

sum of the computation time for EPG and DN but depends on
one of them that takes a longer time.

Accordingly, (26a) and (26b) are transformed as:

min L (k+1)
EPG : =

fEPG + λ
(k)
EPG(X

EPG
B −X(k)

ave )
�
+ ||1

2
ρ(k)(XEPG

B −X(k)
ave )||22

s.t. (2a), (4), (24), (29a)

min L (k+1)
DN : =

fDN + λ
(k)
DN(X

(k)
ave −XDN

B )
�
+ ||1

2
ρ(k)(X(k)

ave −XDN
B )||22

s.t. (2b), (5)− (23), (29b)

X(k+1)
ave =

1
2

(
XDN

B
(k)

+XEPG
B

(k)
)
. (29c)

Also, update process of Lagrangian multipliers in (28a) and
(28b) are transformed as:⎧⎪⎨
⎪⎩

λ
(k+1)
EPG ⇐ λ

(k)
EPG + ρ(k)

(
X

EPG(
B

k+1) −X(k+1)
ave

)
λ
(k+1)
DN ⇐ λ

(k)
DN + ρ(k)

(
X(k+1)

ave −XDN
B

(k+1)
) , (30a)

⎧⎨
⎩

λ
(k+1)
EPG ⇐ λ

(k+1)
EPG + 1

2

(
ρ(k)

)2
(
X

EPG(k+1)
B −X(k+1)

ave

)
λ
(k+1)
DN ⇐ λ

(k+1)
DN + 1

2

(
ρ(k)

)2
(
X(k+1)

ave −XDN
B

(k+1)
) .

(30b)

Moreover, while APP already been taken the parallel iteration
process, it can also be transformed into an average consensus-
based parallel iteration process. The approach is similar to (29),

which replaces XDN(
B

k)
and X

EPG(k)
B in (27a) and (27b) with

X(k)
ave , respectively.

C. Asynchronous Implementation

In practice, implementing distributed optimization methods
based on the augmented Lagrangian relaxation might encounter
the challenge of time delay. When time delay is considered, there
are two types of ways to implement distributed optimization, i.e.,
synchronous and asynchronous. In particular, an asynchronous
optimization framework based on ADMM has been proposed in
[42], [43], which can be extended and applied to other aug-
mented Lagrangian relaxation-based distributed optimization
methods.

As presented in Fig. 6, assume that there are one EPG and
two DNs that take different times to execute optimization tasks.
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Fig. 6. Illustration of the synchronous and asynchronous implementation.

Under the synchronous protocol, only when all two DNs have
completed the update and EPG has received all the boundary
information from DNs, (29c) and (30) can be executed. In
contrast, the asynchronous protocol requires only one DN to
complete the update in one iteration. If EPG receives half bound-
ary information from DNs, then (29c) and (30) are executed.
During the same period, the distributed optimization under the
asynchronous protocol can complete more iterations than it
under synchronous protocol.

Define R as the DN set, and its boundary information have
been received by EPG. R̄ denotes the complementary set of
R. We use subscript ()τ to represent DN# τ among the DN
set. Then we have the modified update formulation regarding
boundary variables that match the asynchronous protocol, such
that:

X
DN(k+1)
B,τ ⇐

⎧⎨
⎩X

DN(
B,τ

k)
, ∀τ ∈ R̄

XDN
B,τ

(k+1) ∈ argmin(29b), ∀τ ∈ R
,

(31a)

X(k+1)
ave,τ ⇐

⎧⎨
⎩
X(k)

ave,τ , ∀τ ∈ R̄
1
2

(
X

DN(k)
B,τ +X

EPG(k)
B,τ

)
, ∀τ ∈ R . (31b)

D. Remarks

Firstly, reviewing (1)–(24), we can see that the constructed
OPF model concerning DN reconfiguration is not purely convex
due to the integer variables involved. In this case, optimality and
convergence cannot be rigorous guaranteed when applying the
augmented Lagrangian relaxation-based distributed optimiza-
tion methods. Fortunately, we found that there have been several
attempts indicating that the augmented Lagrangian relaxation-
based distributed optimization methods can still be taken to solve
nonconvex OPF problems [44], [45], [46]. Although the opti-
mization results for nonconvex problems are not as good as those
for convex problems, they are still acceptable. As a result, this
article attempts to solve the constructed mix-integer convex OPF
model involving DN reconfiguration using ATC, ADMM, and
APP. The residuals are used as the iteration-stopping criterion,
such that:

ε(k)p :=
1
D
||XEPG(k)

B −X
DG(k)
B ||2, (32a)

ε
(k)
d :=

1
D
||XEPG(k+1)

B −X
EPG(k)
B ||2. (32b)

Then as shown in Fig. 3, LDC is described as q(u) type,
which is squared in the local voltage amplitude [21] and origins
from the conventional version, i.e., q(v) type. Besides, q(v) type
has other modified versions, such as the simplified q(v) type
without dead-band and the delayed qt(vt, qt−1) type reading the
current local voltage and the previous reactive power output [22],
[23]. We would like to address that only minor modification
is needed, and the proposed OPF model can be compatible
with the conventional q(v) type. More details can be found in
Appendix B.

IV. EXTREME SCENARIO METHOD

The uncertainty related to LRG integration stems from the
available MPPT power, which heavily affects the decision-
making in optimal DN reconfiguration. To address this chal-
lenge, the extreme scenario method is introduced.

A. Two-Stage Decision-Making

In practice, devices for DN reconfiguration are scheduled
under different timescales since they have different response
speeds. Therefore, the proposed OPF model (1)–(24) can be
described as a standard two-stage decision-making problem with
the below general form:

min f
(
ξ(s),x(s),y(s)

)
s.t.

{
G (ξ(s),x(s),y(s)

) ≤ 0

H (ξ(s),x(s),y(s)

)
= 0

∀s ∈ S, (33)

where the subscript ()(s) corresponds to the parameters and
variables in uncertain scenario# s. S denotes the set that covers
all uncertain scenarios. The uncertainty related to LRG origins
from the available MPPT power, i.e., ξ(s) := pMPPT

i,LRG,(s).y(s)

represents the variables linked with slow-response devices,
including power outputs of generating systems in EPG, tap
positions of OLTC in DN, and link status of branches in DN,
i.e., y(s) := [pi,G,(s), qi,G,(s),KT,(s),αij,(s)]. x(s) represents
the variables linked with fast-response devices, including power
outputs of LRG in DN, i.e., x(s) := [pi,LRG,(s), qi,LRG,(s)].

A robust two-stage decision-making means the condition
holds that the robusty(s) (i.e.,y(1) = y(2) = · · ·y(Num(S))) are
determined in the first stage, and then a feasiblex(s) is definitely
found in the second stage for arbitrary ξ(s). In this case, a robust
formulation of (33) is formed as:

min
∑
s

f
(
ξ(s),x(s),y

)

s.t.

{
G (ξ(s),x(s),y

) ≤ 0

H (ξ(s),x(s),y
)
= 0

∀s ∈ S. (34)
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Fig. 7. Schematic diagram of the relationship between extreme and uncertain
scenarios. The dimension of the uncertain variable is assumed to be 2.

where y served as the “here-and-now” decision that cannot be
adjusted after the uncertainty ξ(s) is revealed, while the “wait-

and-see” decisionx(s) can be adjusted following the actual
�

ξ (s).

B. Robustness of the Extreme Scenario Method

To guarantee the existence of feasible solutions in the second
stage for (34), an intuitive approach is to take all uncertain
scenarios into account and list the corresponding constraint, but
it is prominent mass computing. Fortunately, it is not necessary
to consider all uncertain scenarios. Because once the second-
stage feasible solutions exist when confronted with extreme
scenarios, (34) must have the second-stage feasible solutions
for all uncertain scenarios, which is the essence of the extreme
scenario method. The robustness of the extreme scenario method
has been validated in [34], [35], [36], and the proof is presented
as follows.

Firstly, an OPF problem considering extreme scenarios is
formulated as below:

min
∑
e

f
(
ξ{e},x{e},y

)

s.t.

{
G (ξ{e},x{e},y

) ≤ 0

H (ξ{e},x{e},y
)
= 0

∀e ∈ E , (35)

where the subscript (){e} corresponds to the parameters and
variables in extreme scenario# e. E denotes the set that covers
all extreme scenarios and obviously that E ⊆ S . As shown in
Fig. 7, if ξ(s) is a 2-dimensional variable, the number of ξ{e}
will be 22 = 4. Given that

∑
e re = 1, re ≥ 0, and it is clear

that ξ(s) corresponding to the arbitrary uncertain scenario can
be expressed as ξ(s) =

∑
e reξ{e} .

Then, what we should do is to prove that if constraints in (35)
hold in all extreme scenariosE , constraints in (33) definitely hold
for all the uncertain scenarios S . Review (2)–(24), constraints
in (35) can be explicitly expressed as:

G1(ξ{e},x{e},y) := AGξ�{e} +BGx�
{e} +CGy� ≤ 0, (36a)

H(ξ{e},x{e},y) := AHξ�{e} +BHx�
{e} +CHy� = 0,

(36b)

G2
(
x{e}

)
:= ||E ◦ x{e}||2 − Fx�

{e} ≤ 0, (36c)

where AG/H, BG/H, CG/H, E, and F are the coefficient ma-
trixes of constraints in (35). ◦ denotes element-wise multiplica-
tion. Equations (36a) and (36b) corresponds to the linear equality
and quality constraints among (2)–(24), respectively. Equation

(36c) corresponds to the SOC relaxation term in (4), thus only
the second-stage variables x{e} are contained.

Based on (36a) and (36b), we have that:

∑
e

reG1(ξ{e},x{e},y) = G1

(∑
e

rcξ{e},
∑
e

rcx{e},y

)
,

(37a)

∑
e

reH(ξ{e},x{e},y) = H
(∑

e

reξ{e},
∑
e

rex{e},y

)
.

(37b)

Clearly, if (36a) holds,G1(
∑

e rcξ{e},
∑

e rcx{e},y) ≤ 0 and
H(
∑

e reξ{e},
∑

e rex{e},y) ≤ 0 will hold.
ForG2(x{e}), it is a hypo-convex function. With help of Jensen

inequality [47], we have that:

G2

(∑
e

rex{e}

)
≤
∑
e

reG2(x{e}). (38)

Hence, if (36c) holds, G2(
∑

e rex{e}) ≤ 0 will hold.
Moreover, it must hold that a

�

x inside the convex feasible
region of (33) can be linearly expressed by the boundary point
x{e}, which yields the following [48]:{

�

x =
∑

e rex{e}
�

x ∈ {x(1),x(2), · · · ,x(Nums(S))}
. (39)

Combining (35)–(39), it can be deduced that once y in the
first-stage decision-making makes (35) that covers all extreme
scenarios ξ{e} have feasible solutions x{e} in the second-stage
decision-making, it can also make (34) that covers all uncertain
scenarios ξ(s) have feasible solutions x(s) in the second-stage
decision-making.

C. Application in the Distributed OPF Model

The extreme scenario method is intuitive and straightforward
to be adopted. However, once multiple DNs are considered in
the constructed distributed OPF model concerning DN recon-
figuration, the number of extreme scenarios will be exponential
growth as the number of uncertain variables associated with
LRG increases. It is necessary to find an appropriate way to reach
the application of the extreme scenario method in the proposed
distributed OPF model to meet the requirements in the practical
application better.

The core of the augmented Lagrangian relaxation-based dis-
tributed optimization methods is information exchanges regard-
ing the boundary variables. If the boundary variables are com-
pulsorily required to be equal in each extreme scenario, we have
the modified version of (35) with a compulsory constraint, such
that:

min
∑
e

f
(
ξ{e},x{e},y

)

s.t.

⎧⎪⎪⎨
⎪⎪⎩
G
(
ξ{e}, [x′

{e}, z{e}],y
)
≤ 0

H
(
ξ{e}, [x′

{e}, z{e}],y
)
= 0

z{1} = z{2} = · · · = z{Nums(E)}
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∀e ∈ E , (40a)

where z{e} denotes the boundary variables in extreme scenario#
e. This compulsory constraint can be fulfilled as long as we put
z{e} into the first-stage decision-making. Consequently, (40a)
has an equivalent formulation, such that:

min
∑
e

f(ξ{e}, [x
′
{e}, z],y)

s.t.

⎧⎪⎨
⎪⎩
G′

1(ξ{e},x
′
{e},y

′) ≤ 0

H′(ξ{e},x′
{e},y

′) = 0

G′
2(x

′
{e}) ≤ 0

∀e ∈ E , (40b)⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

G′
1,{e} := AGξ�{e} +B′

Gx
′�
{e} +C ′

Gy
′�

= AGξ�{e} +B′
Gx

′�
{e} +DGz� +CGy� ≤ 0

H′
{e} := AHξ�{e} +B′

Hx
′�
{e} +C ′

Hy
′�

= AHξ�{e} +B′
Hx

′�
{e} +DHz� +CHy� = 0

G′
2,{e} := ||E′ ◦ x′

{e}||2 − F ′x′�
{e} ≤ 0

,

(40c)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

BG/H := [B′
G/H,DG/H]

C ′
G/H := [DG/H,CG/H]

E : = [E′, 0]

F := [F ′, 0]

x{e} := [x′
{e}, z{e}]

y′ := [z,y]

, (40d)

where G′
1(ξ{e},x

′
{e},y

′) :=G′
1,{e}, G′

2(x
′
{e}) :=G′

2,{e}, H(ξ{e},
x′
{e},y

′) := H{e}. It is evident that the feasible region con-
cerning x{e} in (40a) is contained in the counterpart of (35).
It further implies that the condition that y′ makes x′

{e} has
feasible solutions in (40b) is sufficient for the condition that
y makes x{e} in (35) has feasible solutions. As formulated in
(4), the boundary variables are not involved in SOCP constraint.
Therefore, as formulated in (40c), different fromG′

1,{e} andH′
{e},

G′
2,{e} containsx′

{e} withoutz{e}. The changes of the coefficients
and variables in 40(a) can be found in (40d).

We assume that the constructed OPF problem formulated as
(1)–(24) can be decomposed into M blocks according to the
decomposition approach provided in (25)–(28). In this case, we
have that:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

AG/H :=
[
A

[1]
G/H,A

[2]
G/H, · · · ,A[M]

G/H
]

B′G/H :=
[
B′[1]

G/H,B
′[2]
G/H, · · · ,B′[M]

G/H
]

CG/H :=
[
C

[1]
G/H,C

[2]
G/H, · · · ,C [M]

G/H
]

C′G/H :=
[
C′[1]

G/H,C
′[2]
G/H, · · · ,C′[M]

G/H
]

DG/H :=
[
D

[1]
G/H,D

[2]
G/H, · · · ,D[M]

G/H
]

E′ :=
[
E′[1],E′[2], · · · ,E′[M]

]
H ′ :=

[
H ′[1],H ′[2], · · · ,H ′[M]

]

, (41a)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

ξ{e} :=
[
ξ
[1]
{e}, ξ

[2]
{e}, · · · , ξ[M]

{e}
]

x′
{e} :=

[
x
′[1]
{e},x

′[2]
{e}, · · · ,x′[M]

{e}
]

z{e} :=
[
z
[1]
{e}, z

[2]
{e}, · · · , z[M]

{e}
]

y :=
[
y[1],y[2], · · · ,y[M]

]
y′ :=

[
y′[1],y′[2], · · · ,y′[M]

]
, (41b)

⎧⎪⎪⎨
⎪⎪⎩
G′

1,{e} := G′[1]
1,{e} ∪ G′[2]

1,{e} · · · ∪ G′[M]
1,{e}

H′
{e} := H′[1]

{e} ∪ H′[2]
{e} · · · ∪ H′[M]

{e} ∪Gz�
{e} = 0

G′
2,{e} := G′[1]

2,{e} ∪ G′[2]
2,{e} · · · ∪ G′[M]

2,{e}

, (41c)

{
E :=

(E [1], E [2], · · · , E [M]
)

e :=
(
e[1], e[2], · · · , e[M]

)
∀e[1] ∈ E [1]

∀e[2] ∈ E [2]

...

∀e[M] ∈ E [M],

(41d)

where ()
[n]
{e} corresponds to the parameters, variables, con-

straints, and sets for block# n in extreme scenario# e. Gz�
{e} :=

G[z
[n]
{e}, z

[1]
{e}, · · · , z[M]

{e} ]
�
= 0 represents the boundary coupling

constraint, which emerges after system decomposition and can
be used to maintain consistency regarding boundary variables.
Particularly, (41d) implies that extreme scenario# e associated
with the complete system can be regarded as a combination of
extreme# e[n] associated with the decomposed system. For the
sake of clarity, we call the former as “global” extreme scenario
and the latter as the “local” extreme scenario, which yields the
following:

Nums(E) =
M∏
n=1

Nums
(
E [n]

)
. (42)

For (35), the corresponding distributed OPF problem for
block# n is expressed as below:

min
∑
e

f
(
ξ
[n]
{e}, [x

[n]
{e}, z

[n]
{e}], y

[n]
)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G′[n]
1,{e} := A

[n]
G ξ

[n]�
{e} +B

′[n]
G x

′[n]�
{e} +D

[n]
G z

[n]�
{e}

+C
[n]
G y[n]� ≤ 0

H′[n]
{e} := A

[n]
H ξ

[n]�
{e} +B

′[n]
H x

′[n]�
{e} +D

[n]
H z

[n]�
{e}

+C
[n]
H y[n]� = 0

G′[n]
2,{e} := ||E′[n] ◦ x′[n]�

{e} ||2 − F ′[n]x′[n]�
{e} ≤ 0

G
[
z
[n]
{e},

�

z
[1]
{e}, · · · ,

�

z
[M]

{e}
]�

= 0

∀e ∈ E . (43)

From (43) we can see that due to the existence of the coupling

constraint that G[z
[n]
{e},

�

z
[1]
{e}, · · · ,

�

z
[M]

{e} ]
�
= 0, the decision-

making of block# n is not only influenced by “local” extreme
scenarios of itself but also “local” extreme scenarios of other
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blocks. Consequently, in every specific “local” scenario
�

e
[n]

,
block#n still need to consider extreme scenarios associated with
other blocks, the number of these extreme scenarios as total as:⎧⎪⎨

⎪⎩
Nums(E′) =

M∏
k=1,k �=n

Nums(E [k])

e′ :=
(

�

e
[n]
, e[1], · · · , e[M]

)
e′ ∈ E′. (44)

According to (44), it can be deduced that despite the dis-
tributed optimization model built, each block still needs to
consider an equal number of “global” extreme scenarios, as
mentioned in (35). E′ denotes the set that covers all extreme
scenarios associated with other blocks.

For (40), the corresponding distributed OPF problem for
block# n is expressed as below:

min
∑
e

f
(
ξ
[n]
{e},
[
x
[n]
{e}, z

[n]
]
,y[n]

)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

G′[n]
1,{e} := A

[n]
G ξ

[n]�
{e} +B

′[n]
G x

′[n]�
{e} +C

′[n]
G y′[n]� ≤ 0

H′[n]
{e} := A

[n]
H ξ

[n]�
{e} +B

′[n]
H x

′[n]�
{e} +C

′[n]
H y′[n]� = 0

G′[n]
2,{e} := ||E′[n] ◦ x′[n]�

{e} ||2 − F ′[n]x′[n]�
{e} ≤ 0

G
[
z[n],

�

z
[1]
, · · · ,�

z
[M]
]�

= 0

∀e ∈ E . (45a)

From (45a), we can observe that G[z[n],
�

z
[1]
, · · · ,

�

z
[M]

]�= 0 makes the decision-making of block# n exclusively
influenced by “local” extreme scenarios of itself but not “local”
extreme scenarios of other blocks. In this case, many constraints
linked with “global” extreme scenarios are redundant, and (45a)
is equal to a reduced version, such that:

min
∑
e[n]

f
(
ξ
[n]

{e[n]},
[
x
[n]

{e[n]}, z
[n]
]
,y
)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

G′[n]
1,{e[n]} :=A

[n]
G ξ

[n]�
{e[n]} +B

′[n]
G x

′[n]�
{e[n]} +C

′[n]
G y′[n]�≤0

H′[n]
{e[n]} := A

[n]
H ξ

[n]�
{e[n]} +B

′[n]
H x

′[n]�
{e[n]} +C

′[n]
H y′[n]� = 0

G′[n]
2,{e[n]} := ||E′[n] ◦ x′[n]�

{e[n]}||2 − F ′[n]x′[n]�
{e[n]} ≤ 0

G
[
z[n],

�

z
[1]
, · · · ,�

z
[M]
]�

= 0

∀e[n] ∈ E [n]. (45b)

Equation (45b) indicates that when the distributed optimization
approach is taken, each block only needs to consider their own
“local” extreme scenarios instead of “global” extreme scenarios.

In summary, (45) offers a distributed optimization approach
for (40), significantly reducing the number of extreme scenarios
that need to be considered. Equation (40) provides a more con-
servative optimization result than (35) due to the added compul-
sory constraint associated with boundary variables. Besides, it
also means that if (40) has feasible solutions, then (35) definitely

Fig. 8. Configuration of an integrated test system of one EPG and two DNs.

has feasible solutions. Further, once (35) has feasible solu-
tions, the initial problem (34) will also have feasible solutions.
Eventually, we can conclude that the distributed optimization
model (45b) can provide a robust decision-making regarding
DN reconfiguration to hedge the uncertainties origin from LRG,
by considering the reduced number of extreme scenarios.

V. CASE STUDY

As presented in Fig. 8, the integrated test system consists of
one IEEE 9-bus EPG and two modified IEEE 33-bus DNs. In
both DN#1 and DN#2, LRG is integrated into bus#5, bus#12,
bus#20, and bus#30, with a rated capacity of 600kW. The un-
certain interval of MPPT power for each LRG is [240, 480] kW.
In DN#1, line#6-#7, line#10-#11, and line#14-#15 suffer open
fault. In DN2, line#3-#4, line#10-#11, and line#27-#28 suffer
open fault. In EPG, the rated capacity of generating system at
bus#1, bus#2, and bus#3 are 150MVA, 200MVA, and 150MVA,
respectively. Their power factor limits are ±0.85. OLTC has 17
tap positions with a voltage regulating range of±1.25%×8. The
voltage safety bound for EPG and DNs are [0.97, 1.1] p.u. and
[0.95, 1.05] p.u., respectively. The voltage bound regarding the
LDC dead-band zone for LRG is [0.98, 1.02] p.u.

In particular, for asynchronous implementation in distributed
optimization, we assume that EPG and DN#2 spend the same
amount of time on computation and communication, while
DN#1 spends twice as much time on the counterpart. It means
that the variables between EPG and DN#2 are updated every
iteration, while between EPG and DN#1 are updated every two
iterations. Thanks to the application of the extreme scenario
method in the proposed distributed OPF model, each DN only
needs to consider own 24 “local” extreme scenarios rather than
entire 28 “global” extreme scenario.

The optimization computation is coded on MATLAB with
the collaboration of YALIMP. GUROBI is utilized to solve the
involved SOCP and MIQP problems on EPG and DN sides,
respectively. During each iteration of ATC, ADMM, and APP,
the corresponding OPF problems related to DN#1 and DN#2
are processed simultaneously, invoking “parfor” command.
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Fig. 9. Convergence performances. (a) Is the distributed optimization result of taking ATC. (b) Is the distributed optimization result of taking ADMM. (c) Is the
distributed optimization result of taking APP.

Fig. 10. Reconfiguration procedure of DN #1 (taking ADMM). (a) Shows DN with the line open fault before reconfiguration. (b) Shows potential loops in DN.
(c) Shows DN reconfiguration in the initial iteration. (d) Shows DN reconfiguration in the last iteration.

“allcycles” command is used to help search potential loops
during the process of DN reconfiguration.

A. Convergence Discussion Regarding Distributed
Optimization Method

Distributed optimization among DN and EGP is accomplished
through information exchanges on the boundary node. The stop
criterion related to the boundary residuals is 1e-3, which is
relatively loose for avoiding iteration entering the endless loop.

Fig. 9 presents the convergence performances of taking stan-
dard ATC, ADMM, and APP, respectively: Although the con-
structed OPF model with integer variables is not a typical convex
problem, all of the distributed optimization methods adopted still
have fulfilled the stop criterion after several iterations. More-
over, because ATC and ADMM have highly similar iteration
expressions, the optimization objectives of DN#1, DN#2, and
EPG mostly converge to the same numerical values. Besides,
the reconfigured topology of DN eventually converged to a
determined shape after several iterations.

Fig. 10 illustrates the reconfiguration procedure of DN#1 with
taking ADMM: After monitoring line open faults in Fig. 10(a),
a total of three potential loops are identified and marked in
Fig. 10(b). Fig. 10(c) and (d) present the reconfigured network
topologies during the initial and last iteration, respectively. It is
evident that the two topologies are different. As a result, we can
conclude that considering EPG impacts on DN root voltage is
vital for effective DN reconfiguration. Neglecting the influence
of EPG operation on the DN root node voltage can significantly
affect the decision-making process regarding the reconfigured
topology.

TABLE I
DISTRIBUTED OPTIMIZATION PERFORMANCES WITH DIFFERENT APPROACHES

B. Comparative Analysis Regarding Distributed Optimization
Results

We compare distributed optimization results taking ATC,
ADMM, and APP with different implementation approaches.
We designate the results achieved through standard processing as
Approach I, the results obtained through parallel processing as
Approach II, and the results obtained by considering both paral-
lel processing and asynchronous implementation as Approach
III. To assess the optimality of the distributed optimization
outcomes, we utilize the global optimal numerical result 7.1273
attained through centralized optimization as the benchmark.

Table I presents the optimization performance in terms of opti-
mization objective (the sum of optimized numerical values of op-
timization objectives in EPG, DN#1 and DN#2) and iteration: A
comparison between Approach I and Approach II reveals that
for ATC and ADMM, Approach II enables parallel computation
but requires more iterations. Although the computation time for
each iteration in parallel distributed optimization is shorter, the
increased number of iterations makes it challenging to judge
which approach has a lower total computation time in practical
applications. Regarding APP, the iterations with Approach I and
Approach II are nearly the same. This similarity arises because
the standard iteration approach for APP is inherently parallel.
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Fig. 11. Iteration curve regarding boundary voltage between EPG and DN #1
side (taking ADMM). (a) Is with Approach II. (b) Is with Approach III.

TABLE II
COMPARISON OF OPTIMIZATION RESULTS BETWEEN THE DETERMINISTIC

APPROACH AND THE PROPOSED ROBUST APPROACH IN DN #1

Furthermore, regardless of the distributed optimization methods
used, Approach I yields optimization results that are closer
to the global optimal value. This implies that the augmented
Lagrangian relaxation method can still guarantee optimality to
some extent when applied to the constructed distributed OPF
problem that incorporates mixed-integer variables. Comparing
Approach II and Approach III, we observe that even though
only partial information regarding boundary variables is avail-
able at each iteration, it has a slight impact on optimality and
iterations while effectively saving time for one iteration.

Fig. 11 illustrates the boundary voltage between EPG and
DN#1 obtained taking ADMM, providing a more intuitive
representation of the iteration process with Approach II and
Approach III: By comparing Fig. 11(a) and (b), it is evident
that the boundary voltage exhibits more dramatic changes be-
fore reaching the final convergence with Approach III. This
behavior can be attributed to the fact that DN#1 is unable to
provide the latest boundary variables to the EPG side in every
iteration, leading to more significant variations in the boundary
voltage.

C. Robustness Verification Regarding the Proposed DN
Reconfiguration Approach

Traditionally, DN reconfiguration was conducted using the
deterministic approach. We randomly generate 100 scenarios
regarding LRG to compare the optimization results between the
proposed robust approach based on the extreme scenario method
and the deterministic approach. For the deterministic approach,
the line switch status and OLTC tap position are kept constant
for 100 scenarios, which are determined by considering only one
expected scenario. For the proposed robust approach, besides
the line switch status and OLTC tap position, the boundary
voltage and power are also kept constant for 100 scenarios,
which are served as the first-stage variables and determined by
considering 24 “local” extreme scenarios.

The comparative results in DN#1 are shown in Table II: We
can see that the proposed robust approach has a larger average
value for the optimization objective, but it provides stable op-
timization results encountering the different scenarios and can

Fig. 12. System-wide voltage profile in DN #1. (a) Is with the deterministic
approach. (b) Is with the proposed robust approach.

TABLE III
ACTIVE POWER LOSSES BEFORE AND AFTER DN RECONFIGURATION

hedge against any possible realization within the uncertainty
related to LRG.

Fig. 12 presents a comparison of the system-wide voltage pro-
files in DN#1: The expected voltage profile optimized using the
deterministic approach appears ideal in Fig. 12(a). However, this
optimized profile is highly susceptible to significant deviations
in the event of the worst scenario. In contrast, in Fig. 12(b), the
proposed strategy demonstrates consistently satisfactory voltage
profiles across all scenarios and establishes tight bounds on the
voltage profiles. This highlights the robustness of the proposed
approach, as it is able to maintain desirable voltage profiles even
in different uncertain scenarios.

D. DN Operation Status After Reconfiguration

The following results from the proposed distributed optimiza-
tion approach are obtained to better demonstrate the effective-
ness of the proposed DN reconfiguration approach (we select
the results based on ADMM to present).

Firstly, we compare the power flow before and after reconfig-
uration in Fig. 13 (here line open faults are not considered for
DN before reconfiguration): Quite a few branches have heavy
power flow before reconfiguration in Fig. 13(a). Thanks to the
reconfigured DN topology as well as the power generation of
LRG, the system-wide branch power flows in Fig. 13(b) and (c)
are slighter than those before reconfiguration.

Fig. 14 depicts the system-wide voltage profiles before and
after DN reconfiguration: Thanks to the appropriate reconfigured
DN topology and sufficient power support from LRG, the node
voltages across the entire system have been optimized to ensure
that they fall within the voltage safety bounds. Notably, as shown
in Fig. 14(b), even with LRG integration but no LDC, the node
voltage profile in DN#2 still fails to fall in the allowable voltage
bound, i.e., [0.95, 1.05] p.u.

Moreover, as shown in Table III: The optimization of active
power loss is also achieved effectively. With the local load supply
by LRG and the optimized reconfigured DN topology, the burden
of power flow on branches is alleviated, resulting in a reduction
in active power losses. Additionally, LRG plays a further role in
optimizing power losses by using LDC.
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Fig. 13. Power flow profiles before and after reconfiguration. (a) Is the original power flow profile before reconfiguration. (b) Is the power flow profile after
reconfiguration for DN #1. (c) Is the power flow profile after reconfiguration for DN #2. Green nodes refers to the integration location of LRG.

Fig. 14. System-wide voltage profiles before and after reconfiguration.
(a) Shows the voltage profiles in DN #1. (b) Shows the voltage profiles in DN
#2.

VI. CONCLUSION

We have demonstrated an optimal DN reconfiguration ap-
proach, considering the impacts of EPG and LRG on DN. To
address this issue that EPG operation affects DN root volt-
age, we have developed a mixed-integer convex OPF model
that incorporates EPG and DN sides and embeds the LDC
function. The distributed optimization methods based on the
augmented Lagrangian relaxation have been employed to solve
the constructed OPF model. To address this challenge that
the integration of LRG introduces uncertainty in the system-
wide power flow within the DN, we have introduced the extreme
scenario method to generate robust decision-making. Based on
our comprehensive numerical results, we draw the following
main conclusions:

1) Despite the inclusion of mixed-integer variables in the
proposed OPF model, ATC, ADMM, and APP still ex-
hibit satisfactory performance in terms of optimality and
convergence for distributed optimization. The parallel
approach effectively reduces computation time for each
iteration through parallel processing. However, it also
leads to an increase in the overall number of iterations. As
for the asynchronous implementation, it makes the con-
vergence process concerning boundary variables fluctuate
more significantly, but it is still an appropriate way to save
computation time in one iteration and it affects the final
convergent result slightly.

2) The introduction of the extreme scenario method enables
the proposed DN reconfiguration to provide a robust
decision-making when confronted with uncertain scenar-
ios associated with LRG integration. Furthermore, apply-
ing the extreme scenario method in distributed optimiza-
tion considerably reduces the number of extreme scenarios
that need to be taken into account, thereby alleviating the
computational burden.

3) Thanks to the DN reconfiguration and LRG power support,
the heavy power flow on certain branches is mitigated in

Fig. 15. Statistical distribution regarding relative error for node voltage. (a) Is
based on PG&E 69-bus system. (b) Is based on IEEE 85-bus system.

DN. More importantly, the system-wide voltage profile is
improved and the active power loss is reduced for DN.

APPENDIX

A. Selection of Power Flow Constraint in DN

Linearization and SOC relaxation are two commonly used
approaches to handle the DistFlow model, forming the power
flow constraint in DN. Linearized DistFlow has been presented
in (5). SOC relaxation of DistFlow is shown as follows:⎧⎪⎪⎨

⎪⎪⎩
pi =

∑
j pij − phi + rij lij

qi =
∑

j qij − qhi + xij lij
ui − uj = 2 (rijpij + xijqij)−

(
r2
ij + x2

ij

)
lij

p2
ij + q2

ij ≤ uilij

,

∀i, j ∈ NDN, ∀ij, hi ∈ �DN, ∀h ∈ Fi, ∀j ∈ Di, (46)

where lij represents the square of branch current. The corre-
sponding optimization objective is formulated as:

min fDN :=
∑
ij

rij lij +
∑
i

(ui − 1)2

ij ∈ �DN, i ∈ NDN. (47)

We utilize PG&E 69-bus and IEEE 85-bus systems as the
case system, and randomly generate 100 scenarios linked with
active loads data to support OPF computation (node reactive
power injection is regarded as the optimization variable). Then,
we make statistics on the relative error between the approximate
value of node voltage that is computed via the constructed OPF
model and the actual value of node voltage that is computed via
the Newton-Raphson method.

It can be seen from Fig. 15: The relative error of node
voltage with SOC relaxation on DistFlow is much larger than
the counterpart with linearization on DistFlow. It indicates that
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linearization on DistFlow outperforms SOC relaxation on Dis-
Flow in terms of solving the proposed OPF problem with the
optimization objective that contains both minimizing the node
voltage deviation and the active power loss.

B. Modified Optimal DN Reconfiguration Model for LDC With
q(v) Type

The approach of embedding the LDC with q(v) into the
constructed OPF model to take the place of the LDC q(u)
is simple. Only a minor modification is needed that replaces
{ui, u

min
i,DB, u

max
i,DB, u

min
i , umax

i } with {vi, vmin
i,DB, v

max
i,DB, v

min
i , vmax

i }
involved in (19)–(23). However, after that, a challenging prob-
lem occurs thatq(v) is with respect to v, whereas the power
flow constraint is with respect to u. In this case, the nonlinear
relationship thatui = v2

i should be appropriately handled and be
integrated into (2)–(24) to form a modified OPF model. Next,
three widely used approximation approaches are provided to
reformulate the quadratic quality constraint ui = v2

i .
Taylor Expansion: ui = v2

i can be linearized to a linear con-
straint, such that (First-order Taylor expansion around 1p.u.):

ui = 1 + 2(vi − 1), ∀i ∈ NDN. (48)

McCormick Relaxation: McCormick relaxation handles ui =
v2
i by adding a series of auxiliary constraints. Particularly, the

piecewise McCormick relaxation [49] is able to provide a tighter
convex envelop via multiple partitioning. We present ui = v2

i

relaxed by a bivariate piecewise form as below (the bound vi ∈
[0.95, 1.05]p.u. is divided into five partitions):⎧⎪⎨
⎪⎩
ui ≥

∑
n

(
2vmin

i,n vi,n − vmin
i,n vmin

i,n γi,n
)

ui ≥
∑

n

(
2vmax

i,n vi,n − vmax
i,n vmax

i,n γi,n
)

ui ≤
∑

n (v
min
i,n vi,n + vmax

i,n vi,n − vmin
i,n vmax

i,n γi,n)

, (49a)

{
umin
i,n ∈ {0.95, 0.97, 0.99, 1.01, 1.03}p.u.

umax
i,n ∈ {0.97, 0.99, 1.01, 1.03, 1.05}p.u. , (49b)

⎧⎪⎨
⎪⎩
∑

n γi,n = 1, γi,n ∈ {0, 1}
vmin
i,n γi,n ≤ vi,n ≤ vmax

i,n γi,n

vi =
∑

n vi,n

,

∀n ∈ {1, 2, 3, 4, 5}, ∀i ∈ NDN. (49c)

Convex Quadratic Relaxation: [50] provides a convex
quadratic relaxation to ui = v2

i , which can also be further ex-
panded to a bivariate piecewise form, such that:{

ui ≥
∑

n v
2
i,n

ui ≤
∑

n

(
vmin
i,n vi,n + vmax

i,n vi,n − vmin
i,n vmax

i,n γi,n
) ,

(49b)and(49c),

∀n ∈ {1, 2, 3, 4, 5}, ∀i ∈ NDN. (50)

We use DN#2 in Fig. 8 as the test system to compare the
performances of the above approaches applied in the modified

OPF in terms of ||ui − v2
i ||2. We would like to emphasize that

our focus here is to develop a modified optimal DN reconfigura-
tion model for incorporating the LDC with q(v) type. Hence, the

TABLE IV
||ui − v2

i ||2 FOR EACH APPROXIMATION APPROACH

application of the extreme scenario method and the augmented
Lagrangian relaxation-based distributed optimization methods
are not discussed.

As presented in Table IV: McCormick relaxation and the
convex quadratic relaxation excels Taylor expansion. However,
Taylor expansion can still become a competitive option since
integer variables are not involved to approximate ui = v2

i .
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