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Abstract: The Krone-Partheniades (K-P) framework has been used for decades to quantify and
analyze the sediment exchange at a water—bed interface. Measuring the erosion and deposition
parameters that are part of this framework requires time-consuming field observations. Additionally,
the erosion parameters are measured independently of deposition parameters, while in reality they are
coupled. In numerical models applying the K-P framework these parameters are often assumed to be
constant in time and mutually independent. In this study, we develop a relatively simple methodology
to determine the erosion and deposition parameters, using conventional near-bed observations of bed
level, sediment concentration and flow velocity. This methodology is subsequently applied to tripod
observations collected in the Changjiang estuary, China, to compute continuous time-varying erosion
and settling parameters. We propose a diagram to visualize the interdependency and accuracy of
erosion and deposition parameters, which is the input for K-P framework models requiring this
interdependency.

Keywords: Krone-Partheniades equations; observations techniques; settling velocity; critical shear
stress

1. Introduction

The well-known Krone-Partheniades (K-P) bed level change model [1-4] is widely
applied in numerical models to quantitatively describe the morphodynamics of muddy
environments. However, this model also has several shortcomings in its application
(especially in numerical models), the most important ones probably being that erosion
and deposition parameters are (1) assumed to be constant in time, and (2) site-specific and
difficult to measure.

The complexity of most physical environments implies that the parameters in the
K-P formula are variable in time on the timescale of minutes (due to deposition and
dewatering of fresh sediments) to seasons (due to biological effects or the erosion of a
heterogeneous substrate). Numerical models applying the K-P equations usually assume
constant input parameters [5-8], although they may vary over space [9] and time due to,
e.g., consolidation [10-12]. The assumption of constant parameters is especially wrong
during episodic high-energy events such as river floods or storm events, when bed erosion
leads to the exposure of more consolidated, deeper layers.

Secondly, measuring deposition and erosion parameters with conventional methods
is laborious and sometimes impossible. This is related to the fragile structure of fine
sediments, coagulating into flocs with different settling and erosion properties compared
to the individual particles. This introduces temporal variations in sediment properties,
complicating sample analysis in laboratories. Many methodologies additionally affect
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turbulent shear, destroying flocs and thereby influencing the settling velocity. Full in-situ
observations of settling velocity (using floc cameras, such as [13-15]) and erosion rates
under submerged conditions (the sea bed carrousel by [16] or laboratory analysis on in situ
collected cores by [17]) are very time-consuming and expensive. Erosion and deposition
parameters are additionally measured separately, sometimes over considerable horizontal
distances.

To advance our knowledge on near-bed sediment dynamics and improve the parame-
terizations of erosion/deposition processes, there is a need for continuous (and therefore si-
multaneous) observations of erosion and deposition properties. In this paper, we introduce
a methodology to derive such parameters through analysis of simultaneous observations
of hydrodynamic properties and bed level changes.

2. Methods
2.1. Field Measurements

We conducted in situ observations with a near-bed tripod system in the North Passage
(NP, the main navigation channel) of the Changjiang estuary (Figure 1). The suspended
sediment concentration (SSC) in the NP can be up to tens of kg/m? in the form of concen-
trated benthic suspension [18]. The seabed of the NP mainly consists of fine sediment; the
medium grain sizes (d5p) at our observational site are between 20 and 50 um, with a high
clay content of about 20-30% [19]. The seabed seaward of the observational site is even
more fine-grained (dsp < 10 pm with a clay content > 35%).
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Figure 1. Bathymetry of the North Passage and adjacent regions. Black lines in the river mouth
represent dikes and groins around the North Passage. Red dots indicate the measuring site in 2017.
The insets show the bathymetry of the whole Changjiang estuary, and the tripod system used for
near-bed observations.

Field observations were conducted in the NP from 2 July to 15 July 2017 (during
the peak of the monsoon period) using a tripod system at a water depth of about 10 m
(see Table 1 for details). No information is available on scour and deposition around the
frame as a result of its deployment. The Suspended Sediment Concentration (55C) was
measured with an Optical Back Scatter sensor mounted 0.9 m above the bed (mab); the
velocity was measured using two RDI Acoustic Doppler Current Profilers (ADCPs), two
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Nortek Acoustic Doppler Vectors (ADVs) and a JFE ALEC Point Current Meter (PCM). The
ADVs also measure the distance between the probe and the bed (D), from which a relative
bed level (RBL) can be computed as:

RBLobserved =D-D (1)

where the overbar denotes the time-averaged value. An increasing trend of the RBL
indicates deposition (and a decreasing trend erosion). The upward-looking ADCP was also
used to compute wave height and period. These tripod observations are used to compute
erosion parameters and the sediment settling parameters in the K-P model, as elaborated
in the following sections.

Table 1. Instruments mounted on the tripod and their sampling configurations.

Instrument Deployed Distance above Bed Samplmg Interval Sampling Configuration Survey Parameter
(m) (min)
ADCP upward 1.2 / 120s(1h fo.r wave Profile velocity, waves
observation)
ADCP downward 1.0 / 120s Profile velocity
PCM 1.15 2 0.2 Hz (every first 50 s) Velocity
ADV 0.25 10 16 Hz (every first 70 s) Near-bed velocity
OBS 0.9 / 100 s Salinity, temperature,

turbidity, pressure

2.2. The K-P Model and Data Processing
The erosion M, and deposition M rates (both in kg/(m?s)) are calculated using [1-3,20]:

dMe _ me(%) T > Tee o)
dt 0, T< e
dM
Wd = —CpWsp 3)

where m, (kg/ (mzs)) and 1, (N/ m?) are the erosion coefficients and critical shear stress
for erosion, respectively; w; j is the settling velocity (m/s); T represents the bed shear stress
(N/m?) and ¢, (kg/ m?) denotes the bottom sediment concentration. The bed shear stress T
is calculated with the Grant-Madsen method [21] using ADCP observations (see below).
The bottom sediment concentration c;, is measured with a calibrated OBS, and used to
correct w ;, for hindered settling using [22]:

(1-¢)"(1—¢p)
1+25¢

Wsp = Ws,0 @)
where w;  is the settling velocity in clear water; ¢ = cj/cg is the volumetric sediment
concentration; ¢, = c,/ps is the volumetric primary particle concentration, ps is the
density of sediment 2650 kg/m?; m represents non-linear effects for which we use m = 2
(following [23]), and ¢, is specified as 250 kg/ m? (based on settling observations with
Yangtze sediment, to which Equation (4) was fitted [24] and in line with [9]). The cumulative
relative bed level (from tg to T) can be computed by integrating the erosion and deposition
rates at each time step:

T(dMy; dM
RBLsimulated = Zto (dtd - dte ) At/pg ®)
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where p; is the dry density, assumed (in absence of observations) to be 1300 kg/m?3 be-
cause of the high silt content; At is the time step (= 1 h in this study). The K-P model is
therefore driven by measured values for ¢, and 7, while m,, 7., and w;¢ (ws}) remain
to be determined by simultaneously fitting both Equations (2) and (3) to observed bed
level changes.

2.3. The Bed Shear Stress

The bed shear stress can be computed using the ADCP observations (using the Grant-
Madsen model [21]—hereafter referred to as GM94) and the ADVs (using the turbulent
kinetic energy or TKE method). The GM94 method assumes a logarithmic velocity profile
over rough beds and hence a well-mixed water column. The assumption of hydraulically
rough flow can be evaluated with the roughness Reynolds number Re, = u.ks/v with
4 being the bed shear velocity, ks the Nikkuradse roughness height, and v the kinematic
viscosity. For Re, > 70, the flow is hydraulically rough and the bed roughness height is
constant, depending on bed properties (as in GM94). For conditions typical for the North
Passage, with strong tidal flow velocities up to 1.5 m/s, the assumption of hydraulically
rough flow is valid throughout the tidal cycle, except for a very short period around slack
tide. However, the Changjiang Estuary is both salinity- and sediment-stratified, violating
the assumption of a well-mixed water column and a fully logarithmic velocity profile.
Therefore, the TKE method is more suitable from a physical point of view. Unfortunately,
the ADVs malfunctioned more often than the ADCP, so ADCP-derived bed shear stresses
would expand the available dataset. We therefore intercompare both methods, and when
yielding similar results continue with the GM94 method.

The current induced bed shear stress (7;) in the GM94 method is calculated as:

Tc = Pw(u*c)z (6)

The original GM94 method allows for a wave-induced and flow-induced contribution
to the bed shear stress. With a water depth of 10 m and a wave height of 0.3 m, the wave
orbital velocity is very low (several cm/s), and as a result the wave-induced bed shear
stress is negligible compared to the current-induced bed shear stress (see Figure 2, in which
both the wave-induced and current-induced bed shear stress are computed using [21]).

_—

Tur

— Tow

7 (TKE method)

07/02  07/03  07/04 07/05 07/06 07/07 07/08 07/09 07710 0711 07/12 0713 0714 07115
Date in 2017

Figure 2. Calculation of bed shear stress, comparison between Grant-Madsen method and the TKE
method. The red and blue lines largely overlap because the wave-induced shear stress (yellow line)
is very small.

The TKE method computes the turbulent kinetic energy measured at 0.25 m above the
bed by the ADV, as in
1 —_— JR— —_—
TKE = Ep(u/2+0’2+w/2> (7)
where u', v/, w' are fluctuating velocity components in the XYZ coordinates relative to
a 70 s averaged value with a burst of 10 min, the overbar denoting time-averaging. The
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TKE method is not subject to the error related to the sensor height z [25] and therefore the
TKE-based bed shear stress can be calculated with the equation:

7=C-TKE ®)

where C is a proportionality constant, which is 0.19 [26] to 0.20 [27]—we assumed C = 0.19.

The resulting time-varying T is remarkably similar when using both methods (Figure 2).
This suggests that the assumed bed roughness for the GM94 method is reasonable, and
deviations from the logarithmic velocity profile are sufficiently low to use the GM94
method (which is preferable from a practical point of view, given the larger availability of
ADCP data).

2.4. Data Fitting Methodology

The values for m,, T, and w; j, are determined through a semi-automatic least-squares
fitting method against observational data. Over a user-specified time window of length
T and within a user-defined range and interval of unknown input parameters (1., Tce,
and w; ), a large number of K-P model realizations are executed with a MATLAB model.
These realizations include all possible combinations of the three variable parameters within
their user-prescribed range (i.e., ten potential values for m, and 1., as well as w; , result
in 1000 model realizations for that particular time window). Within the time window,
the accuracy of each predicted bed level (RBLgjyy1ate4) is quantified with a correlation
coefficient (R?) and Root Mean Square Error (RMSE) using the measured bed level changes
(RBLgpserved)- The parameter set with the highest correlation coefficient is defined as most
representative within the evaluated time window T (see Figure 3). The time window then
shifts forward in time with AT to run the model for the same amount of input parameter
combinations. Note that AT < T, resulting in a more gradual change in input parameters
compared to a simple piecewise segmentation with the time window T.

| Fitting method (iteration) }
I t = 1,i.e.fora certain period T }

{0

m, (t,i)
oo (61)
weo (t, k)

(1 } Running window fitting
} t=1,2,3,... i.e.for periods of 0.8 days

Figure 3. Schematized procedure for data fitting. The general approach (I) is to compute a large
number of possible relative bed levels (RBL), realized with a range of K-P model settings, by varying
Tee, Me, and/or w; o, and fitting these to observed RBL using an R2. Then the approach is repeated
with a running window fitting method (II), providing a timeseries of freely varied input parameters.
These time-varying parameters are subsequently used to compute erosion and deposition fluxes (III).
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This method allows for the free-fitting of all three parameters, but also for assuming
one or two input parameters as constant. For instance, for every combination of constant
Tee and m,, the time-dependent w;( can be computed with the running window fitting
according to the highest R?. As a result, a time-varying ws o, RMSE, and R? are obtained
for each combination of constant 1., and ..

3. Observational Data
3.1. General Observations

The river discharge increased during the observational period, reaching 7 x 10* m?/s
on 07/10 (nearly twice the average wet season discharge) (see Figure 4a), resulting in
ebb-dominant conditions (higher ebb flow velocities and a longer duration of ebb flows).
The tidal currents during spring tides were 2 to 2.5 times higher than neap tide currents
(Figure 4b).
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Figure 4. Observed variables: (a) discharge (Datong Gauge Station, 600 km upstream) and water
elevation (OBS), (b) along-channel current velocity (ALEC), (c) suspended sediment concentration
(SSC), (d) bed shear stress, and (e) relative bed level and the rate of bed level changes (ADV). The
positive values of along-channel current velocity denote ebb currents.

The SSC peaked during each ebb and flood (Figure 4c) and was higher during and
after the spring tide resulting from either advection (due to higher river discharge) or
resuspension (due to higher bed shear stress) (Figure 4a,d). The bed shear stress during
neap tidal conditions was low (<0.5 N/m?) compared to spring tidal conditions (2.5 N/m?;
Figure 4d). This pronounced difference in hydrodynamic forcing is reflected in the patterns
of bed level changes (the RBL measured by two ADVs, Figure 4e). Both ADVs recorded
similar bed level changes, although the break in the ADV-2 data on 07/03 is probably the
result of a mass movement of sediment (a local sediment slide or turbidity current), which
rapidly changed the bed level but did not tilt the measurement frame. With ADV-1 (red
line in Figure 4e) producing the longest timeseries of bed level change, we use ADV-1 for
the analysis hereafter.
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3.2. Sediment Dynamics

The observations in Figure 4e reveal four stages with distinct erosion and sedimenta-
tion characteristics. Stage A (neap tide) was characterized by persistent deposition, whereas
phases B-D by alternating periods of erosion and sedimentation. Net erosion prevailed
during phase B, while net sedimentation prevailed during phase C; phase D was in equilib-
rium. Next, we evaluate the role of resuspension and advection processes by relating SSC
to u|u| (Figure 5, u is the longitudinal flow velocity positive in the ebb current direction).
During neap tides (line of 07/07, as an example), the ebb SSC remained quite low (even
at moderately high u|u|). During moderate and spring tides (lines of 07/08 to 07/13), the
SSC increased with u|u| for u|u| > 0.5 m?/s? (suggesting local resuspension), but decreased
before the maximum of u|u| was achieved (suggesting sediment advection). The increase
in SSC with u|u| was stronger during spring tides than during neap tides, suggesting local
resuspension to be dominant. It is likely that the amount of sediment available for erosion
is limited (by advective processes), but the actual SSC is still strongly governed by local
sediment resuspension. During flood tide, the u|u| was below 0.5 m?/s?, and therefore
no clear pattern in SSC exists. The erosion and deposition parameters obtained from our
local erosion and deposition model are therefore more accurate during spring tide ebb
conditions (especially the beginning of ebb), but less accurate during neap tides and flood
tides. The fitting procedure introduced in this paper is therefore especially valid for the
period 8-13 July, and less outside this specific period.

T
! R
: 07/13 |
1
| 0712
! il
1
| 07/10
1
: 07/08
1
| 07:07
1
: 07/04
1
1
1
1 -
1
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o i 2 . e
e — = L
B s
< B I I | ‘ ‘
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Figure 5. Variation in SSC against the square velocity within each tidal cycle. u|u| > 0 indicates the
ebb tide.

4. A parameter Space Diagram for the K-P Formulations

The erosion flux is composed of the erosion parameter m, and the critical erosion
shear stress 1,,. Within a given distribution of bed shear stress, multiple combinations of
m, and T¢, provide the same integrated erosion flux. Similarly, the erosion flux balances
the deposition flux, where again for a given bed shear stress, sediment concentration and
settling velocity, multiple combinations of m,, T, and w;s g exist, which create comparable
bed level variability.

The semi-automatic fitting method computes a time-varying ws ¢ for each combination
of constant 1., and m, (Section 2), and the model is run for a large range of constant T,
and m,. By averaging ws for each model realization and computing the RMSE and R?,
the performance of each combination of 7., m., and w;s o can be evaluated in a parameter
space diagram (Figure 6). This diagram provides the interdependency of all erosion and
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deposition flux parameters, as well as their goodness-of-fit against observational data. For
instance, the diagram reveals that a T, of 0.1 N/m? requires an m, of (approximately)
0.6,1.8,2.8,and 3.8 x 10~* kg/ (m?s) for a settling velocity of 0.5, 1.0, 1.5, and 2.0 mm/s,
respectively. The accuracy of these parameter combinations is evaluated with R? and RMSE,
which are both contoured in the same parameter space diagram, attaining a maximum R?
of 0.65 and minimum RMSE of 8 mm for a w; between 1.5 and 2 mm/s.

0.30 i | ‘ . = il B
Settling velocity b/ g A7
. . 3
0.25
2.5
—~ 02
< 0.20 12
e
= £
b 1.5 .
£ 0.15 '
11
0.10
{05
0.05 o

2.5 3.0 35 ; . 5.0
me (X10°* kg/(m?s))

Figure 6. Average value of fitted w; o (black contours) as a function of 7. and m,. The red and blue
dashed lines indicate contours of averaged R? and RMSE (R? and RMSE are time-varying in the
running window fitting). The diamond-shape marker denotes an example of parameterized T, 1,

and wg (1.6 mm/s).

Figure 7 exemplifies time series of the data fitting for the parameter settings corre-
sponding to the diamond-shape mark in Figure 6 (m, =3 x 104 kg/ (mzs), T =0.1 N/m?,
and w; o = 1.6 mm/s). The fit with constant parameters captures the main characteristics of
the measured RBL (Figure 7a), indicating that the parameter space diagram is a useful tool
to rapidly determine the required parameters (for instance, as input for numerical models).
Obviously, allowing all parameters to vary over time (blue lines in Figure 7) generates a
much better fit to the observations. The value of such free fitting will be explored in more
detail in the next section.
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Figure 7. (a) Comparison between measured RBL (ADV-1) and simulated RBL using constant (red)
and time-varying (blue) parameters, (b—d) constant and time-varying m,, Tce, and ws 9. Parameters
presented here are smoothed using a three-hour moving average and the RBL (blue) is computed
using the smoothed parameters.

5. Discussion

The free-fitted, time-varying erosion and deposition fluxes fluctuate within a realistic
parameter space. w;o was mainly in the range of 1-3 mm/s, corresponding well with
in situ observations of floc settling velocities elsewhere [13,15]. With the substrate being
composed of muddy sediments (d5yp between 20 and 50 pm, corresponding to a single
particle settling velocity between 0.1 and 1 mm/s) the computed settling velocities between
1 and 3 mm/s imply the suspended sediments are flocculated. The critical shear stress
for erosion T, was varied between 0.05 and 0.15 N/m? indicating soft, easily erodible
surface mud layers [17,28,29]. The erosion parameter m, was more variable, ranging
between 1 and 6 x10~* kg/ (m?s), which is in agreement with the typical range of 0.1 to
5 x10~* kg/ (m?s) provided by [30].

The temporal variability of the fitted parameters allows a more in-depth analysis of
the suspended sediment dynamics. For example, the critical shear stress in Figure 7c was
lower during a period of deposition from 07/03 to 07 /05 (average value of 0.11 N/m?) than
that during an overall erosion period from 07/06 to 07/08 (average value of 0.14 N/m?),
which is consistent with freshly deposited sediments being more easily erodible. Therefore,
the proposed method provides an alternative to conventional field observation techniques,
such as in situ erosion measurements [31], laboratory analysis on sediment cores [17],
or flocculation cameras [13,15], which are much more costly and do not generate full
time series of sediment properties. Furthermore, our methodology has been applied in
a very turbid environment, which is challenging for optic instruments measuring the
settling velocity.

A disadvantage of our methodology is that it may lead to the frequent switching of
free-fitted parameters. This is because our hourly bed level changes reflect net bed level
changes (rather than gross bed level changes, which may occur in much smaller time
periods) and multiple parameter combinations may exist, which may describe the bed level
evolution with a very similar correlation (non-uniqueness or equifinality [32]). Within the
K-P framework, equifinality arises from (1) the balance between the deposition flux (ws o)
and the erosion flux (7. and m,) in defining the net bed level change, and (2) the balance
between 1., and m, in defining the erosion flux. Multiple parameter sets can therefore lead
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to a similar R?, and small changes in R? may lead to the frequent and irregular switching
from one parameter set to another. Within our procedure, this irregular switching in input
parameters resulting from non-uniqueness can be minimized by using a longer running
window T (in which the fitted parameters are assumed to be constant). The best model
fit is therefore a balance between an overly averaged solution and a rapidly alternating
solution resulting from equifinality, resulting in a time window T of 0.8 days.

The parameter space diagram provides a novel methodology to develop numerical
fine sediment transport models more quickly, but also more accurately. The temporal
variation in sediment properties (Figure 7) as observed from the tripod may provide
more in-depth understanding of the sediment dynamics, which may lead to better models
when increasing the complexity of the model (through, e.g., consolidation, flocculation or
biophysical interactions). However, its greatest value for improving the numerical model is
related to the relations between K-P parameters, as visualized in Figure 6. This diagram
provides a realistic set of (initial) input parameters, reducing the time required for model
calibration. The method leads to more accurate models because it allows the detailed (and
much faster) exploration of non-uniqueness, introduced above via parameter switching.

Non-uniqueness or equifinality may be useful for quantifying the accuracy of model
predictions, especially outside its calibration space [32]; for instance, conditions of extreme
sea level rise or channel deepening. For this purpose, a number of models with equifinal
model input parameters need to be developed and run within and beyond its calibration
space. When the predicted bed level changes are similar for a range of equifinal parameter
sets for conditions outside the original calibration space, the model can be considered
to be only narrowly influenced by equifinality (and hence model parameter values), and
therefore robust and accurate. Developing such equifinal input parameter combinations is a
time-consuming process. However, our parameter space diagram provides a methodology
to rapidly develop alternative model input settings, thereby enabling the use of equifinality
as a tool to quantify the accuracy of future predictions.

Although we believe our methodology provides an important step in understanding
and quantifying near-bed sediment dynamics, our method may be improved in several
aspects. First, we used suspended sediment concentration (at about 0.9 mab) as the
bottom sediment concentration. Although the observed “near-bottom” SSC and the actual
concentration close to the bed are related, the actual near-bed SSC is higher. Future work
should aim at deploying the turbidity sensor at a lower position. Another limitation is
the assumption of a single class of sediment. In our study area, the sea bed is mainly
composed of fine cohesive sediments with spatial and temporal variability in sediment
compositions and properties. The method proposed in this study cannot distinguish
the distribution of sediment properties because it would introduce too many degrees
of freedom in the fitting procedure. Accounting for such distributions would require
additional instrumentation aiming at continuously measuring a proxy for the settling
velocity, such as a LISST (measuring the grain size distribution [33]) or ADV (converting
turbulent fluctuations into a settling flux [34]). Such parallel observations would also
provide calibration data for our methodology and reduce the impact of equifinality.

6. Conclusions

A methodology is developed to compute erosion and settling properties (11, Tce, and
ws o) using standard tripod observations (measuring flow velocity, SSC, and bed level). A
least-squares fitting method is deployed to compute time-varying and constant sediment
parameter sets. This methodology accounts for the interrelationships between settling and
deposition, which can be conveniently visualized in a m,—7..—w; g diagram. By additionally
computing the accuracy of the fit (using RMSE and R2), this methodology provides a
much better estimation for erosion/deposition parameters than existing methodologies,
especially for use in numerical models. It additionally provides a method to evaluate the
time variation of erosion and deposition parameters.
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