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Executive Summary

This study investigated the adoption of black-box AI in the Dutch healthcare sector,
focusing on addressing the social and technological integration challenges. The study
has societal relevance as it supports in addressing difficulties encountered by health-
care systems, such as staff shortages, inefficiencies, and resource limitations. This is
achieved by presenting AI as a potential solution to streamline operations and improv-
ing patient care. Particularly in healthcare, the adoption of black-box AI, which can
model complex interactions, is lagging behind compared to other sectors. Therefore,
this study highlights the importance of stakeholder trust and acceptance, which were
regarded as some of its main implementation challenges.

Furthermore, the study has academic relevance as it has contributed by investigat-
ing the knowledge gap between existing AI frameworks and real-world healthcare
requirements. By introducing a newly combined implementation framework, adapted
to the Dutch healthcare system, the goal has been to bridge the gap between theoret-
ical frameworks and real-world AI deployment. By concentrating on challenges and
stakeholder perspectives, it enhanced understanding of how AI could be ethically and
successfully integrated into healthcare settings, paving the way for future AI-driven
innovation.

The purpose of this study has been to investigate ways to address sociotechnical prob-
lems for black-box AI implementation in Dutch healthcare, by adapting existing imple-
mentation frameworks. The main research question has been divided into five sub-
questions, which have been addressed in two phases. Phase 1 focused on scoping,
collecting stakeholder views on AI implementation difficulties, and identifying relevant
AI implementation frameworks in the literature. To this extent, unstructured interviews
and a literature review have been performed, respectively. Phase 2 involved devel-
oping a combined framework, using existing implementation frameworks, to match
the main implementation challenges and proposing methods to address these. The fi-
nal sub-question was used to gather stakeholder perspectives on the applicability and
suitability of the proposed framework and propositions. To this extent, semi-structured
interviews have been performed.

The first phase, the scoping interviews have resulted in three main challenges, related
to the social, technical, and organisational aspects of AI implementation distilled from
the prevalent themes. Hereby, the social challenge is related to the trust related to
black-box AI implementations, the technical challenge is related to the integration with
supporting technologies and workflow, while the organisational challenge is related to
AI literacy, and AI readiness within an organisation. Furthermore, this phase has re-
sulted in a finding an implementation framework, focused on Digital Decision Support
Systems, in healthcare which will be used in combination with a framework focused
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on the sociotechnical gap related to AI, introduced at the start of the study.

In the second phase of this study, the frameworks have been combined using comple-
mentary parts resulting in an implementation framework which address the challenges
identified in the stakeholder interviews. The themes identified from the scoping inter-
views have been mapped to the relevant dimensions of this combined framework. Fur-
thermore, Computational Reliabilism (CR) and explainability are proposed to address
the social challenge, while a maturity model is proposed to address the technical and
organisational challenges, complementing the combined framework. In the opinions
of the interviewed stakeholders, these propositions to provide a good starting point
for the further implementation of black-box AI. Hereby, indicating opportunities for the
implementation of black-box AI, without requiring complete transparency in the inner
workings.

Therefore, this study recommends to use the combined framework to initiate conversa-
tions in between stakeholders from different fields. In addition, CR should be applied
for building trust in the AI system while explainability should be applied for building
trust in the correct use of the AI system by its end-users. Furthermore, to address
the challenges with AI readiness and AI literacy within an organisation, the use of a
maturity model is advised. Hereby, exploring the direct implementation of black-box
AI tools in healthcare.
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1
Introduction

In recent developments in technology, artificial intelligence (AI) has made an impact
in many diverse sectors such as finance, defence, education, healthcare and tourism,
and it might have the potential to further transform society [1]–[5]. In recent years,
innovations in AI have created versatile tools that can be applied in many different set-
tings and industries. As this development has been extremely fast and can still be said
to be still in its infancy, the implementation of AI is a topic which is highly researched.
It is important to highlight what is meant with AI, as parts of it such as Machine learn-
ing already exist for quite some time, while other parts, such as generative AI, is still
new relatively speaking [6], [7]. Opinions vary, and some think that the applicability of
AI has been overstated. However, AI has already been shown to be highly useful in
many different sectors, as mentioned above. Enthusiasts are willing to try it for new
problems they encounter, which will likely improve what is possible with AI. Studies
show that AI tools have the potential to improve efficiency and streamline processes
[8], [9]. Although many industries are actively seeking the adoption of AI, the health-
care sector in general has shown a hesitance and resistance to its implementation,
specifically with regard to black-box AI [10]–[12].

For this reason, research has been conducted that investigates barriers and drivers
for the implementation of AI. Within the domain of healthcare, new implementations
are a frequent theme as new medication and new technological equipment have re-
shaped the medical field to what we currently know. Because of this a completely
new domain of research has emerged called: implementation science. Within this do-
main, the implementation of AI is being studied for which the barriers and drivers play
an important role. These barriers and drivers are used for the development of theo-
ries on technology implementation, process models, and implementation frameworks.
These tools provide the necessary methodologies for the integration and adoption,
while at the same time ensuring the ethical and responsible use of these tools. Specif-
ically, the implementation of black-box AI in healthcare is an interesting field of study.
This is because black-box AI algorithms have the capabilities to model complex inter-
actions and can therefore provide high impact if implemented. At the same time, the
implementation of these types of algorithms in healthcare brings unique social (ethical
concerns, cultural resistance, medical values) and technical challenges (explainabil-
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1.1. Societal relevance 7

ity, IT integration, data quality), making it a worthwhile topic to study.

This study aims to support the implementations of black-box AI in healthcare by ad-
dressing the social, technical, and organisational barriers experienced by stakehold-
ers. This will be accomplished through alignment of AI implementation frameworks
from the literature with the stakeholder needs. The stakeholder needs are a crucial
part of the implementation as the collaboration and support of stakeholders can be a
requirement for AI implementation initiatives to start. The implementation frameworks
from literature should have the ability to help create stakeholders support, collabo-
ration, and initiate AI implementation. Because of the resistance for the adoption of
black-box AI in healthcare as mentioned earlier, it is expected that the current imple-
mentation frameworks are not well aligned with the stakeholder needs. Creating a
gap between what is needed on a social, technical and organisational aspect and
what is provided by implementation frameworks. This study starts by collecting stake-
holder needs and AI implementation frameworks from literature, in chapter 4, and
subsequently, in chapter 5, these frameworks are combined and supplemented with
propositions to provide support on previously collected stakeholder needs. Next sec-
tion will cover the societal relevance of this topic and study in more detail.

1.1. Societal relevance
The healthcare sector in the Netherlands and globally, face challenges related to staff
shortages, operational inefficiencies, and limited resources [13]–[15]. This has ob-
vious negative implications for the quality of the healthcare provided. This issue has
also gained significant attention in academic research. As seen in many other applica-
tions, black-box AI has the potential to seriously change the workflow of organisations,
and many view AI tools as a potential solution to these challenges [16]. Examples of
black-box AI already in use in the healthcare domain would be in medical imaging
(such as LungAI, LiverAI, ProFound AI, Transpara, etc.), where it provides a tool for
clinicians helping with segmentation, detection and providing likelihoods of cancers
[17], [18]. However, there are many other ways in which black-box AI might provide
improvements within healthcare, example of which would be in diagnostics, genomics,
and patient monitoring [19]–[22]. Because of the current increase in demand in the
healthcare sector, it is of importance to study the implementation of this technology
now.

As mentioned earlier, this study aims to support the implementations of black-box AI
in healthcare by addressing the social, technical, and organisational barriers experi-
enced by stakeholders. Hereby, the study provides a method to facilitate the imple-
mentation of AI tools in a way that is aligned with stakeholders needs, which solidifies
this study’s societal relevance. It has the additional goal of providing stakeholders
with AI tools which are implemented in the desired way and which have the potential
to improve the workflow as mentioned earlier. In next section the scientific relevance
of the topic and this study will be highlighted.
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1.2. Scientific relevance
To further facilitate the adoption of this new technology, a wide range of implemen-
tation frameworks have previously been developed. These frameworks can be de-
veloped on different levels within the organisation providing guidelines for decision
making in different contexts of organisations. These can be differentiated as frame-
works on a strategic, tactical, or operational level [23], [24]. Many frameworks in the
current literature are tailored to specific forms of AI, relevant for the specific context in
which AI is implemented (operational level). This study aims to develop a framework
that addresses strategic level barriers within the healthcare organisations to the imple-
mentation of black-box AI. On this level, AI implementation frameworks have already
been developed to address legislative requirements [19]. Some address the ethical
considerations to ensure that the integration of AI into healthcare settings is done with
an ethical perspective.

Despite the availability of AI implementation frameworks, translating them into prac-
tical implementations remains a difficulty. This is partly because the implementation
difficulty is many faceted. One aspect of the challenge can be attributed to the com-
plexity of legislation around healthcare systems, which differs from other organisations
[25]–[27]. Another aspect within the implementation challenge can be attributed to the
difficulties with the supporting technologies [28], [29]. And particularly interesting for
black-box AI, is that the challenge is also largely related to the acceptance and trust
from stakeholders [10], [27], [30], [31]. However, these are not the only aspects re-
lated to the implementation challenge.

In scientific literature, efforts have already been made to address these and other
aspects of the implementation challenge of AI with the use of implementation frame-
works [32]. As hinted at briefly, this study aims will approach the development of AI
implementation frameworks in a different way. Combining existing AI implementation
frameworks into a one tailored to the Dutch stakeholder needs. Hereby contributing to
the scientific literature by collecting Dutch stakeholder needs on the implementation
of black-box AI and providing a tailored framework. Additionally, this study provides
a unique case to testing a method of combining existing implementation frameworks.
Now that the societal and scientific relevance of this study is argued for. The next sec-
tion will continue with providing more details on the study and structure of the report.

1.3. This study
This study will be focused on aligning implementation frameworks with the stakeholder
needs in the Dutch healthcare sector. The focus will be put on university hospitals
and medical laboratories as these might already have some forms of AI implemented.
Other healthcare organisations (such as nursing homes and small medical centres)
may lack the digital infrastructure for AI to be relevant. The geographical location of
the Netherlands is interesting and relevant for this topic, as it is a relatively advanced
country with respect to the adoption of AI. Furthermore, this study will focus on black-
box AI of which more background information will be provided in the following chapter.
The ethical concerns related to trust will be one of the aspects which will be further
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introduced in the next chapter as well.

Currently, the existence of frameworks for the implementation of AI has not translated
into widespread adoption. There appears to be a disconnect between the focus of ex-
isting implementation frameworks and the practical needs for successful AI. This study
aims to investigate the gap between current implementation frameworks from litera-
ture and the needs of the involved stakeholders. This will be achieved by collecting
the main challenges for stakeholders related to the social aspect, the technical aspect,
and the organisational aspect. For these aspects, trust, technology landscape, and or-
ganisational readiness play a big role, respectively as will be made clear in chapter 4.
As mentioned earlier, the goal is not to develop a new AI implementation framework
from scratch. Instead, it aims to take parts and inspiration from already developed
frameworks and apply these to relevant barriers in the adoption of AI according to the
stakeholders. Therefore, first stakeholders with experience in the organisational, clin-
ical, and technical domains of healthcare and with experience with AI, will be asked to
share their opinion and experiences on the challenges with AI implementation. As this
stakeholder group has both the experience from the working with or within the health-
care domain and experience with AI in this domain, this stakeholder group is best able
to provide insights into the challenges they encounter or have encountered. Secondly,
a literature review will be performed to collect AI implementation frameworks relevant
to these challenges and create a combined framework which addresses all relevant
themes (i.e. IT infrastructure, AI literacy, trust). This information will be used to map
themain challenges, identified from stakeholders, to relevant dimensions within a com-
bined implementation framework. This leads to the main research question:

Which factors in the existing AI implementation frameworks are missing for addressing
the sociotechnical and organisational challenges of black-box AI, identified by Dutch
healthcare stakeholders?

By collecting the stakeholder needs, implementation frameworks in chapter 4 and sub-
sequently by addressing the themain challenges providing a combined framework and
propositions in chapter 5, the study will answer this main research question by con-
cluding with a recommendation on how to navigate the implementation of black box AI.

In chapter 2, the study begins with a brief introduction of the background information.
In this chapter, a broad description is given on several topics related to the topic of
black-box AI within the context of healthcare, based on the literature. This background
chapter provides a basic understanding of what AI is, the current barriers to implemen-
tation, current implementation frameworks, and the ethical discussion around AI. This
is followed by an explanation of the research method used to answer the research
question, in chapter 3. In this chapter, the research question is decomposed into
five sub-questions. These sub-questions are assigned to two phases, providing a
structure to this study. In the first phase, the aim is to explore and identify important
themes for the implementation of AI. The second phase has the aim of addressing
the important themes identified in the first phase and collecting stakeholder opinions.
In the workflow of this study, the results of each sub-question and phase are build-
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ing blocks for the next sub-questions and therefore need to be analysed before the
next sub-question can be addressed. This report will follow a similar structure, by dis-
cussing the results per sub-question before continuing to the next results providing the
combined framework, propositions and recommendation, in chapter 4 and chapter 5
respectively. The study is finalised with a summary based on the discussions of the
results and providing a future outlook and a conclusion, in chapter 6.



2
Background

In this chapter, background information on the implementation of AI in healthcare.
This chapter furthermore, introduces the Sociotechnical implementation framework
and terminology on ethical theories, such as Explainability and computational reliabil-
ism, which will play an important roles in the following chapters.

First, the basic concepts of AI and relevant subtopics will be introduced, necessary for
understanding the literature written on this topic. This is followed by providing back-
ground information and context to the study’s problem statement, which is necessary
to comprehend the difficulties and the nuances of the implementation of black-box
AI in healthcare. Providing the reader with preliminary information on the general
barriers the healthcare sector faces for the implementation of AI. This is followed by
introducing the concept of an implementation framework, which is used to address
these implementation barriers. This is continued with a brief overview of the ethical
considerations related to the implementation of black-box AI. Introducing concepts
such as Explainability and computational reliabilism. Lastly, the chapter is finalised by
providing a brief summary.

2.1. AI adoption
When new technological innovations are introduced to the public a similar pattern oc-
curs in which the innovation is first adopted by a small group of early adopters, next
the early majority starts using it, after which the late majority, and lastly the laggards.
This theory is now generally referred to as the diffusion of innovation model [33] and
is visualised in Figure 2.1. Approximately 40 years earlier the personal computer un-
derwent a similar introduction and diffusion [34], [35]. Innovators and early adopters
were seen as tech enthusiasts who had a vision of how the new technology could and
should be implemented into new and improved workflows. It is now difficult to imag-
ine performing work without computers. Although this model might not cover all the
intricacies of the diffusion process, it provides a broad framework for understanding
the diffusion of new technologies. Similarly, the introduction and adoption of AI can
be seen as progression through a similar diffusion pattern. In the current stage, some
organisations already fully embrace the use of new AI technologies while others are
more hesitant, which is generally the case in healthcare [36], [37].

11



2.2. What is Artificial Intelligence? 12

Figure 2.1: Technology diffusion model [38].

To reiterate the social relevance of the topic of this study, In particular, the healthcare
sector in the Netherlands faces increasing demand and insufficient capacity. This
rise in demand and lack of capacity has been an ongoing topic of discussion, as this
problem can also be observed in many other countries. To address this problem, the
implementation of AI tools could help healthcare organisations address these chal-
lenges. Many studies have already been conducted within the field of implementation
science to address barriers to the adoption of new technologies. However, these
frameworks do not seem to have the desired impact yet, as AI tools are currently not
widely adopted within the healthcare sector. This raises the question: Why have AI
implementation frameworks failed to translate into widespread adoption in healthcare?

2.2. What is Artificial Intelligence?
AI has become a prominent concept in modern technology. But what exactly is meant
by AI? To narrow down what is meant with the word AI, this section provides back-
ground information on AI before delving into its key subsets. In the next two sub-
sections, Machine learning and artificial neural networks will be briefly introduced, as
these are important subsets of AI. These subsets do not cover all aspects of AI but
represent the mainstream understanding relevant to this study.

2.2.1. Machine learning
AI is an overarching term, and Machine learning (ML) is a subset of AI that uses al-
gorithms for optimization and classification [6]. With the widespread availability of
digital devices and therefore data, Machine learning models have growing potential
for widespread application. Machine learning can be applied for prediction and pattern
recognition. This is achieved by training algorithms on input data. Machine learning
still requires more human intervention compared to, for example artificial neural net-
works. Machine learning algorithms typically only use simple regression functions (lin-
ear regression) or classification methods (k-nearest neighbors). Using the input data
as training, these algorithms are fitted to the data after which the algorithm can be
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used for the before-mentioned predictions. These algorithms whose decision-making
process can be easily interpreted, such as linear regression and k-nearest neighbors,
by humans are often called white box algorithms in contrast to black box algorithms.
Their mathematical concepts have been developed as early as the 1950’s and 1960’s
[39], [40]. These white box algorithms are easy to interpret and are popular because
of their reliable way of getting predictions [41]. However, with the introduction of the
computer and data in the late 1900s, data-driven approaches became more and more
prevalent, and now with advances in computational capabilities, more complex and
opaque AI algorithms are becoming more popular [42], [43].

2.2.2. Artificial Neural Networks, Shallow & Deep Neural Networks
The downside of using white box algorithms is that they usually do not have the capabil-
ities to bring groundbreaking results or accurately model more complex relationships
[41]. With an increase in computational power and data availability, more complex al-
gorithms can be used and trained, providing high predictive accuracy. A subset within
Machine learning that is growing in popularity is the use of a so-called Artificial Neu-
ral Network (ANN), which mathematically dates back to the 1900s [44]. This form of
Machine learning is called a neural network as a comparison can be drawn between
the neurons within a brain and the nodes in this Machine learning method. As in any
Machine learning method, the three important parts are the input, the algorithm (in this
case often called the hidden layer) and the output as can be seen in Figure 2.2.

Figure 2.2: Schematic structure of a feed-forward fully connected Machine learning algorithm with
one layer [45].

In the case of an ANN, the input layer (the input data) is processed for the training.
The ANN’s parameters (also called neurons and nodes) are optimised to minimise the
difference between the output layer and the input layer according to a loss function.
Using an activation function, the output of the node is determined [46]. In Figure 2.2,
an example is given of an ANN with a single hidden layer. Although these algorithms
are starting to become more complex in nature, they are still called “shallow” ANN.
However, there are more complex neural networks that contain more than one hidden
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layers for improved learning capabilities and are called deep neural networks (DNN)
[47]. There are some variants of DNN, which include Convolutional Neural Networks
(CNN) used extensively for computer vision and Recurrent Neural Networks (RNN) for
time series analysis [48]. All of these algorithms make use of multiple hidden layers in
different ways which make themmore adaptive to the complex behaviours it is trying to
recreate and/or predict. For example, an RNN makes use of internal memory to store
information on the link between the nodes, allowing information to persist. Therefore,
such algorithms do not only take into account the current input, but also relies on the
previous inputs [48]. For these DNNs there is currently no clear explanation anymore
on why a certain output is obtained. Explaining how these hidden layers work and are
used to come to a conclusion is no longer as straightforward. This is also why these
deep neural networks are often seen as opaque or Black-Box AI, which practically
means that the many steps between input and output are no longer fully “known”.

2.2.3. AI in healthcare setting
Given the background of AI, it is crucial to define what AI specifically refers to in the
context of this study. Following the definition from the European AI act: An ‘AI sys-
tem’ refers to a machine-based system designed to operate autonomously at varying
levels and may adapt post-deployment.

The AI Act categorises AI systems into distinct risk levels. Again following the EU-wide
AI-act, AI can be classified according to its risk as follows [49]:

1. Unacceptable risk is prohibited (e.g. social scoring systems and manipulative
AI).

2. High-risk AI systems, which are regulated.
3. Limited-risk AI systems, subject to lighter transparency obligations: developers

and deployers must ensure that end-users are aware that they are interacting
with AI (chatbots and deepfakes).

4. Minimal risk is unregulated (including the majority of AI applications currently
available on the EU single market, such as AI enabled video games and spam
filters - at least in 2021; this is changing with generative AI).

Under the AI Act, any AI system related to the healthcare sector or the health of indi-
viduals is classified as high-risk. Currently, AI is already utilised in Computer aided-
system (CAD) systems, serving as an example of AI assisting clinicians. However,
not all AI implementations fall into this category.

The definition given by the AI-act is still broad. To distinguish between different forms
of AI within the healthcare domain, the applications of AI can be broadly categorised
in 3 distinct groups [50]:

1. Patient-oriented AI:
These are AI tools which are meant to help patients. Examples are: support in
patient identification/diagnostics and self monitoring

2. Clinician-oriented AI
These are AI tools which help clinicians with their daily tasks: Examples are:
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contouring of organs in medical imaging and determining tumour type based on
molecular composition of tissue

3. Administrative- and operational-oriented AI
These are AI tools which can help with tasks such as patient discharge letters
and support with scheduling

The tools mentioned in the above three categories of AI are usually a form of Machine
learning or artificial neural networks. To alleviate pressure on the healthcare sector, all
AI categories can be relevant. An example of clinician-oriented AI is in radiology and
medical imaging, where AI as a detection tool has become increasingly successful
[51]–[53]. AI is also implemented in many other ways, most recognizable in risk as-
sessment of disease onset, assessing treatment efficacy, assisting in ongoing patient
care, and drug development [54]. In these examples, AI is used as a decision support
system with the final decisions ultimately made by humans, or at least in speeding up
human-driven investigation [55], [56].

2.3. The adoption of AI in healthcare
The objective of the research is to align the implementation frameworks to the needs
of stakeholders. This objective is to eventually help facilitate the healthcare utilization
of artificial intelligence. Before the widespread adoption as illustrated by the diffusion
model presented in Figure 2.1, it is essential to address the challenges related to the
implementation. A fundamental aspect of implementation science is the identification
and mitigation of barriers and challenges associated with this process. Therefore, the
initial phase of this research involves an examination of the literature for the obstacles
encountered during AI implementation. Understanding these barriers is crucial for
developing effective solutions and subsequently understanding the development of
implementation frameworks.

2.3.1. Current barriers
With this in mind, the first step is to gain an understanding of the barriers to the im-
plementation of AI. The existing literature has identified numerous challenges, with
recurring themes including trustworthiness, Transparency, and technical maturity.

A scoping literature review has confirmed the presence of compatibility issues within
the healthcare sector, encompassing instrumental, technical, ethical, and regulatory
values. These issues contribute to the rejection of AI applications in healthcare. The
study highlights the diverse reactions patients may have towards AI as a replacement
or augmenting technology. It is recommended that developers and programmers of
AI applications address these concerns and minimise perceived risks to encourage
the adoption of AI in healthcare [57].

A study specifically looking at the consumers’ perception of AI-based tools, differen-
tiates perceived concerns in technological, ethical, and regulatory categories. From
these concerns, patients are most concerned that AI implementations can reduce hu-
man aspects of relations, such as face-to-face cues and personal interactions with
physicians. On the other hand, if users believe that AI can improve diagnostics, prog-
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nosis, and patient management systems, they become more likely to use them [58].
Therefore, this study stresses that developers need to illustrate why AI-driven rec-
ommendations are suitable for healthcare tasks (i.e., highlighting benefits), and most
importantly, they need to take action to address concerns (i.e., reducing risks) [59].

Many of the current AI implementations already have use cases for diagnostics or prog-
nostics, which can be categorised as clinician-oriented AI. These AI are designed to
be an addition or augmentation to the clinicians’ workflow. This could cause clinicians
to alter their preferred workflow, and here, a clear resistance to the adoption of AI has
also been identified [60]. This resistance indicates a cultural barrier that needs to be
addressed.

Table 2.1: Examples of barriers for the implementation of AI in healthcare from the literature.

Type Barrier Description

Technological
and Social

Integration
difficulties

Presence of compatibility issues within
the healthcare sector, encompassing:
instrumental, technical, ethical, and
regulatory values [57].

Trust Healthcare
application

consumers’ perceived concerns in technological,
ethical, and regulatory categories [58], [59].

Cultural resistance Workflow
integration

AI can cause clinicians to alter the workflow
from their preferred one, causing resistance
for the implementation [60].

2.3.2. Human Centric Approach
Previous studies have stressed the importance of considering end-users within the
AI design and implementation process. An example of a recent successful AI imple-
mentation in healthcare is the PHREND initiative, a tool for predicting neurological
disorders [61]. The involvement of end-users during the design and development pro-
cess might have been the key to the successful and well-received implementation of
this AI tool.

Research done in the French healthcare sector suggests that a more holistic view-
point on AI is necessary to address the remaining questions, such as responsibility
[62]. In a study conducted with German patients, it is shown that, although there is
only a medium to low level of knowledge on the topic of AI, patients are still open to
the use of AI. This indicates that German patients have a form of trust towards the
use of AI. However, it is important to note here that in particular patients insist that a
physician supervises the AI and keeps the responsibility [63]. Therefore, this indicates
that patients have some form of trustworthiness belief towards the system and/or the
physicians in relation to AI.

From the literature, it has become clear that perceptions and needs within the health-
care sector are crucial to investigate, to promote AI adoption. It is recommended to
perform a prior needs-based analysis before the development of AI systems [64].
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To this extent, academic efforts have resulted in implementation frameworks that also
consider the end-users perspective. An example of this would be the EUCA: the
End-User-Centered Explainable AI Framework [65]. This framework distinguishes be-
tween the different types of end-users and their unique needs in Explainability. Under-
standing how to implement AI in healthcare is still in its infancy [32]. The frameworks
currently developed do not yet encompass the full extent of what is necessary for the
adoption of AI, as the implementation of AI is still rare. This is another reason to study
this topic.

2.3.3. Wicked problem
The barriers briefly introduced above, together with possible other barriers, form a
gap. In this context the barriers are related to social demands set upon the introduc-
tion of a new technology which is referred to as a social-technical gap in literature [66].
In other words, this means there is a mismatch between the social requirements/s-
tandards such as trust, and what is currently supported technically. This problem is
constantly evolving and there is no single solution, therefore this problem can be cat-
egorised as a wicked problem [67]. Because of this, additional research is required to
understand the gaps related to the issue [68].

To “address” wicked problems in general, three strategies have been proposed in the
literature, using an authoritative, competitive, or collaborative approach [69]. The first,
the authoritative strategy, transfers responsibility to a small team of people who will
decide the course of action. This is beneficial for faster decisions. Fast as it reduces
complexity, the disadvantage is that likely, not all perspectives are appreciated in solv-
ing the problem. Second, the competitive strategy uses two opposing viewpoints. This
has the advantage that in some sense, pros and cons can be weighed against each
other. The disadvantage is that this can create a divided environment which can lead
to confrontations. Lastly, the collaborative strategy aims to engage all stakeholders.
The biggest advantage of this strategy is the information sharing that takes place and
the inclusion of different perspectives. The disadvantage is that different ideas from
various stakeholders can become difficult for each other to accept.

In past research, the advantage of information exchange for the implementation of
AI in other sectors has already been highlighted [70]. Therefore, addressing the So-
ciotechnical gap for the implementation of AI in healthcare using a collaborative strat-
egy is now generally considered the best approach.

2.4. Implementation Frameworks
To implement AI in the healthcare sector, the Sociotechnical gap posed by the barriers
need to be addressed. In the literature, this implementation is often facilitated by using
a framework, model, or theory [71]–[73]. In this study, the goal is not to argue for these
definitions, as this is a contested topic in the literature. Therefore, the same broad
definitions for the terms, implementation and framework are used as in the literature
review done by F. Gama et al. [32]:
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Table 2.2: Operational definitions used for in this study for the term implementation framework, From
[32].

Term Operational definition

Implementation An intentional effort designed to change or adapt
or uptake interventions into routines

Framework

A simplification structure, overview, system or plan
of multiple descriptive categories or elements
(ie, constructs, concepts, and variable) that streamline
the interpretation of a phenomenon.

One well-known model applied to many earlier technology adoptions is the technol-
ogy acceptance model (TAM). The acceptance of new technologies has always been
a barrier to the widespread adoption of new technologies. This model looks at the
perceived usefulness and the perceived ease of use with relation to the acceptance
[74]. This model is fairly basic and can therefore be fairly easily applied. However,
this model does not fully encompass all the aspects necessary for implementation.

In academic efforts to facilitate the implementation of AI tools within the healthcare
sector, numerous frameworks have been developed that combine knowledge from
different academic fields. A general framework for the adoption of technology called
the NASSS (non-adoption, abandonment, scale-up, spread, sustainability) framework,
which looks at the complexity levels of technologies [75]. Other frameworks such as
the Translational Evaluation of Healthcare AI (TEHAI) mention that international stan-
dards for AI evaluation are necessary [76]. A framework relevant for the adoption of AI
models should also present a pipeline for a complete integration trajectory for predic-
tive models. This also includes certain reporting standards for improved Transparency
and ease of follow-up implementations [77]. Adding standardisation can improve the
efficiency with which predictive models can be introduced and the stakeholders’ per-
spective towards this is an interesting topic to investigate further.

Artificial intelligence and in particular opaque Black-Box AI are often associated with
risk, especially when dealing with sensitive information. For this, risk management
frameworks and ethical frameworks have been developed. Examples of these are the
AI RMF developed by the National Institute of Standards and Technology (NIST) in the
USA, and in the Netherlands the “audit framework for algorithms” by the Netherlands
court of Audit, the IAMA, a framework developed for government organisations es-
pecially to assess risks associated with algorithms [78]–[80]. Currently more of these
frameworks are being developed, such as the AI-act and the already existing data pro-
tection laws such as the GDPR which provide standardisation across the European
Union on legislation related to AI [49], [81]. In the healthcare sector, newly imple-
mented technologies must adhere to other regulations, such as the Medical Device
Regulations (MDR) and specifically, in the Netherlands, the Dutch Medical Treatment
Contracts Act (in Dutch: wet geneeskundige behandelingsovereenkomst (WGBO))
relevant to this sector [82], [83].
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One of themain arguments preventing the widespread implementation of Black-Box AI
has to do with their uncertainty and the associated risk. The frameworks mentioned
above focus on a legislative aspect that tries to address the important and difficult
issue of liability and responsibility. The frameworks mentioned above do guide the
adoption of AI from an organisational perspective. However, these frameworks lack
the viewpoints of end users like the EUCA framework [65], which is the focus of this
study. Furthermore, to improve the adoption rate of AI, it is crucial to address ethical
barriers as the demand for ethical AI is increasing [84]. In the following subsection
an implementation framework is introduced which combines social aspects related to
ethics and technology.

2.4.1. Sociotechnical framework
The following framework, shown in Figure 2.3, is focused on black-box implementa-
tion and illustrates the gap between the social and technical side of this challenge.
This framework is highlighted here as it illustrates a framework which takes into con-
sideration the social and technical aspects of black-box AI implementation. These are
general important topics for the implementation of black-box AI. It is therefore, an im-
portant framework to take into consideration in this study. The focus of this framework
was on “gap understanding”, before continuing to “gap filling”, resulting in a framework
that includes both sides of the Sociotechnical gap [85]. In this study, the framework
has been utilised in a healthcare setting validating the applicability of it. It contains
six dimensions divided into the technical and social wing, which are used to chart the
Sociotechnical gap. Within this framework, the subdivisions are referred to as build-
ing blocks which will be important as a distinction in the rest of this study. A clear
distinction is made between the technical and social building blocks of the framework.
The building blocks allocated to the technical wing are data, model, and Explainability.
While the building blocks allocated to the social wing are trust, actionability, and val-
ues. The framework addresses each block by providing a “starter pack”, consisting of
initial questions, methodological recommendations, and insights from existing guide-
lines. Furthermore, it is pointed out that the social side is dynamic by nature, which
is why it is difficult to bridge this Sociotechnical gap [85]. Each of the blocks will be
briefly introduced but for a more detailed explanation of these blocks, we refer to the
original article [85].

Data
This block has the goal to find out what data is available, what can be achieved, and
what the scope should be of using the available data. Within the proposed guidelines,
one of the starting questions is to understand the purpose of the creation, duration, and
general origin of the data collection. This building-block of the framework addresses
the need for data governance and guidelines. This framework recommends using
existing guidelines and adapt where needed for a more specific context.

Model
This block aims to understand the intended use and limitations of the AI model. In gen-
eral, it addresses the complexities of opaque models and it is bringing a form of evalu-
ation of the models. The starter questions provided are meant to start the discussions
about the underlying architecture, performance evaluation, and data evaluations.
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Figure 2.3: Visualizaton of the implementation framework which is used to chart the sociotechnical
gap [85].

Explainability
The goal of this block is aimed at finding the possibilities and limitations of the AI-
generated explanations, providing a categorisation of the different kinds of explana-
tions, how they are generated, and how they address user questions.

Trust
On the social side of the problem, the building block “trust” is added. The goal of
this block is to investigate the base level of trust as well as scope how trust can be
appropriately calibrated or generated.

Actionability
With this block, the framework’s goal is to chart what the requirements are from the
end-users’ point of view with respect to the implementation of AI. Actionability is how
users act on AI-generated explanations. This plays a role at the decision-making level.

Values
The goal of this block is to align the values of the organisation and the individuals.
Furthermore, it is about understanding the position with respect to AI ethics.

2.5. Ethical considerations
According to the EU High-Level Expert Group, trustworthy AI consists of three com-
ponents: AI should be lawful, ethical, and technically robust [86]. These components
are not fully independent of each other however; for example, ethical concerns can
lead to legal consequences, and a lack of technical robustness can lead to ethical con-
cerns [87]. In this study, ethical considerations focus on the aspect of trustworthiness
of black-box AI. This aspect related to black-box AI implementation plays an impor-
tant role in the context of healthcare. Ideally and generally, the healthcare system in
which these ethical values are upheld is something that is trusted. This means that
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the trustor (the patients and other users of healthcare) has a specific attitude towards
the trustee (the healthcare) and a feeling of being betrayed when breached [88]. This
trust belief by patients is the property of the trustee, in this case the system, referred
to as trustworthiness [89]. Clinicians have to follow rules upholding these ethical val-
ues as they are also liable if they are broken. However, this is more complicated
when Artificial Intelligence is making decisions. When a clinician makes a decision
this is mostly based on a medical reasoning. The clinician has the capacity to explain
his/her reasoning, giving the patient the information and argumentation needed to “un-
derstand” the logic behind a decision. This also gives ownership and accountability
to clinicians on these decisions. This is precisely the problem with opaque Black-Box
AI in healthcare. It is no longer possible for these algorithms to explain how a spe-
cific result was generated. This opacity is creating the problem of ownership of the
decision and therefore also a problem with accountability. This in turn is creating a
barrier for the implementation [90]. As this study aims to support the implementation
of black-box AI tools in healthcare, the trustworthiness aspect should be addressed
in this study. In the literature, the concepts of trustworthiness, Explainability, under-
standing, and interpretability are all interconnected [91]–[94]. Therefore, these will be
introduced in the following subsection.

2.5.1. Transparency and Explainability
The terms Transparency and opacity in the context of AI have briefly been touched
on previously. The terms Transparency and opacity in AI systems can be seen as a
bit of a dichotomy with a blurred line. Where algorithmic opacity can be seen as the
difficulty of obtaining knowledge on how an output is precisely generated. The term
algorithmic Transparency then is a way of indicating that this knowledge is obtainable.
The terms Explainability, interpretability and understanding are all also interconnected,
making the literature on this subject extremely nuanced. Because this chapter aims
to provide the building blocks and a basis for the rest of this study, this subsection will
attempt to carefully describe these terms and their relationships. Rather than opening
a discussion on the definitions, this subsection aims to provide the reader with a brief
introduction of how these terms are used in the literature and a description of how
these terms will used in the context of this study.

Let us first begin with describing the concept of Transparency in the context AI. This
term is also sometimes used interchangeably in the literature with the term inter-
pretability [95]. The origin of the concept of Transparency is often related to issues
regarding accountability [96]. However in the context of AI, Transparency is gener-
ally used to indicate understandability of the internal workings of AI system [97]. A
closely related concept is, Explainability of AI systems as their objective is seemingly
very similar: creating understanding of the internal workings of AI systems [96]. How-
ever, arguably Transparency covers a broader domain as argued by M. Ananny and
K. Crawford [98]. As in their argumentation, Transparency goes beyond only focus-
ing solely on the need to look inside the system: “instead hold systems accountable
by looking across them: seeing them as Sociotechnical systems that do not contain
complexity but enact complexity by connecting to and intertwining with assemblages
of humans and non-humans” [98]. Transparency in the form of being able to obtain
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knowledge on the internal workings of an AI system, a conventionally used meaning
of the word Transparency. This meaning will therefore also be used in the remainder
of this study when Transparency is mentioned. This description of the term Trans-
parency will be taken in its Epistemic form at face value, as the goal is not to further
open the discussion on what it means to obtain knowledge of the internal workings.

Now continuing with the concept of Explainability. Being able to explain something is
closely related to understanding. The claim is that understanding necessarily involves
having an explanation. You are able to explain things you do not understand, but it is
impossible to understand something without being able to explain it [92]. This is also
the reason why Explainability is such a sought-after factor in black-box AI systems, in
the form of explainable AI (XAI). Many methods have been developed to provide XAI
with the goal of providing the user insights into how the decisions have been made
(i.e. the internal workings) [93], [99]. Here, XAI is proposed as a solution to help
create more Transparency (used here to indicate the internal workings) and make the
adoption of AI more available. However, in contrast to this, E. Esposito mentions that
the goal of explainability should not be Transparency (again used here to indicate
the internal workings), instead allowing users to make sense of what the machine
communicates to them [95]. This does not necessarily mean that the users will use
these results in the right way [95]. A. Ferrario frames explainability in a comparable
way, arguing that explainability can in fact provide trust in the AI-user dyad (i.e. the
correct use of the AI by its end-user) [100].

2.5.2. Essentially Epistemic Opacity & Computational Reliabilism
In a maybe complementing viewpoint with respect to Explainability and Transparency
which builds trust more from an internalist viewpoint, Essentially Epistemic Opac-
ity (EEO) and Computational Reliabilism (CR) propose an alternative viewpoint and
method for building trust in AI. Explainability aims to create Transparency and gain
insight into the internal workings of AI. This is the point of view from an internalist per-
spective. However, from the externalist’s perspective, the current explanations used
for Black-Box AI do not result in the level of understanding necessary to build trust.
According to this viewpoint, this has to do with the inherent opacity of Black-Box AI,
which makes it incapable of being explained and understood completely. This incom-
plete understanding is also called essential epistemic opacity (EEO), with its exact
definition as follows [101]:

Definition 1. A process is essentially epistemically opaque to X if and only if it is
impossible, given the nature of X, for X to have access to and be able to survey all of
the relevant elements of the justification.

This means that trust cannot be attributed to a black-box algorithm due to EEO in the
“traditional” way. That is to say that the goal of Transparency through explainability
to counteract this opacity, is not possible (i.e. using XAI to gain knowledge of the
exact inner workings). Observing each step of the algorithm leading to the final result
(internalist viewpoint), is not possible. Because of this, trust must be built from factors
external to the algorithm itself. That is to say that instead of trying to addressing this
epistemic opacity with XAI for Transparency, a way to circumvent this opacity and still
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build trust in black-box AI systems will be presented here. For this CR will be used by
using the following definition [101].

Definition 2. A human agent S is justified in believing the algorithm’s output ō if and
only if ō was rendered by a reliable algorithm. A reliable algorithm is one that produces
true outputs ō most of the time. To this end, the algorithm must have been specified,
coded, and maintained through diverse Reliability indicator (RI).

This definition shifts the justification of trust from observing the algorithm’s inner work-
ings to the Reliability indicator (RI). These reliability indicators are categorised into
three types [102]:

• Type 1 - RI: Technical performance of algorithms focuses on the design, cod-
ing, execution, maintenance, and other technical features that contribute to the
algorithm’s performance.1

• Type 2 - RI: Computer-based scientific practice focuses on securing algorithmic-
based scientific research.

• Type 3 - RI: Social construction of reliability focuses on broader goals related to
accepting – or rejecting – algorithms and their outputs by diverse communities
(e.g., scientific, academic, the general public), the realisation of intended values
and goals, and the overall assessment of the algorithm’s scientific merits.

These types of reliability indicatorsmight not be completely exhaustive yet, these types
are introduced without concretely filling in what these RI’s should be.2 Therefore, it is
an interesting topic for stakeholders to discuss.

Summary
In this chapter, a surface level review of the literature and general background infor-
mation is presented. This has established a basic understanding, which is necessary
for the following chapters. This chapter began with providing the terminology of AI and
how it will be used in the context of this study, in section 2.2. This was followed by an
introduction to the barriers, which together form the “wicked problem”, that is identified
as a Sociotechnical problem, providing the current status of the AI adoption in health-
care, in section 2.3. Next, a general introduction to implementation frameworks was
given that can be used to facilitate the implementation of new technologies, in addition
to the sociotechnical framework, in section 2.4. Lastly, in section 2.5, an overview of
the ethical theories supporting AI adoption is provided. Bringing AI tools into practical
use is a wicked problem and a challenging task [32], [103]–[105]. The following chap-
ter will present how the study will be conducted, providing a detailed overview of the
research methodology.

1Sometimes disclosing information on the design and underlying used data is also called trans-
parency. It is important to distinguish that transparency in this case does contain the usual meaning in
the literature on AI, where transparency has the meaning of trying to make the process by which the
opaque / back-box is operating clear. But in this case it means to disclose the logic behind the used
datasets, the model, the performance metrics, etc.

2For a more detailed explanation of what these reliability indicators entail I refer to the source [102]
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Research Method

In this chapter, the research approach used in this study is explained, to answer the re-
search question. How can Sociotechnical challenges for black-box AI implementation
identified by Dutch healthcare stakeholders be addressed through the development
and adaptation of implementation frameworks? This research question is exploratory
by nature, with the focus on understanding a specific knowledge gap. In this case,
the gap is represented by a combination of social demands and technical challenges.
In this case, the stakeholders’ needs for black-box AI implementation requires tech-
nical and social support. The current implementation frameworks do not provide the
needed support. This is reflected in the limited implementation of black-box AI in
healthcare. This presents a knowledge gap which will be explored using the research
question mentioned above. This question is exploratory and therefore automatically
suggests an inductive research approach. As will be showcased in more detail later
in this chapter, the research approach involves gathering insights from different stake-
holders. This will be done through two rounds of interviews, satisfying the exploratory
nature of the research question.

3.1. Decomposition of the Research Question
Firstly, the research question will be divided into sub-questions. Together, these sub-
questions will be used to answer the main research question. After introducing these
sub-questions, the research method for each of these will be explained. The research
methods of the five sub-questions will be combined into a research plan. This plan is
visualised in a research flow diagram, providing a visual aid and a structure that will
be used to report the results as well. Starting with the main research question:

Which factors in the existing AI implementation frameworks are missing for addressing
the Sociotechnical and organisational challenges of black-box AI, identified by Dutch
healthcare stakeholders?

The research question consists of two main components. The first component is the
black-box AI implementation frameworks, while the second is the needs of stakehold-
ers in Dutch healthcare. Therefore, information on both components needs to be
gathered, which leads naturally to the first two sub-questions of this study.

24
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• Sub-question 1: What challenges do stakeholders in Dutch healthcare identify
in implementing AI tools, and how do these challenges reflect their perspectives
and experiences?

• Sub-question 2: Which AI implementation frameworks from the literature are
relevant for addressing the challenges identified by stakeholders in adopting AI,
and how do they align with stakeholder needs?

By answering sub-question 1, qualitative information is gathered for the current state
of AI and the challenges for the implementation of AI in the perspective of the rele-
vant stakeholders. This qualitative information contains two important parts. Firstly,
answering this first sub-question provides insight into the type of AI tools which have
successfully been implemented in Dutch healthcare. Secondly, it provides information
on the challenges faced by its main stakeholders in implementing AI. Next, by answer-
ing sub-question 2, the relevant frameworks for the implementation of AI in healthcare
settings are collected from the literature. This will give a list of implementation frame-
works that address barriers to the adoption of AI. The first two questions will be called:
Phase 1 - Scoping, as these sub-questions are mainly meant to gather information
such as implementation frameworks and and barriers perceived by stakeholders for
the AI implementation.

With the information obtained from answering sub-questions 1 and 2, the main re-
search question is not yet answered. The goal of the main research question is to
provide a way for an improved or adapted implementation framework to align with the
needs of stakeholders and address their challenges. To achieve this goal again, two
questions need to be answered. The answer to the first question needs to result in an
improved framework that aligns with the challenges of the stakeholders. The answer
to the second question needs to result in propositions which apply the framework and
address the stakeholders’ challenges. Therefore, this part of the study is called Phase
2: Framework & Propositions. The sub-questions within this phase are formulated as
follows.

• Sub-question 3: Which specific AI implementation frameworks, or combina-
tions of frameworks, address the challenges faced by stakeholders, and what
implications arise for their adoption?

• Sub-question 4: Which propositions offer starting points for stakeholders to
tackle the identified challenges?

Within this second phase, a framework will be proposed that will cover the stakeholder
challenges identified in the first phase. This framework will be used to build an im-
proved understanding of the problems faced by different stakeholders. This provides
stakeholders with a starting point in the AI implementation journey from which they
can continue. As made clear by the main research question, the purpose of this study
is not only to provide a starting point, but also to present a way to address the chal-
lenges facing stakeholders. To this extent, the answers of sub-question 4 will provide
propositions that can be used in combination with the proposed framework. In this
topic, it is extremely important to engage the stakeholders and integrate their views
and opinions. Therefore, the final sub-question is used to open the discussion on the
framework and the propositions.



3.2. Research methods for the Sub-questions 26

• Sub-question 5: How do Dutch healthcare stakeholders evaluate the suitability
and applicability of the proposed frameworks and propositions, and what insights
arise from their perspectives for future AI implementation?

Combining the answers from the sub-questions finally provides the answer to the main
research question. In this section, the main research question has been split up into
five sub-questions divided over two phases. With the five previously introduced sub-
questions, the main research question can be answered. Each sub-question answers
a unique part of the research, which therefore requires specific research methods. In
the next section, the research methods for each of the introduced sub-questions are
argued for and explained.

3.2. Research methods for the Sub-questions
As introduced earlier, the study is divided into two phases. First, the scoping phase is
used to collect the initial data, providing the two parts of information necessary to con-
tinue to the next phase of the study. In the second phase of the study the information
from the two scoping sub-questions is combined to form new insights and proposi-
tions which are discussed with stakeholders. In this section, the research methods
for each of the five sub-questions will be further elaborated. The flow of the research
will follow a sequential order, in the same order as how the sub-questions are pre-
sented. Each sub-question provides the necessary information to continue with the
next sub-question.

3.2.1. Phase 1: Scoping
Sub-question 1: What challenges do stakeholders in Dutch healthcare identify
in implementing AI tools, and how do these challenges reflect their perspectives
and experiences?
To answer this question, practical knowledge must be acquired. Unstructured inter-
views will be conducted with professionals from hospitals, clinics, law firms, consult-
ing firms, and the academic world, all of whom have experience working with(in) the
field of healthcare and also have experience working with AI, or with AI implementa-
tion. This will gather insights into their specific challenges and concerns regarding
AI implementation. These interviews are part of the scoping phase. During the scop-
ing phase of the research, the goal is to gather as much information as possible and
identify themes relevant. The interviews have been conducted using an unstructured
approach. This means that during these interviews, general topics are addressed in
which the interviewee has the freedom to give his/her input, leading to new topics and
questions. These interviews have the purpose of understanding the current state of AI
implementation in Dutch healthcare. Insight into the current state of AI implementation
will be gathered by asking about current AI implementations and current challenges
the interviewees know about and are facing, hereby answering the first sub-question.

Data collection & Analysis Process
The interviews were conducted in sessions of around one hour in which the interview
revolved around AI within healthcare and the barriers for further adoption. For this
reason, the interview candidates have been selected following the following selection
criteria.
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• The participant must work with(in) a Dutch hospital and/or healthcare clinic.
• The participant must have experience with the development of, or implementa-
tion of AI.

The first criteria ensures that the candidate has experience with the Dutch healthcare
sector in some form. This is important as this study is focused specifically on the
Dutch healthcare sector. Limiting the study to the Dutch healthcare sector is done
for two reasons. Firstly, this limits the influence of different cultures as the results
have shown that this can have an impact on the implementation of new technologies
[106]. It is naturally very difficult to control this aspect as the Dutch population and
therefore also the expert panel is quite diverse. However, this diversity can also be
rephrased as a part of the current Dutch culture [107]. Secondly, as explained earlier
the Netherlands is technologically advanced which makes it an interesting case for
the implementation of black-box AI. The second criteria ensures that the participants
have experiences they can share on the topic of AI. These criteria make it possible
to gather a mix of different perspectives. The participant selection includes people
who work directly with AI and can give their perspective as end-users, people who are
busy with the development of the AI tools, as well as people who are involved with the
implementation. Combining the perspectives of professionals who work on different
aspects of AI will give a wider perspective of tools and challenges within the field.

The participants in the interviews have been gathered from (in)direct professional and
personal networks and through a Dutch conference related to ICT in healthcare. The
goal has been to obtain the perspectives of three stakeholder groups, namely busi-
ness, technical, and clinical stakeholders. These groups have been chosen as they;
provide insights into the operational implications of AI adoption, provide understand-
ing on the design, development, and maintenance of AI, and provide knowledge about
how AI will impact patient care.

These stakeholder also provide a holistic perspective, where stakeholders with a busi-
ness background have experience on the organisational level and provide managerial
perspectives. Participants with a clinical background have experience working with
patients directly and provide the perspective of an end-user. Participants with a tech-
nical background have experience with patient data and provide the perspective of
developers. In total, six experts have been selected. This group falls within the range
of 6-10 that is recommended for small projects and the collection of general themes
without losing oversight due to the amount of data [108].
The following profiles have been selected for interviews:
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Table 3.1: Selected profiles for first interview round

Participant code Background Role
B1 Business Healthcare IT advisor
B2 Business Healthcare Legal advisor
C1 Clinical Radiologist
C2 Clinical Epidemiologist
T1 Technical Clinical AI Researcher
T2 Technical Healthcare Data Scientist

At the beginning of the interviews, a brief personal introduction was held after which the
research was explained in which the relevance of the interview was highlighted. After
the introduction, the interview starts by asking the participant about their experience
with AI. This question led the conversation towards the topic of AI implementations
within healthcare that the participant was familiar with. After this the participants were
asked about their experiences with the AI implementations. The interviews almost
always naturally led to the process and barriers to AI implementation. Using probing
questions, participants were encouraged to expand on their personal experiences and
talk about other aspects of AI implementations or AI implementations with which they
were familiar but did not work with directly.

These interviews were sometimes conducted in person, but mostly online through Mi-
crosoft Teams. During the interviews, verbatim notes were taken to collect information.
After the interview, these notes were reviewed and used to anonymously summarise
the interviews, which are presented in Appendix B. Using these summaries, an ag-
gregated summary is presented that highlights the most prevalent themes. These
themes were identified using a thematic analysis in which frequently occurring top-
ics were grouped into themes. It was decided that themes occurring less than four
times within the six interviews would not be included in the study to maintain at least
80% theme prevalence [108]. The context of the topics was checked to uphold the
integrity in which they were discussed. From the results of these interviews, main
challenges have been identified. These main challenges will be used to combine the
implementation frameworks, which will be collected in the next sub-question. These
main challenges will act as the requirements for the combined framework, as it should
address these. This combined framework is supplemented with propositions by using
the accumulated knowledge from the initial background literature, scoping interviews,
and from the implementation frameworks themselves.

Sub-question 2: Which AI implementation frameworks from the literature are
relevant for addressing the challenges identified by stakeholders in adopting
AI, and how do they align with stakeholder needs?
To answer this sub-question, the literature must be assessed. This will be achieved
by using a systematic literature review for qualitative insights. Before a solution can
be proposed to the main research question it is vital to first map out the wicked prob-
lem. As mentioned in chapter 2, wicked problems do not have a single solution, which
is why the literature on frameworks, mapping out the dimensions of implementations,
touches on a diverse set of aspects. Within the scope of this study, the goal is to
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obtain frameworks that can be applied to the identified themes from the scoping inter-
views with stakeholders. For this, the Sociotechnical framework from subsection 2.4.1
is used as a starting point. A systematic literature review approach is used to identify
more applicable implementation frameworks. A comprehensive systematic literature
review by itself might already be a full study, which is why only a scoping literature
review will be performed using a singular scientific database (Scopus). The primary
purpose of this search is to identify the current frameworks available for the imple-
mentation of AI in healthcare settings at a strategic level [23]. The process begins
with a description of the data collection methodology, including the search methods
employed and the specific exclusion criteria applied to filter the results. This approach
ensures that the frameworks selected are those most relevant to the implementation
of the strategic level rather than the tool-specific applications that work on an oper-
ational level, which limits their broader applicability [23]. For this study, the focus is
on frameworks that address the challenges of AI implementation related to the differ-
ent stakeholders, with the aim of proposing strategies that can enhance the overall
adoption rate of AI in healthcare.

Data Collection & Analysis
An initial surface-level exploration, presented in chapter 2, revealed that there are
numerous implementation frameworks in the literature within implementation science.
However, many of these frameworks have been developed with a single specific AI
tool in mind. The task is to find the implementation frameworks that are relevant to
Artificial Intelligence in healthcare settings. The following search strategy is used to
focus on the most pertinent literature.

By initially using precise and focused search terms, the most important papers can be
retrieved first. In addition to these focused search terms, broader search terms are
also used. Using a broader search, some of the same papers as in the focused search
terms are likely to be found. However, by using this search strategy, any papers rele-
vant to adjacent areas of this topic will also be covered. The type of implementation
frameworks relevant to this study are those focused on implementing AI in healthcare
at an organisational level. The Scopus database has been used for the search, as
this database is well known for its wide coverage of various journals.

Table 3.2: Table with the used search queries in the Scopus database.

Broad search Number of found articles
AI implementation frameworks in healthcare 91
Healthcare AI integration models 157

Refined search
Artificial intelligence adoption framework in hospitals 37
AI implementation case studies in healthcare 64

Using the search queries stated in Table 3.2, only a focus has been placed on articles
published in the journals available in English. This choice is made to limit the scope
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of the review to academically developed frameworks. Using the following exclusion
criteria the articles have been selected to for relevancy to this study. The exclusion
criteria make sure the papers include AI implementation frameworks for the context
of healthcare which address the challenges which are not focused on a single imple-
mentation. These exclusion criteria, balance the relevancy and the number of articles
found during the literature search.

1. No access: Exclude the articles which are not accessible.
2. Non-Healthcare Settings: Exclude studies that focus on AI implementation frame-

works in industries other than healthcare (e.g., finance, manufacturing, educa-
tion).

3. Non-Implementation Focus: Exclude papers that primarily focus on the develop-
ment, technical aspects, or theoretical models of AI, rather than on strategic or
organisational level implementation frameworks.

4. Non-Framework Based: Exclude articles that do not propose or evaluate a spe-
cific framework for AI implementation, such as general discussions, opinion
pieces, or reviews without a focus on frameworks.

5. Single-Use Studies: Exclude studies that focus their framework on a single AI
application (operational level) without discussing broader implementation frame-
works that can be generalised to other AI tools and hospital settings.

6. Non-AI based: Exclude studies that are not related to AI.

The exclusion of articles is based on the abstract of the papers and gives a preliminary
selection to determine if an article is suitable for further analysis. Using the exclusion
criteria ensures that the focus of the retrieved articles is on implementation frame-
works that might be relevant to the development of the stakeholder needs identified
in the first interviews. After this preliminary selection, the full text of the articles were
analysed to find relevant frameworks. From the search queries used, the following
articles have been retrieved and excluded visualised in Figure 3.1.
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Figure 3.1: PRISMA model flow diagram visualizing the exclusion process

To assess the frameworks for further inclusion in the study, the themes resulting from
the scoping interviews have been used to match to dimensions of the frameworks.
Furthermore, the context in which the framework has been developed and presented
is evaluated to match the goal of this study. Articles that propose frameworks that
do not address the identified challenges within their dimensions are categorised as
not relevant and therefore will not be included in the study. After the completion of
this second analysis, a natural transition is made to draw the similarities between
the first thematic analysis based on interviews and the frameworks gathered. This is
precisely what will be done in the next section which will cover how the frameworks fit
to the identified themes from the scoping interviews and how these frameworks can
be applied to address the stakeholders’ challenges.
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3.2.2. Phase 2: Framework & Propositions
Sub-question 3: Which specific AI implementation frameworks, or combina-
tions of frameworks, address the challenges faced by stakeholders, and what
implications arise for their adoption?
In the previous section, it was explained how scoping interviews with stakeholders pro-
vide information on the important themes and challenges they face. This is followed
by a literature review which results in implementation frameworks that are matched
to address the challenges stakeholders are facing. Since the current implementation
frameworks in the literature do not seem to have the desired impact for implementing
AI, it is suspected that a mismatch exists causing the frameworks to be less effective.
The proposed method for overcoming this mismatch is to utilise multiple frameworks
and apply (parts of) these frameworks relevant to the implementation barriers. In this
way, using the complementing parts of the different frameworks to approach the bar-
riers in a more holistic way. In this way, the scientific value of these frameworks will
not be undermined but rather aims to gather the best parts of each framework and
combine it into a more holistic and complete framework.

The identified themes/barriers identified by stakeholders will be mapped1 to (parts of)
the implementation framework. Implementation frameworks in general are used to
address barriers to adoption. This mapping is performed by searching for fitting solu-
tions to each of the identified challenges within the framework dimensions. This new
framework will be further supplemented with propositions addressing the challenges
with methodology provided by these frameworks in addition to other information gath-
ered from the literature.

Sub-question 4: Which propositions offer starting points for stakeholders to
tackle the identified challenges?
In the previous section, a combined framework is proposed to best match the identi-
fied themes from the scoping interviews. In this study, a distinction is made between
identifying the challenges that were achieved with the previous sub-questions and
addressing these challenges. The aim of the main research question is not only to
identify the challenges and the way these are connected to each other but also to pro-
vide starting points on how to address these. To this extent, this sub-question looks at
how the combined framework should be applied. The assessed frameworks propose
ways to address the implementation challenges and the root causes identified in the
first phase.

Furthermore, the review of the background literature has provided insight that is used
to formulate propositions. In addition, the literature review performed for sub-question
2 has resulted in many possibly eligible frameworks with solutions. From these arti-
cles, many frameworks have been excluded using the exclusion criteria determining
that these have frameworks with low relevance (e.g. not the right context or very spe-
cific form of AI). However, these articles did provide useful information, in particular
ways of addressing certain challenges. These insights are combined and used to ar-

1mapping borrowed from mathematics; an operation that associates each element of a given set
(the domain) with one or more elements of a second set (the range).
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gue for the propositions developed to address the challenges.

Sub-question 5: How do Dutch healthcare stakeholders evaluate the suitabil-
ity and applicability of the proposed frameworks and propositions, and what
insights arise from their perspectives for future AI implementation?
To answer this question, semi-structured interviews with stakeholders in Dutch health-
care are conducted to gather their perspectives on the proposed case and the themes
addressed as important within the case. This sub-question is aimed at keeping the
main focus point on the stakeholder perspectives and gaining insights into where the
propositions provide a good connection to stakeholder experiences and what is still
missing. The data is gathered by using semi-structured interviews with a stakeholder
panel similar to that used in the first phase of this study but with different candidates.
The stakeholder panel has been chosen to gain a broad overview of the perspectives.
A different set of candidates has been selected in order to gain a second batch of
perspectives which should remove any systemic bias.

Data Collection & Analysis
Gathering these participants, the (in)direct professional and personal networks have
again been used. Again, the goal has been to obtain the perspectives of three stake-
holder groups and the selection criteria for these candidates were similar to the goal
and criteria of the scoping phase in subsection 3.2.1 and formulated as follows:

• Candidates must have working experience with(in) hospitals and/or healthcare
clinics.

• Candidates must have an experience working with, on the development, or im-
plementation of AI.

This second set of interviews is focused on the opinions of each stakeholder group
with respect to the propositions. With the goal to attain enough saturation for each
stakeholder group, three participants for each stakeholder group are chosen, provid-
ing a total of nine participants.

Table 3.3: Selected profiles for the second round of interviews

Participant code Background Role
B3 Business Technology & Data research advisor
B4 Business AI Ethics advisor
B5 Business Digital Transformation advisor
C3 Clinical Dermatologist
C4 Clinical Psychiatrist
C5 Clinical Physician
T3 Technical Healthcare Data Scientist
T4 Technical Healthcare Data & Technology Lead
T5 Technical Data Science Lead

For these interviews, a semi-structured approach has been used. The aim of these
interviews is to collect the stakeholders’ opinion on the suitability and applicability of
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the propositions. Therefore, first a brief introduction to each challenge and the propo-
sition was given before continuing to open ended questions, Appendix D. Because
the stakeholders have different backgrounds and expertise, the introduction has been
fitted to provide a basic introduction of the topic but still maintained the integrity of its
complexities and nuances. Naturally, there is some variance in the way each inter-
viewee perceives the introduction. However, an effort has been made to keep this
variance as low as possible by asking participants for a probing question for their
understanding at the beginning and where necessary supplementing with additional
explanations on the topic. After the introduction of the topic, open-ended questions
have been asked on the topic to collect stakeholders opinions and experiences.

These interviews were held online via Microsoft Teams, through which the interview
was recorded. The interviews have been transcribed twice, first by using the MS
Teams live transcript tool, and second using WhisperAI from OpenAI [109]. For the
transcription, the audio files have been processed locally using the “medium” model
variant of WhisperAI. The medium depth model has been used to gain good quality
transcripts while at the same time keeping the runtime reasonable to run on a local
device. The transcript fromWhisperAI has been supplemented to correct errors using
the live transcript from MS Teams manually.

The transcript has been used to perform a thematic analysis. Since the interviews
were conducted using a semi-structured method, a hybrid coding method has been
used. Using the interview questions, a small number of a priori codes were created.
The posterior codes were created using an inductive method [110]. After the initial
round of coding, a second round of going over the codes is performed to group the
initial codes in “family” codes, in essence providing the important themes [110]. The
grouping has been done according to inductive connections identified between the
given codes. The results of these interviews have been presented following the identi-
fied themes. For each proposition, questions have been asked which have collectively
resulted in themes which were deemed important by stakeholders. Since a hybrid
method of coding has been used two sections will be presented. The first section
presents the themes identified using the deductive coding method and the second
section presents the themes identified using the inductive coding method. The deduc-
tive codes provide themes which are directly providing stakeholder views/opinions on
the propositions while the inductive codes provide the overarching themes the stake-
holders deem as important related to these topics and propositions.
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3.3. Research flow diagram
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This chapter provided the research methodology that is used for this study, presenting
five sub-questions that altogether answer the research question. This chapter began
by outlining this study’s two phases, where Phase 1 was focused on scoping the chal-
lenges that stakeholders in Dutch healthcare are facing and insights were given by
conducting unstructured interviews. The key themes that were identified included is-
sues of trust, technical integration, and organisational readiness for AI. Moreover, the
first phase included a detailed literature review with its goal to identify relevant AI im-
plementation frameworks. Next, the focus of Phase 2 was on creating a combined
implementation framework, based on the findings and insights given from literature
and stakeholders. This will lay the groundwork for the framework to address the iden-
tified barriers and themes. The following chapter will present the results of the Phase
1 scoping interviews, where stakeholders share their perspectives on the challenges
they face.



4
Phase 1: Scoping

To answer the main research question, five sub-questions were presented in the pre-
vious chapter, outlining a phased approach to this study. This chapter will discuss
the findings of the first phase, adhering to the chronological order of the workflow.
The first phase, called scoping, involves interviewing stakeholders to identify key chal-
lenges and reviewing literature to find implementation frameworks relevant to these
challenges, which will be presented in section 4.1 and section 4.2 respectively. With
a list of both frameworks and challenges from Phase 1, the next chapter will proposed
how to combine these to address the sociotechnical gap.

4.1. SQ1: What challenges do stakeholders in Dutch health-
care identify in implementing AI tools, and how do
these challenges reflect their perspectives and ex-
periences?

As mentioned in the research methods, four of the six interviews were conducted
online. The interviews began with a brief introduction, followed by an open discus-
sion/unstructured interview where participants were asked about their experiences
with AI in healthcare. During the interviews, verbatim notes were taken and subse-
quently used to anonymously create summaries of the interviews Appendix B. These
summaries helped identify overarching topics across the interviews. Finding these
overlapping themes highlights the relevance of the topics. The following themes have
been identified as the most significant from stakeholder interviews.

4.1.1. Current AI tools in Healthcare
As the interviews were conducted in an unstructured manner, the first question to the
participants was whether they could share which AI implementations in healthcare
they were familiar with and their experiences with them. This broad opening ques-
tion led to the first theme of the interviews, which was the focus on current AI tools in
healthcare. Although AI tools are not yet the solution to the growing demand in the
healthcare sector, Dutch hospitals and clinics are actively working on the implemen-
tation of AI. From the interviews, it has become clear that radiology and radiotherapy

37
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are at the forefront of these efforts. In the experience of business stakeholders, upper
management often struggles to know where to begin with AI, which might explain the
fragmented implementation initiatives experienced by clinical stakeholders. It seems
that AI implementation initiatives are still mainly developed in “silos” or closed-off clus-
ters. Practically, this means AI tools are trialled in separate domains within the or-
ganisation. This leads to a scattered landscape of AI tools across various healthcare
domains, hindering potential knowledge exchange and managerial oversight. Exam-
ples of domains where AI is being implemented ranges from pathology and medical
imaging to radiology, radiation therapy, and paediatric brain surgery. This fragmented
innovation landscape can be seen as a natural occurrence in a “bottom-up” approach.
According to clinical stakeholders, hospitals actively support these initiatives and try to
foster this innovative culture. However, during the interviews, common barriers have
also been discussed. The most prevalent challenges include difficulties with technical
integration and workflow, a lack of understanding among employees and upper man-
agement, and cultural resistance. Furthermore, these interviews made it clear that
there is currently no general AI implementation framework in use. Instead, implemen-
tation currently follows guidelines for adhering to current Dutch and EU legislation,
such as “Leidraad-AI” or the guidelines for AI [111].

The integration of new technologies into existing systems is something
which always brings challenges. Often this requires development of new
ways of working and for technicians to get comfortable with this new work-
flow. Paraphrased from the interview with C1, section B.3.

The technical challenges are one thing but the complex legislation around
implementing AI related to liability makes it difficult for upper management
to navigate AI implementation. Paraphrased from the interview with B2,
section B.2.

Developing treatment plans and determining dosage plans is often also
seen as the fun part of the work by lab technicians. Making AI take over
these parts of the job is unfortunate in a sense. Paraphrased from the
interview with T1, section B.5.

In general, automation and the use of AI for administrative tasks were recurring topics
during the interviews. Dutch hospitals and clinics are actively trying to adopt AI to
improve their workflows. However, at the same time, there seems to be a sense of
uncertainty regarding the use of black-box AI for decision-making in the context of a
patient’s health. Even with objectively better-performing opaque AI, simple algorithms
such as linear regression are preferred because they are easier to interpret and ex-
plain to patients. This suggests that there are currently not enough factors to facilitate
trust in AI.

4.1.2. IT Infrastructure
The interviews often naturally shifted from the participants’ experiences with AI initia-
tives they know about, to the difficulties they perceived with the implementation. The
challenge of implementing AI within organisational and IT infrastructure was a frequent
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topic of discussion. AI tools such as chatbots, no-show predictions, and automated
discharge letters were mentioned across interviews as having much potential. Hos-
pitals are actively trying to implement opaque AI in areas that do not directly involve
sensitive data. In four of the six interviews, administrative tasks were said to be a ma-
jor obstacle to efficient healthcare time utilisation, and as an area where AI is actively
being applied. It appears that AI tools within organisational infrastructure have the po-
tential to transform healthcare. However, the interviews revealed that implementing
new AI tools is quite complex due to two main reasons.

Firstly, the technology ecosystem where these administrative tasks take place poses
a barrier to the implementation of AI innovations. AI tool, particularly neural networks,
require a lot of data [45]. Therefore, it is important that this data infrastructure is
available and provides the required data.

AI tools such as CDS and chatbots are all technically feasible. The chal-
lenge with implementing these tools in healthcare is either that organisa-
tions are either not technically ready for these tools or are unaware of their
possibilities yet. Paraphrased from the interview with T2, section B.6.

This data infrastructure begins with the current workflow of clinicians to provide the
necessary quality data. This can be achieved by standardising the workflow to some
extent. Particularly in hospitals, the standardisation of workflows across different de-
partments was mentioned to be nonexistent. Without this standardisation, the data
quality is too weak for AI to be used. Data quality seems to be an important factor in
AI implementation in general, being more significant compared to data quantity [112].
The quantity of especially quality data needs to be improved, as it is the most important
aspect of developing effective AI tools.

Standardisation in the workflow is required for the integration of AI tools.
However, this is a contested topic by clinicians. Paraphrased from the
interview with C1, section B.3.

From a technical aspect, the challenges are largely associated with the col-
lection of quality data and the caution around sensitive data. Paraphrased
from the interview with T2, section B.6.

Secondly, the presence of a vendor lock-in within the IT infrastructure of hospitals
creates a barrier to implementation initiatives. It has become clear that integrating
AI into the current IT landscape brings difficulties. In the case discussed during the
interview with C2, the participant mentioned a new initiative for AI implementation in
administrative tasks was discussed with developers. Ultimately, it was not possible to
integrate this initiative within the existing IT system.

4.1.3. AI readiness
The next topic identified is AI readiness, which differs slightly from the previously dis-
cussed IT infrastructure. The IT landscape focused on challenges related to support-
ing technologies and subsequently the data collection. This theme involves the gen-
eral ability, organisational culture, and legal support needed to start implementing AI.
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For an organisation to be willing to start implementing AI, it is obvious that it should be
technically feasible, as discussed earlier. The interviews revealed that AI initiatives
do not receive the necessary stakeholder support for successful integration. This indi-
cates an organisational culture that lacks the required support for the integration and
adoption of new AI tools.

Healthcare employees have been working with the same technology for
sometimes up to 30 years. Therefore, changing the workflow requires a
shift in mindset and organisational culture. Paraphrased from the interview
with B1, section B.1.

In the interview with C1, it was mentioned that AI tools sometimes take over the fun
tasks of the job in the clinicians’ experience. It was also emphasised that AI tools need
to be well integrated into the workflow to gain stakeholder support. At the organisa-
tional level, support for the implementation of AI is currently lacking. The aim for AI
tools is to enhance patient care while also improving workflows. However, this needs
to be substantiated, and it remains a challenge.

The so-called “Valley of Death” in technological innovation is very relevant
for the healthcare sector. It is very difficult to determine beforehand what
the positive (social) impact is going to be of AI projects. Paraphrased from
the interview with C2, section B.4.

These results align with the initial literature on this topic, which strongly recommends
highlighting AI’s positive impact and actively addressing end-users’ concerns [58], [59].
Before implementation, it is important to identify the use and improvements provided
by the AI tool. The interviews revealed that knowledge of where and how AI can be ap-
plied within the context of its work is an important factor for successful implementation,
also called AI literacy in the literature [113].

4.1.4. AI literacy
As stated above, technical integration was identified as one of the barriers during
the interviews. This refers to the difficulty of incorporating new technology into exist-
ing systems and workflows. The technical aspect encompasses difficulties related to
compatibility. Conversely, there is another difficulty that is not related to the technical
compatibility aspect but rather stems from end-user understanding.

The current knowledge of IT employees in healthcare with respect to im-
portant topics for facilitating AI implementation is too outdated, and training
is generally needed to first create a modernised way of working. Para-
phrased from the interview with B1, section B.1.

Furthermore, the potential use cases of AI tools are often not recognised, as general
knowledge of AI is frequently lacking among employees. Even when AI implemen-
tations are technically feasible and opportunities exist, there is often no demand for
them. This may be due to a lack of general knowledge about the topic of AI.
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The challenge of implementing AI in healthcare is that organisations are
either not technically prepared for it or unaware of their possibilities. Para-
phrased from the interview with T2, section B.6.

Furthermore, clinicians are not willing to use AI tools or recommend a prognosis or
treatment plan if they do not understand how or why an algorithm produced a par-
ticular result. Human validation is an extremely important element for obtaining the
trustworthiness of AI tools. This barrier might be overcome with greater knowledge of
how AI algorithms operate. This is essentially what explainable AI is trying to achieve,
creating more interpretability and ultimately understanding through AI-generated ex-
planations [99]. In addition to creating more acceptance and trust, having prior knowl-
edge of how AI algorithms operate has a second benefit, which is having the ability to
discover new potential use cases for AI.

Explaining AI to stakeholders without any technical expertise is always an
extremely difficult task. Maintaining as much transparency as possible is
extremely important, even if it is not yet fully reciprocated. For stakehold-
ers without a technical background, understanding the general principles
and accountability mechanisms behind the AI models can help build trust.
Paraphrased from the interview with T2, section B.6

4.1.5. Ethical considerations
Using black-box AI in particular raises ethical concerns. In the context of diagnosis,
opaque systems are already being used in certain cases. Patients are more likely to
accept AI tools if they are recommended by a clinician. This is interesting as it indi-
cates a form of trust mediation based on the trustworthiness of clinicians.

On the other hand, for a clinician to recommend an opaque AI system, some level
of trust in its reliability needs to be upheld. Clinicians need to be convinced that the
results produced by a black-box AI will be accurate before they can confidently rec-
ommend it. According to the interview with participant T2, clinicians are reluctant to
use more complex algorithms and tend to stick to white-box algorithms, such as linear
regression. From the experience of T2, linear regression is mostly used because of
its easy relation between certain symptoms and the resulting dosage. Even if more
complex algorithms provide more accurate results, clinicians still prefer simpler ones.

This provides a strong argument for creating Transparency and Explainability. As
mentioned earlier, the goal of using explanations is to achieve interpretability of the
model and ultimately understanding [99]. Understanding how themodel works has the
aim to build trustworthiness in the AI model. However, this statement is unfortunately
often wrongfully interpreted. Using explanations does not build trust in the opaque AI
system itself, but rather trust is developed in the correct use of the system by the user,
also referred to as the trustworthiness of the AI-used dyad [100].

On a different note, participant C3 mentioned that new drugs must undergo rigorous,
evidence-based trials before they can be introduced. This pipeline for introducing



4.1. Sub-question 1 42

new drugs has an integrated reliability check. It is important to note that this uni-
versally approved reliability check is crucial for facilitating trust in new medicines. In
contrast, Black-Box AI algorithms do not follow the same legal trajectory. Additionally,
the healthcare sector lacks the competitive drive to stay relevant, which is more preva-
lent in the private sector. This combination makes the healthcare sector less inclined
to adopt AI.

4.1.6. Main challenges
The main challenges identified from these interviews can be grouped into three as-
pects. The first aspect relates to the technical side of the implementation of AI, which
encompasses the difficulties in acquiring the necessary quality data and the technolo-
gies needed to support AI. In these interviews, this was largely attributed to the techni-
cal landscape within healthcare organisations. This aspect is not unique to specifically
black-box AI, but rather, it is a general problem for AI implementations. To facilitate the
implementation of AI, organisations need to actively make improvements to address
this challenge. However, for healthcare organisations to take steps toward a more
AI-ready technology landscape, support from stakeholders is needed. Literature also
identifies stakeholder support as a driver for AI adoption [114]. However, for AI to gain
the needed support, a crucial factor for black-box AI is that stakeholders, particularly
end-users, need to develop trust. This aligns with findings in the literature [115].

The second aspect concerns the organisational side of the problem, where there is
insufficient support for the implementation of AI at the organisational level. Organisa-
tional culture plays a big role in this, and, as mentioned earlier, trust among end-user
is also an important factor. The positive relationship between stakeholder trust and
stakeholder support is a well-studied subject in the literature [116], [117]. As high-
lighted in the interviews, healthcare organisations are often unaware of the possibil-
ities of AI, which indicates a lack of AI literacy. Improving AI literacy has the added
potential to improve levels of trust [118], [119].

The last challenge relates to ethical considerations, highlighting the need for clinicians
to be able to explain results. This provides a strong argument to increase the Explain-
ability of black-box AI. The purpose of these explanations is to create Transparency
in the algorithms and build trust [120]. However, achieving Explainability is a difficult
task for black-box AI. Moreover, producing explainable algorithms may reduce the
performance of the algorithms, which undermines the original purpose of using black-
box AI [92], [101]. Current explanations have not resulted in the necessary level of
trust for end-users to start adopting black-box AI. Therefore, an alternative approach
of building trust, one that is not dependent on Explainability, may be needed.

With these main challenges identified, the first sub-question of the study is answered.
These challenges provide insight into what is preventing the implementation of AI in
healthcare, according to the interviewed stakeholders. This study will continue by
investigating the frameworks for the implementation of AI found in the literature to
address these challenges. For the second sub-question, which will be presented in
section 4.2, the framework collected from the literature to further address the main
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research question are presented. To collect these implementation frameworks rel-
evant to this study, the exclusion criteria mentioned earlier in subsection 3.2.1, are
used. The implementation frameworks will subsequently be combined into a holistic
framework that addresses the main challenges identified here. Therefore, these main
challenges are used as criteria to check whether the final framework is aligned with
the main objective of this study.

4.1.7. Discussion
Some key points to note are that AI adoption in the healthcare sector appears to be in
its early stages. Radiology and radiotherapy are among the few domains actively util-
ising AI for image processing and diagnostics. In the case of treatment planning and
prognosis, participants only know of simple white-box algorithms that are currently in
use, primarily due to their easy-to-explain nature. Additionally, a generally accepted
AI implementation framework has not been encountered or used by the interview par-
ticipants. While the “guideline AI for healthcare” (AI guidelines [111]) is used as a
checklist by developers to ensure the legal requirements according to Dutch and EU
legislation, it does not address the sociotechnical problems identified with black-box
AI, which is the aim of this study.

The aspects briefly discussed during these interviews included topics such as financial
bandwidth, technological vendor lock-in, and liability issues, which are definitely chal-
lenges that need to be addressed. However, within the scope of this study, the focus
is kept on the challenges related to the sociotechnical and organisational problems
and the overarching themes perceived by stakeholders. These themes are identified
as the main challenges and discussed in more detail.

It is interesting to note the amount of information collected from the initial scoping
interviews. The stakeholders were already aware of the challenges they faced with
regard to AI. This awareness could be attributed to the selection criteria used for these
stakeholders. As a result, it seemed that important topics and challenges were auto-
matically discussed during these interviews. Furthermore, patients and policy makers
would have provided an even broader overview of the challenges which likely would
have brought new insights on the social and legislative aspects.

Looking back at these scoping interviews, it would have been both interesting and
beneficial to conduct additional interviews at this stage to determine whether this
awareness was unique to these few stakeholders. Furthermore, conducting more in-
terviews could help identify additional relevant themes and, subsequently, more main
challenges. In the next section, this study will continue to collect implementation frame-
works from the literature. These findings will be used in the second phase of this study,
as presented in chapter 3.
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4.2. SQ2 - Which AI implementation frameworks from
the literature are relevant for addressing the chal-
lenges identified by stakeholders in adopting AI, and
how do they align with stakeholder needs?

With the themes identified from the scoping interviews, this second sub-question aims
to findmultiple frameworks from the literature that can be applied to the themes and po-
tentially combine useful parts. In the research method presented in subsection 3.2.1,
the first set of exclusion criteria are mentioned. In the previous sub-question, main
challenges have been discussed which will be used in the selection of “relevant” ar-
ticles as well. To this extent, a final full-text scan to see if the implementation frame-
works match these. Using these criteria, one article met the criteria of providing a
holistic view and addressing all of the stakeholders’ main challenges discussed in the
previous section. Many of the retrieved articles did not have relevant frameworks and
were often focused on very specific AI implementations or provided an incomplete
overview of the implementation problem, focusing solely on topics such as gover-
nance, auditing, stakeholder expectations, ethics, and others [87], [118], [121], [122].

4.2.1. Digital Decision Support System Implementation Framework
From the literature review, the following framework was chosen to be included in this
study. Articles have been discarded based on their titles and abstracts, following the
exclusion criteria outlined in chapter 3. This process resulted in a more refined group
of articles. A thorough analysis was then conducted by reading the full texts of these
articles. This led to the exclusion of more articles due to their poor connection with
the themes identified in the previous section, based on the same exclusion criteria.
The framework included in this study was developed using a design science research
paradigm. The framework has the goal to increase the adoption rate for AI-based
Digital Decision Support System (DDSS), and it will therefore be referred to as the
DDSS framework [123]. This framework consists of seven dimensions: data, technol-
ogy, user group, validation, medical domain, decision, and maturity. Each of these
components will be briefly introduced.

Data
Since data is the backbone and foundation of any AI, it is only natural that it is in-
cluded in these frameworks. Obtaining data is a technical requirement before AI can
be implemented. This by itself can bring difficulties, as discovered during the earlier
interviews. Data-related issues can vary, although data quantity and quality were par-
ticularly highlighted. These issues were also addressed in other frameworks that were
ultimately excluded. By establishing data governance that complies with privacy legis-
lation, the frameworks ensure that no bias is induced [118], [123], [124]. Furthermore,
it is pointed out that standardisation of data acquisition is important but often difficult
to achieve.
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Figure 4.1: Framework for systematic AI support [123]
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Technology
In the technology dimension, the framework distinguishes between three sub-dimensions:
decision technology, interaction technology, and data collection technology. The frame-
work highlights that decision technology within healthcare should focus on reproducibil-
ity and Explainability. These topics tie well into the ethical concepts of reliability and
Transparency.

User group
This dimension has the purpose of including the diverse needs of stakeholders in
the design of new AI implementations. Clinicians, in particular, are highlighted as a
stakeholder group that tends to distrust AI systems, even though their support is vital
for adoption rates. In addition, it is mentioned how decision support systems have
the potential to negatively disrupt the workflow. It is important to consider both the
needs and expectations of stakeholders during development [123]. In other literature,
the need to manage stakeholder expectations to increase trust and acceptance was
emphasised [118].

Validation
This dimension is divided into four sub-dimensions: accuracy, user acceptance, effi-
cacy, and legal & ethical. This dimension describes the measurements of the success
of implementation and stresses the need for standardised evaluation to further ensure
trust in AI systems.

Medical Domain
This domain ensures that the necessary level of medical knowledge is applied to the
development and deployment of AI systems. Clinicians provide context-specific knowl-
edge that may not be achievable through AI tools alone due to limitations in training
data.

Decision
This dimension is divided into prediction and assessment, where prediction evaluates
the probability of a disease, while assessment is used for diagnosis, screening, moni-
toring, or treatment.

Maturity
The maturity dimension highlights the technology life cycle of AI. The framework dis-
tinguishes between seven levels, ranging from concepts without implementation to
globally adopted products. These maturity levels are used to monitor the diffusion
and development of technology. An example of this would be to categorise the cur-
rent AI maturity at the third level (implementation with real-world interaction but without
patient intervention).

4.2.2. Discussion
In this literature study, a total of 349 articles were retrieved from the Scopus database,
using a combination of broad and refined search method. After removing 18 dupli-
cates, 331 records were screened. An initial screening led to the exclusion of 90.9%
(301/331) of the articles from further assessment. Ultimately, from the full-text assess-
ment, only 3.3% (1/30) were included, resulting in a single applicable implementation
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framework. It was unexpected to find only one single suitable framework. However,
as highlighted by a previous, more elaborate literature review, searching for AI imple-
mentation frameworks specifically for healthcare provides limited results, with only a
few applicable articles [32]. This study was conducted in 2022 and limited their search
to articles between 2000 and 2020. Notably, this search did not apply the same lim-
itation, yet a similar percentage in applicable articles was achieved. It is therefore
interesting to observe that relatively little literature has emerged since that earlier lit-
erature review.

TheDDSS framework utilises amore detail-oriented structure with various sub-dimensions,
providing a complete overview compared to the sociotechnical framework introduced
in subsection 2.4.1 [85], [123]. In contrast, the sociotechnical framework distils the
wicked problem down into six building blocks, providing a clear structure and charting
the sociotechnical problem [85]. However, the sociotechnical framework lacks specific
dimensions discussed with stakeholders, particularly related to the technology aspect,
which only includes the building blocks of data, model, and Explainability. It is notable
that the main theme that is not explicitly addressed by the sociotechnical framework, is
the IT infrastructure, which focuses on supporting technologies. The DDSS framework
addresses this in more detail within its technology dimension, distinguishing between
three sub-dimensions: decision, interaction, and data collection technologies. The de-
cision sub-dimension describes the model used and its performance, reproducibility,
and Explainability. This serves the same purpose as the model building block of the
sociotechnical framework. The interaction technology sub-dimension relates to the
technologies used for interaction with the embedded system, user group, and clinical
workflow. Lastly, the data collection technology sub-dimension addresses how data
is gathered (sensors, surveys, chatbots, etc.) [123]. The DDSS framework explic-
itly states that AI implementations should be integrated seamlessly into the workflow
of end-users [123], additionally highlighting the important role of IT systems in this
process. This aspect connects well with the themes identified from the stakeholder
interviews in this study, whereas the sociotechnical framework does not address it
[85]. Therefore, this component of the DDSS framework can be viewed as a comple-
menting part to the sociotechnical framework.

In the DDSS framework, the social aspects of the implementation of AI are confined
to the “user group” and “validation” dimensions. Compared to the themes identified in
the previous sub-question, this appears to be under-represented, which is noteworthy
since many other dimensions are also related to trustworthiness. In some cases, trust
is explicitly mentioned as the end goal in certain framework dimensions, while others
refer to reproducibility and Explainability [123]. As mentioned in the paper discussing
the sociotechnical framework, while creating model Transparency is beneficial, it is in-
sufficient to establish trust in AI and generate actionability. Similar to the findings from
the scoping interviews, this framework discovered that end-users desired in-depth ex-
planations of the AI models [85]. Therefore, the ethical aspect may be more effectively
represented in the sociotechnical framework and can thus serve as a complementary
addition to the DDSS framework.
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On the other hand, dimensions such as decision, validation (accuracy, efficacy, and
security), and medical domain can be fully allocated under the model and explana-
tion blocks of this framework. Additionally, the user group dimension can be included
within the actionability block. This dimension addresses the stakeholder needs to
create AI initiatives that fit within the workflow and address the different needs. The
underlying goal is, naturally, the implementation and adoption of AI. This can be cate-
gorised within the actionability block, as the information ultimately needs to be utilised
and lead to actionable steps for implementation.

Both the sociotechnical framework and the DDSS framework aim to provide differ-
ent stakeholder groups with a clearer understanding of the challenges and key topics.
However, they do not provide an operational action plan for implementation. This is
understandable, as operational challenges are more diverging between organisations,
unlike the more general strategic barriers to the implementation of AI. Therefore, a lim-
itation of these frameworks, and consequently this study, is that they will not yield a
highly specialised action plan for the implementation.

It was unexpected to discover that the number of frameworks encompassing the rel-
evant dimensions and aiming to achieve a complete overview was sparse, given the
number of AI-specific implementation frameworks. This argument was naturally used
as motivation for developing the included DDSS framework [123]. Ideally, more rele-
vant implementation frameworks would have been identified, which would enable the
creation of a combined framework with additional complementary parts. Therefore, it
is recommended to use a broader search method that also explores domains beyond
healthcare.

Maturity Model
During the search for implementation frameworks relevant to this study, frameworks
focused on a tactical and operational level were also identified. To bridge the gap from
the strategic level to the tactical and operational levels, a maturity model is presented
as an interesting tool [125]–[127]. A maturity model utilises the concept of continuous
improvement, measuring an organisation’s level according to specific dimensions and
ranking these on a predefined set of levels. The goal is to take steps for the organ-
isation to progress to higher levels within important dimensions to achieve a certain
goal of improvement [128]. A similar concept is briefly introduced as the dimension
“maturity”, within the DDSS framework and can be seen as a complementary aspect
to the sociotechnical framework.

The DDSS framework obtained from the literature review, along with the sociotechni-
cal framework introduced in the background chapter, answers this section that con-
cludes that conclude the scoping phase of the study. In the next phase, the AI imple-
mentation frameworks from the literature will be combined with the themes identified in
the previous sub-question to create a combined framework that addresses the main
implementation challenges. This will be further supplemented with propositions on
how to tackle these challenges, in Phase 2 of this study.
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Phase 2: Framework & Propositions

In the previous chapter, the results of the scoping phase have been presented. This
has resulted in a list of main challenges that are relevant to stakeholders, identified
from conducting the scoping interviews. In addition to this, two frameworks have been
presented to create support for the implementation of AI and align the technical and or-
ganisational support with the social demands. In this chapter, first the frameworks will
be combined in section 5.1, which will be supplemented with propositions to address
the social, technical, and organisational challenges in section 5.2, these propositions
are presented to stakeholders from which the opinions are collected and presented in
section 5.3, and finally the chapter is concluded with a recommendation based on all
previous findings in section 5.4.

5.1. SQ3: Which specific AI implementation frameworks,
or combinations of frameworks, address the chal-
lenges faced by stakeholders, and what implications
arise for their adoption?

To answer this sub-question, the underlying main point of the stakeholder’s needs
must be addressed. In the previous chapter discussion, stakeholder’s needs were
identified as an issue that is often related to trust. In addition, technical issues have
been identified to be related to the supporting technology and mainly the IT landscape.
The framework that will be developed should address the need for trust and ethical
values in addition to the technical requirements. The following section will explain how
the frameworks selected in section 4.2 are used to answer this sub-question.

5.1.1. The proposed combined framework
The framework has as its primary objective to indicate the different dimensions of the
sociotechnical problem. This is best visualised in the second framework, as can be
seen in Figure 2.3. The structure of this framework indicates two clear sides of the
problem and highlights the gap between these. The dimensions of this framework
also provide a good coverage of the core concepts related to these two wings which
are relevant to the stakeholder needs. For these reasons, this framework is used as a
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starting point. For this framework to be further aligned with the identified stakeholder
needs, the framework must be expanded by adding complementary dimensions. The
dimensions added to this starting framework have their origin in DDSS framework and
are adapted to the combined framework, visualised in Figure 4.1.

As explained in the discussion of the previous section, the technology dimension is di-
vided into three sub-dimensions: decision, interaction, and data collection technology.
Of these three, interaction technology and data collection technology are not covered
by the building blocks of the sociotechnical framework. These sub-dimensions de-
scribe the ways of interaction with supporting systems, end-users, and clinical work-
flow as well as the ways technologies are used for data collection. For the implementa-
tion of AI, the workflow between these supporting technologies must be well-aligned.
This is found to be a crucial factor for widespread adoption [129]. Within the work-
flow of AI tools, it is typical to have other supporting technologies, including the IT
landscape. For this IT landscape, it is crucial to have: data availability, compatibility
with other software, and/or modularity. As identified from the interviews, the IT land-
scape/vendor lock-in is a problem for continuous innovation with AI tools. Therefore,
this should be taken into account within this framework dimension, which will be called
“technology landscape”.

The other dimension added to the combined framework is the maturity dimension,
which finds its origin in the DDSS framework. Within this dimension, maturity levels
are used which serve as a tool for risk management [123]. This dimension can touch
upon multiple themes identified in chapter 4. The proposed maturity levels are used
to keep track of technological maturity and its current state. This means that this
dimension is used to connect to the theme of Current AI tools. Furthermore, keep-
ing track of the maturity levels provides an organisation with an improvement path
to help facilitate AI implementation. Hereby, providing organisational and competitive
self-awareness and helping with setting strategies and resource allocation. Therefore,
this dimension is also used to connect to the theme of AI readiness. The AI literacy
theme identified from stakeholder interviews highlights the need for training and de-
velopment of knowledge and capabilities on AI. A maturity model can also be used
for this [130]. Therefore, this dimension is added to the combined framework con-
necting to the themes: current AI tools, AI readiness, and AI literacy. The maturity
of the AI implementation is furthermore checked through continuous evaluation. This
in itself is proven to be another important factor in enhancing trustworthiness and, in
turn, the adoption rate [87]. Furthermore, AI readiness and AI literacy are identified
as important themes from the interviews. Adding the maturity dimension in the frame-
work provides a way to address the AI readiness of the organisation as well as a way
to address the AI literacy.

5.1.2. Mapping
The themes identified from the interviews can now be mapped to each of the dimen-
sions of the new framework. The themes identified from the scoping interviews are the
following: current AI tools in healthcare, IT infrastructure, AI readiness, AI literacy, and
Ethical considerations. Many of the themes identified in the stakeholder interviews can
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Figure 5.1: Combined framework, adapted from the sociotechnical and DDSS frameworks [85], [123]

bemapped to multiple dimensions of the new framework. It is not uncommon for these
themes to be mapped to both the technical and the social wing. This phenomenon
can be expected from a wicked problem that involves a chasm between the social and
technical sides [69].

An example of a theme mapped solely to dimensions in the technical wing of the
framework is IT infrastructure. This theme is mapped to both the data and technology
landscape dimension of this framework. Firstly, the IT infrastructure gives the possi-
bility to collect data. Therefore, identifying the type of data and the way this needs to
be collected is an element of data dimension. Furthermore, the IT infrastructure can
create a barrier for the implementation of AI if it is not compatible or is not modular. In
the case discussed in the previous section, this created a vendor lock-in which is why
this theme also falls within the framework dimension, technology landscape.

AI readiness is another thememapped to multiple dimensions of the framework: matu-
rity, model, trust, and actionability. As identified from the interviews, AI readiness has
to do with concerns about implementing AI. Many AI initiatives and innovations do not
achieve the desired implementation, resulting in the so-called “Valley of Death”. This
makes healthcare organisations less likely to start AI implementation projects. Within
the maturity dimension of this framework, AI developments are categorised into differ-
ent levels. Depending on organisational willingness (this depends on the risk aversion
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threshold, trustworthiness, and reliability), steps can be taken for implementation. Re-
liability has already been mentioned, this has to do with how reliable the model is
producing correct results. This is part of the Model dimension of the framework. Also,
trustworthiness is an important factor to address within this theme. Therefore, it is
also mapped to the trust dimension of the framework. Lastly, the goal of addressing
AI readiness is to take steps leading to the implementation of AI, which is why this is
also mapped to the Actionability dimension of the framework.

The theme of AI literacy has to do with the knowledge and capabilities of end-users
and other stakeholders on the topic of AI. The level of understanding of AI in general
and black-box AI is important for increased trust and Explainability. This is because it
is impossible to understand something truly without being able to explain it [92]. There-
fore, this theme is mapped to the trust and Explainability dimensions of the framework.
The goal of having a higher level of understanding of AI is to find more opportunities
for use cases. This understanding also improves understanding of the limitations of
AI models and helps with deciding in which cases it should not be applied. Because
of these reasons, this theme is also mapped to the actionability dimension.

Next, the ethical considerations are mapped to the explanation, trust, and values di-
mensions of the framework. It can be argued that ethical considerations should be
included in other dimensions of the framework as well. Ethical considerations include
the trustworthiness towards opaque AI models as well as the need for clinicians to ex-
plain the results. Therefore, this theme has beenmapped to the trust and explainability
dimension of the framework. Furthermore, it was highlighted that new AI innovations
need to benefit patients. This highlights the values of hospitals and clinics that need to
be taken into account. Therefore, this theme is also included in the values dimension
of the framework.

Lastly, the theme, current AI tools in healthcare, is mapped to the maturity dimension
of the framework. This theme gives a general overview of AI-related initiatives, the
current innovation landscape, as well as barriers that come with new initiatives. The
structure given by the levels within this dimension can help with the implementation
road map and provide the next steps to ascend to a higher maturity level.

5.1.3. Discussion
The proposed combined framework combines the dimensions of the two earlier iden-
tified frameworks in a way that best includes all of the topics from the scoping inter-
views. The new combined framework visualises the wicked problem in a structured
way, grounded by previous literature [85]. Furthermore, the combined framework ex-
pands on the building blocks of the starting framework by adding two dimensions from
another framework [123]. The frameworks used in this study have been developed
for a similar end goal which is to provide support for the implementation of AI sys-
tems. The frameworks try to achieve this differently. The DDSS framework uses
a design science approach including many different aspects of the wicked problem.
The sociotechnical framework has produced many similar dimensions in an indepen-
dent study, further substantiating the importance of these dimensions. However, the
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sociotechnical framework has provided a clear structure for identifying the sociotechni-
cal gap and categorising the different dimensions within a technical and a social wing.
From the scoping interviews with stakeholders, this study has also identified important
themes for implementation on a separate account which has indicated that some di-
mensions should be added to the starting framework (sociotechnical framework). With
the new dimensions added (maturity and technology landscape), the themes of the
interviews have been mapped to the framework.

This combined framework by itself does not provide a complete coverage of all the
aspects relevant to black-box AI implementation in healthcare. Aspects related to the
financial, commercial or legal domain are not covered within this framework. How-
ever, the legal domain is closely related to the ethical aspect, it is important to view
the legal possibilities as a requirement for the implementation of AI systems. This is
because liability plays an important role in healthcare [131], [132]. In this regard, it
is most likely best to see the legal aspect as a boundary condition for the implemen-
tation of AI. This study focuses on the sociotechnical aspects of the implementation
but also the adoption of AI. This means that after implementation of the new AI tools,
the end-users are also inclined to use them. Furthermore, the combined framework
is based on only two implementation frameworks. With a more extensive literature re-
view, more frameworks could be collected and investigated for a combined framework
with a higher internal validity.

5.2. SQ4: Which propositions offer starting points for
stakeholders to tackle the identified challenges?

Information collected from the initial background study and scoping interviews pro-
vided information on the topics at play with the implementation of AI in healthcare in ad-
dition to the experience and needs of stakeholders. The following literature review has
provided two applicable frameworks which have been combined into an overarching
framework, chartering the sociotechnical gap. This new framework gives an overview
of the different dimensions of the implementation difficulties. Using this framework
by itself should already give each stakeholder group a greater understanding of prob-
lems faced by other stakeholders. However, with the information currently collected,
it is now possible to propose ways to address the implementation problem and bridge
the sociotechnical gap. It is not expected that the framework in combination with the
propositions can solve all of the problems related to the implementation challenges.
However, together they create a tool which can be used first to gain an increased
understanding of the challenges of other stakeholder groups by using the framework.
And secondly, provide starting points to address the main implementation challenges
by using the propositions. In the following section, three propositions are made to
address each of the three main challenges based on the knowledge gathered from
the literature.

The two frameworks introduced in chapter 4 have provided their overview of the imple-
mentation problem to update the stakeholders’ understanding. This increased under-
standing of each of the dimensions of the problem automatically invites the genera-
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tion of solutions. To operationalise the framework, sociotechnical framework presents
questions targeted for stakeholders within each building block which are scoped from
existing guidelines. Naturally, these are also recommended to operationalize the
newly combined framework. Furthermore, two other dimensions are added to con-
struct the combined framework. These dimensions are derived from the DDSS frame-
work, developed as a conceptual framework. The DDSS framework uses the principle
of separation to address complexities within the dimensions. Using this principle the
overall problem is divided into smaller parts. This ensures that all necessary features
of an AI implementation are investigated by experts for each dimension, from both
a technical and an organisational perspective. Furthermore, an example of what a
maturity model could look like is given [123]. These methodologies are also recom-
mended for the use of the combined framework. However, it is not yet clear how these
methods directly address the main challenges. Therefore, the following three propo-
sitions are presented addressing the main challenges, linking the dimensions of the
framework, and bridging the sociotechnical gap.

5.2.1. CR to build trust in black-box AI
As mentioned earlier, a lack of trust is at the core of the underlying issues. The com-
bined framework provided above charts the different technical and social dimensions
related to the implementation of AI. At its core, many of the identified challenges for
stakeholders are linked to trust as one of the main challenges. In current implemen-
tation efforts, Explainability is often used as a method to fulfil this role and build trust
through Transparency [133], [134]. However, as mentioned previously, Explainability
can be seen as a method to build trust specifically in the AI-User dyad, and the correct
use of the AI [100]. The current Explainability methods currently have not provided
a solution to the social demands necessary for the use of black-box AI [135]. Efforts
are already being made to create black-box AI which is more transparent. Until now
this has not yet resulted in the necessary trust for actionable implementation. For this
reason, it is interesting to also take a look at other methods to build trust. With this
in mind, Computational Reliabilism (CR) introduced in section 2.5, was specifically
developed for black-box AI and its challenge related to trust. It is interesting to try this
method and investigate stakeholder opinions. Therefore, CR is proposed as a novel
way to build trust related to black-box AI.

Proposition 1. Reliability indicators should be used to build a justified trustworthiness
belief in the black-box AI algorithms.

Using proposition 1, the goal is to start the conversation with stakeholders on whether
reliability indicators (RI’s) give enough support for a justified trust belief and what fac-
tors are still missing. Naturally, these can differ per individual and stakeholder group
related to their values. By using CR, a focus is put on the technical components of
a black-box AI, such as the input data, the development practices, and other social
constructions to build trust. It is good to note that these RI’s are specifically external
to the working of the black-box. These indicators can consist of a variety of methods
(formal or otherwise), metrics, expert competencies, cultures of research, etc. The RI
categorised in section 2.5 do not necessarily have to be technically inclined. Provid-
ing information on these technical aspects has the goal to give indicators of reliability.
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This proposition hereby bridges the sociotechnical gap visualised in Figure 5.1, by
connecting the data and model dimensions from the technical wing to the values and
trust dimensions of the social wing.

5.2.2. Maturity model to monitor AI levels
Other main implementation challenges are determined to be related to the technical
and organisational challenges of an organisation. In which the supporting technology
is not ready to facilitate the adoption of AI. This is often combined with a lack of knowl-
edge and capabilities. The first step should be to identify the current position with
regard to these challenges; for this, a maturity model is best suited. A maturity model
provides multiple dimensions which are deemed important (in this case AI readiness
and AI literacy), to gradually improve on to bring an organisation to a point at which it
is ready for a new implementation. For these dimensions, different levels are provided
through which can be progressed. This can provide decision makers within the organ-
isation with a dashboard that shows which dimensions are at which level [136]. The
introduction of a maturity model pairs exceptionally well with the combined framework,
presented in section 5.1. This is because the maturity model is able to provide support
on a tactical and operational level, while the combined framework is developed from
frameworks which address barriers on a strategic level [23].

Within the combined framework presented in Figure 5.1, the maturity dimension al-
ready proposes a way to identify AI maturity in general. Originally, this dimension
provided an example of maturity assessment by looking mostly at the technical levels
and addressing the theme of IT infrastructure which is mapped to the Technology Land-
scape dimension of the proposed framework in section 5.1. However, as highlighted
in chapter 4, AI readiness, AI literacy, and ethical considerations are also identified
as important themes. The theme of ethical considerations is addressed by the previ-
ous proposition in which CR is proposed. The way in which this second proposition
is connected to the first proposition will be made clear in the next paragraph. The
connection between AI readiness, AI literacy, and maturity models is easier to argue
for. A maturity assessment can easily be extended to look at dimensions such as
learning and development with respect to AI and organisational improvements. This
is because these types of dimensions are already fairly common within maturity mod-
els [136]–[138]. Therefore, a maturity model is proposed to be used as a starting point
in addressing the challenges related to AI readiness and AI literacy.1

Maturity models also connect well with the previous proposition, which stated that CR
should be used to build trust in the black-box AI itself. The trust relation between the
public and science and technology is a complex social construct. In the first proposi-
tion, CR is presented to try and build trust in black-box AI by using Reliability indicator
(RI)’s. As mentioned earlier as well, these indicators can consist of a variety of meth-
ods (formal or otherwise), metrics, expert competencies, cultures of research, etc.2 It

1Thematurity model also connects well with the topic of continuous human oversight and monitoring,
highlighted as important by other frameworks that were not included in this study [118], [139].

2What the exact reliability indicators should be to build trust is still open for debate and is most likely
different per individual.
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is generally understood that the public is increasingly more dependent on expert insti-
tutions [140]. However, this discredits the role of the public merely writing them off as
“passive recipients of science”. By letting the public critically assess, question, and
deconstruct technology fosters trust and informs the trust decisions [140]–[142]. For
this, specifically the knowledge of the limitations of black-box AI seem like important
points of knowledge for end-users to start understanding first. Keeping this in mind,
still a level of understanding of black-box AI is necessary for the public to engage in
this active role.3 Hereby the connection is made between the use of maturity models
to monitor AI literacy and CR.

Proposition 2. A maturity model should be used to address AI readiness and AI
literacy resulting in higher organisational and individual actionability.

With this second proposition, a starting point is presented on the development of the
necessary technical, organisational and individual capabilities for the implementation
of black-box AI. The maturity model has the ability to bridge a different side of the
sociotechnical gap. Hereby, connecting the maturity and technological landscape di-
mensions of the technical wing to the trust and actionability dimensions of the social
wing in Figure 5.1.

5.2.3. Explainability to build trust in the AI-user dyad
The third main challenge identified in the previous chapter, is related to the need for
clinicians to be able to explain the results of a black-box AI. Without this ability, clin-
icians are not able to make decisions based on the results in situations where the
stakes are critical. In radiology for example, black-box AI is already being used as a
tool for the analysis of images. This does mean that clinicians can justify the use of
black-box AI in certain cases. In the case that CR is used to build trust in a black-box
AI4 , would Explainability not be a necessary factor for clinicians anymore? Explain-
ability is most likely still going to play an important role, as one of the current principles
of medical ethics is autonomy [143]. This means that patients need to be given the
ability to make their own informed decisions. To facilitate this and adhere to the prin-
ciples of healthcare ethics, Explainability for black-box AI will be used. Explainability
will provide end-users, such as clinicians, a way to inform the patients about the black-
box AI. As also explained earlier in section 2.5, this provides trust in the AI-user dyad
which is trust in the combination of the black-box AI and the end-user, thus enhancing
trust in the correct use of the AI.

Proposition 3. Explainability should be used to build trust for the correct use of AI
(the AI-User Dyad), which will enhance individual actionability.

This third proposition, connects the dimension of Explainability to the dimensions of
values, trust, and actionability. Explainability might be a necessary tool to uphold

3What knowledge is necessary is still an open question. Since it is sometimes worse for the trust
relation, to have only a little understanding. However, referring back to the earlier mentioned role of the
public, an active role required for building an informed trust relationship with technology which means
that this gap might be something to be bridged to achieve the necessary.

4Note that for this situation it is assumed that this trust is justified and the black-box AI is indeed
performing with the desired outcome.
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the principle of autonomy in healthcare ethics. This furthermore provides a way for
patients to build trust in the AI-user dyad, making them more willing to use AI. This
highlights that Explainability will be an important tool in facilitating the actual use of
black-box AI.

5.2.4. Discussion
In combination with the newly combined framework, three propositions are presented.
Each of these propositions aims to address the underlying causes of the challenges
that stakeholders face with the implementation of AI. The question of how these propo-
sitions relate to the dimensions within the combined framework is argued. The frame-
work has the ability to help stakeholders with understanding implementation challenge
in a broader context, while the propositions provide first steps in addressing three of
the main implementation challenges.

The first proposition is based on the ethical theory introduced in the background chap-
ter. As this theory has not been actively applied yet it is interesting to investigate
stakeholders perception on it. The difficulty with collecting stakeholder opinions with
respect to this theory is that it is a very theoretically nuanced topic. Therefore, the
challenge will be to introduce computational reliability in such a way that it is still un-
derstandable for stakeholders while at the same time keeping the integrity of the theory
intact. It would be interesting to conduct a more thorough analysis of the ethical theo-
ries related to the implementation of black-box AI specifically in the healthcare setting
and explore the relationship between liability and trust.
The second proposition is based on the dimension within the DDSS framework and
frameworks, stemming from the literature study which were not included due to their
operational focus. The combined framework in the previous section provides an overview
of the barriers on an organisational level, however it lacks the detailed steps of a more
specific framework. The aim of the proposition is to utilise a maturity model which can
provide a transition from the challenges to a road map towards the implementation.
This maturity model is very organisational specific and requires stakeholders from the
different domains to work together and understand each other’s challenges. This is
what the combined framework from the previous sub-question can be used for and why
the implementation framework should be used in combination with the maturity model.
What the specific steps should be for an organisation to realise the implementation
of black-box AI should be discussed between stakeholders. However, as discovered
from the first set of interviews a good starting point is to begin with AI-readiness and
AI-literacy as defined in this study.

The last proposition is based on the stakeholders’ needs, their general perception on
Explainability, and the background literature on this topic. Explainability plays an im-
portant role in the perception of the stakeholders, and it is necessary to be addressed
within the context of black-box AI. In general, explanations are used to build trust by
providing insights into the inner workings. However, its effort is best utilised in build-
ing trust in the correct use of AI by end-users [100]. Explainability and computational
reliability are expected to both play a role in building trust in the medical domain. This
is because there are many different stakeholders with different needs for building trust
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while at the same time medical ethics require autonomy for patients. Therefore, it is
interesting to investigate this interplay and the role of computational reliabilism and
Explainability in the medical domain for further studies.

5.3. SQ5: How do Dutch healthcare stakeholders evalu-
ate the suitability and applicability of the proposed
frameworks and propositions, and what insights arise
from their perspectives for future AI implementa-
tion?

In this section, the perspectives of three stakeholder groups is asked on the proposi-
tions introduced in the previous section. To achieve this, semi-structured interviews
are conducted. In these interviews, each main challenge was first introduced along
with its proposition, followed by questions to gather the stakeholders’ opinions. As also
briefly discussed in the previous section, an effort was made to keep the introduction
short and manageable for the participants, while at the same time trying to keep the
integrity of the topics of which they maybe did not have any prior knowledge of. The in-
troduction and interview questions have been presented in Appendix D. As explained
in the research method, the interviews were recorded and transcribed. From these
transcriptions inductive coding has been used to provide the following insights on each
of the propositions.

As explained in the research method, a hybrid coding method has been used for the
thematic analysis. First, the themes from the deductive codes will be presented as
these will reflect the direct opinion and view of stakeholders on the applicability of
the propositions. Afterwards, the themes identified from the inductive coding will be
presented. The inductive themes present the important overarching topics that are
deemed important by the stakeholders.

5.3.1. Deductive themes
The deductive codes used for the thematic analysis were derived from the three propo-
sitions: “Support for reliability indicators”, “Support for maturity model”, and “Support
for Explainability and the internal workings”. These codes were not given in a mutually
exclusive way, because the participants viewed some of these topics as mutually ben-
eficial. As mentioned in the research method, the themes are developed by grouping
the codes into family codes. However, in the case of the deductive codes, a sufficiently
broad code was predetermined to immediately provide the relevant themes.

Reliability indicators in healthcare
This theme is derived from the first proposition, 1, which is introduced to the interview
participants, as shown in Appendix D. The code has been given to statements given
by stakeholders which provide support for the use of reliability indicators, both tech-
nical and other forms. Reliability was deemed as an extremely important theme by
stakeholders. In the context of black-box AI reliability, indicators were seen as essen-
tial tools, especially in the case of AI for the development of trust where Explainability
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currently might still not provide the needed support yet.

“Because the citizens do not understand how that AI system works. The
explainability of how the decision is reached is also lacking. So, even
explaining a random forest or a convolutional neural network to a citizen
or a patient was already not feasible. It is important to provide as much
transparency as possible to the citizens so that, if information is needed, it
is communicated clearly and not in a non-transparent manner.” Translated
from Dutch to English from the interview with B4.

“I think you’ll mainly be dealing with scientists and perhaps some very crit-
ical doctors. Health insurers might also play a role, as they often want
to know exactly what happens in the process and how the calculations
are made. I also conduct research at ..., where we build algorithms using
XGBoost. At some point, the model becomes difficult to fully understand.
What people, especially scientists, really want to see is that the data is
reliable and that the initial approach to building the algorithm is correct.”
Translated from Dutch to English from the interview with B3.

“Speaking from a dermatology perspective, they are quite active in this
area. You have apps like SkinVision, for example, where people can take
a photo of a skin lesion, and the app will tell them if it’s good or bad. We
recently discussed this with a department. People are definitely open to
using it, but as we mentioned earlier, there’s still the question, perhaps
’fear’ is too strong a word—or scepticism, let’s say. Is it reliable enough?
I think that’s the key issue. And I think that if it can be demonstrated to
be reliable, it won’t be a major obstacle in healthcare, even if people don’t
know exactly what happens inside the black box.” Translated from Dutch
to English from the interview with C3.

Demonstrating the reliability of AI is seen as an essential part within healthcare. It
is logical to see several stakeholders stress the importance of AI tools that need to
be scientifically proven. Without a form of scientific reliability, AI tools should logically
never be implemented and adopted in healthcare. Therefore, the indication of AI’s
reliability, at least scientifically, can be seen as a precondition for its implementation
and use.

“I think there really need to be well-published studies on this, which de-
scribe, to some extent, how it works. It does not have to explain the entire
black box, of course, but at least show what it relies on, what information
it needs to function, what input it requires, and how reliable the output is.
So, I think for staff, on one hand, how well the model works should be the
key focus points.” Translated from Dutch to English from the interview with
C3.

“It really depends on the sensitivity and specificity of the model. And how
does that compare to what we are already used to and what we are cur-
rently using? So, really just looking at what works better. And you do that
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through research. I’m not sure to what extent you can apply Randomised
Control in this case, but you will definitely need to conduct studies on it.”
Translated from Dutch to English from the interview with C5.

“I think that scientific studies are highly valued in the healthcare world. So
if something is published in Nature, and the results are essentially good,
that’s what people in the healthcare world see as the truth. Or statistical
evidence, as long as it has been conducted scientifically and the scien-
tific process is transparent.” Translated from Dutch to English from the
interview with B3.

A more interesting finding is that some stakeholders believe that such reliability indi-
cators might be enough to start implementing and using black-box AI tools. As is also
already the case in certain applications within medical image analysis [20]. Indicating
opportunities for the implementation of black-box AI.

“I think the ideal situation is to have everything: input, processing, and out-
put. But I think in many cases, you’ll manage with just the second option,
where you only have the input, along with the boundary conditions and the
fact that the model has been trained in a certain way.” Translated from
Dutch to English from the interview with C3.

“I think that the key lies with how clear the boundary conditions of the AI
tool can be defined. If it can be ensured that the AI can only be used
within its intended use and there is almost no possibility of going beyond
that. I think that will also help build trust. If you specify that it works for
a very specific thing. The broader you make it, I think that could actually
undermine trust.” Paraphrased from the interview with C5.

The answers given by stakeholders give a good indication of the relevancy of looking at
reliability indicators, supporting the need for computational reliabilism in the context of
black-box AI in healthcare. Interesting to note, was that technical stakeholders mostly
advocated for more technical reliability indicators. This might indicate that stakehold-
ers are note aware of each others challenges, providing a use case for the combined
framework developed in section 5.1. However, as mentioned earlier, the support for
reliability indicators was not mutually exclusive from the other themes. In addition to
the reliability requirement, stakeholders often mentioned the need for a general under-
standing of the workings of the AI algorithm. Which leads to the following deductive
theme identified from the interviews.

The role of explainability in healthcare
Overall, stakeholders stressed the importance of Transparency in AI systems. This
was clear from their explicit remarks on Transparency and support for explainability.
Several stakeholders expressed a need to understand, at the very least, the general
operation of the AI. In an ideal situation, a comparison between the reasoning of the
end-user and the AI model can be made to evaluate their decisions. However, this
is not always possible specifically with black-box AI. Stakeholders emphasised that,
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while the complexities of complicated algorithms are not always fully understood, hav-
ing access to information about how inputs are processed, decisions are made, and
the system’s boundaries is important. This transparency is still regarded as critical.

“I think it’s important to strive for as much transparency as possible. I be-
lieve that citizens, for example in the public sector, or patients in healthcare,
should have insight into how certain decisions are made. They should
know which part of those decisions is made by AI and which part is made
by humans.” Translated from Dutch to English from the interview with B3.

“Approaches such as neural networks or deep learning are being avoided,
at least in my work as they are difficult to interpret by physicians. They
rather work with simple approaches like regressions and decision trees.
This is so they can easily interpret and draw a conclusion.” Paraphrased
from the interview with T3.

“I believe building trust is essential. On one hand, you need explainabil-
ity to help people understand how the model works. On the other hand,
there are important boundary conditions to consider. If the model is used
incorrectly or outside of its intended context, it may not produce accurate
results, which would undermine trust in the model. So, while there are
several factors to consider, I believe explainability is key to building trust.”
Translated from Dutch to English from the interview with C3.

As already hinted at earlier, the concept of Explainability appears in the stakeholders’
eyes not something which is currently providing enough support for the use of AI. It
is mentioned that the combination of reliability indicators with Explainability are both
needed. This is also in agreement with what can be found on trustworthiness on AI in
the literature [144].

“When asked whether explainability alone is enough, the answer isn’t a
simple ’yes’ or ’no.’ I agree that explainability by itself isn’t sufficient. You
also need people who can technically understand the system. Trust in the
system depends on more than just understanding how it works, it also re-
lies on trusting the provider and decision-makers to guide the organisation
in the right direction. All these elements contribute to building trust. So,
while explainability alone isn’t enough, it is definitely an important part of
the larger picture.” Translated from Dutch to English from the interview
with T4.

“I think they (trust and explainability) go together. So first of all, we need to
understand that AI needs to be explainable and then I can trust it. That’s
why they (clinicians) don’t like at least in the place I work. Yeah, they don’t
like neural networks. So they cannot see it. They cannot see how the
decision is made. And then they will not trust it.” From the interview with
T3.
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Undoubtedly, stakeholders need a form of Transparency. However, in the context of
black-box AI, Transparency might be presented in the form of clear boundary condi-
tions, stating in which occasions certain AI tools should work as desired, and insights
in the underlying building blocks, such as checks of data quality. These topics are
precisely where Explainability would bring most value for end-users building trust in
the correct use of the black-box AI tools, which is in agreement with the literature on
which the proposition was based [100].

Maturity model considerations
On an organisational level, it was proposed to use a maturity model to develop AI
readiness and AI literacy. Among the stakeholders, mostly only the business stake-
holders were familiar with the concept of a maturity model. In the case of the technical
and clinical stakeholders the introduction to the proposition, provided in Appendix D,
gave them the needed knowledge to use their experiences to answer the questions on
this topic. From this, it became clear that most stakeholders do see a maturity model
as a useful tool to assess the organisational state with respect to AI readiness and AI
literacy.

“Yes, I think it’s something entirely new. Many organisations don’t have a
clear understanding of their readiness or the gaps they need to address
in order to use it effectively. I believe there’s quite limited insight into this.
So, in that sense, hopefully, you can create some clarity. I think that could
definitely be a useful tool.” Translated from Dutch to English from the
interview with C3.

“I think it could be a good tool, functioning like a framework with several
factors to assess. The best approach is simply to ask, ’What do you know
about the subject?’ with a set of questions included. So, I believe that’s
a solid methodology.” Translated from Dutch to English from the interview
with T4.

“It is definitely necessary, but I don’t see them having this kind of maturity
model at the moment. They are too focused on treating patients.” From
the interview with T3.

During the interviews, business stakeholders with more prior experience were able to
providemore detailed information on how they believe amaturity model can contribute.
Themain opportunity mentioned was how thematurity model aligns the different stake-
holders to a joint goal. Furthermore, they also continued the conversation on how to
implement a maturity model, highlighting the need for more details in the operations
to take actionable steps. This is in agreement with the intention of the second propo-
sition, which was to complement the combined framework, presented in section 5.1,
on a tactical or operational level. As the combined framework was developed from
frameworks which operate on a strategic level [23]. Furthermore, the applicability of
a maturity model is dependent on how well it is adjusted to the particular organisa-
tion, it is context specific. As technology and therefore also AI is developing at a very
quick rate, this also might mean that a maturity model needs to be re-calibrated of-
ten. However, this frequent calibration again stimulates continuous monitoring of the
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development processes, which was found to be a driving factor for implementation
[87].

“I think it creates awareness of where your organisation currently stands.
In healthcare, we often try to tackle a lot of different issues, and every doc-
tor or specialist has their own interests. These are often accommodated as
well. But by coming together to create a shared understanding of where
we are and what the main challenges are, we can actually make mean-
ingful progress. This focuses everyone’s attention in a specific direction,
which allows us to achieve much more than if everyone started their own
projects, many of which never get completed. That’s what often happens,
after two or three months, something doesn’t work, or it doesn’t deliver the
expected results, and then people move on to something new. So, having
a shared vision creates collective focus, which can really help to make a
difference.” Translated from Dutch to English from the interview with B5.

“And once you identify a few areas for improvement, you need to zoom
in on those more deeply. You should then bring in experts to pinpoint the
actual issues. A maturity model alone is just a quick scan; it gives you a
general idea of where you need to go.” Translated from Dutch to English
from the interview with B3.

“I do expect it will become increasingly easier for people to use these tools.
I think most people can already use something like ChatGPT. So, a ma-
turity model should probably be revised every six months to see if what
it assesses is still relevant.” Translated from Dutch to English from the
interview with B3.

Overall, the stakeholders’ perception with respect to maturity models is positive and
they see it as a potentially useful tool to help organisational developments with respect
to AI readiness and AI literacy. Most stakeholders without a business background
have not heard of the concept before and do not know how to put such a tool to
practice.

5.3.2. Inductive themes
With the deductive themes covered in the previous section, the hybrid coding method
used for the thematic analysis also provided inductive themes, which will be covered
here. The themes identified using the thematic codes provide overarching topics
which were deemed important by stakeholders. The following themes have been iden-
tified by grouping the codes as explained in chapter 3.

AI opportunities
This theme, identified from the interviews, highlights that stakeholders generally recog-
nise opportunities for utilising AI. As many stakeholders see it, currently only white-box
AI, or rule based algorithms are in use. On the other hand, stakeholders see benefits in
using more advanced AI tools and also mention how all of the necessary components
are already available. Meaning that in the world, the implementation of black-box AI
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is already technically feasible and the knowledge is already available. Stakeholders
have identified opportunities mentioning how AI can be faster compared to clinicians
while also not suffering from human factors such as fatigue.

“At a certain point they (the clinicians) will also see better results frommore
AI-driven approaches compared to the traditional way. Humans are prone
to make accidental errors and this is especially the case during the long
shifts when they get tired. You can quickly see applications for this, but in
a more business-oriented context, it can sometimes be more challenging.”
Paraphrased from the interview with B5.

“The issue from the physicians’ perspective is that they often prefer to
make diagnoses based on their years of experience. They’ve been study-
ing these conditions for many years, and suddenly, an AI can do it, poten-
tially training a model in just a few hours. So, they want to understand how
reliable the AI is. While data scientists might grasp this, the doctors need
to know: how reliable is it for them?” From the interview with T3.

Furthermore, in the context of trust, stakeholders have mentioned how a strict stan-
dardised use of AI, like in a clinical protocol, could support trust in patient related work.
The standardised use of AI, hints at knowing the limitations and boundary conditions
of AI, which is similar to how medicine in healthcare is prescribed and proposed to
patients. Hence, this advocates for the development of highly specific AI tools in the
context of healthcare.

“It’s important that the limitations of its use are clear. Like with medication,
for example, where you have contra-indications, this medication can be
given unless certain conditions are present. Then you also have an alter-
native solution that you can use.” Translated from Dutch to English from
the interview with C5.

Difficulties with AI in healthcare
The difficulties with the implementation of AI have been a frequently occurring theme
during the interviews. Within the semi-structured interviews, the participants were
encouraged and given the freedom to express their experiences on this topic. Con-
sequently, the resulting aspect discussed on the difficulties with the implementations
of AI ranged widely. From these interviews it became clear that the healthcare organ-
isations need all resources to provide as much patient care as possible. Therefore,
there is not enough “bandwidth” to engage in innovation projects such as the imple-
mentation of AI. Furthermore, the stakeholders mentioned that the financing structure
of healthcare advocates for production, creating fragmentation which is a barrier for
innovations. Next to this, the healthcare setting is dealing with people for which a
binary solution is not always possible. In these situations, the applicability of AI is still
looked at critically. Another topic is the difficulty with vendor lock-in currently at play
in Dutch healthcare, which brings difficulties with technology advancements.

“In my opinion, I don’t think hospitals or healthcare centres can adopt
this kind of maturity model because it seems to require a large depart-
ment and many people to manage it. Most hospitals don’t have enough
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data scientists or engineers—they’re primarily focused on treating patients.
Analysing data or assessing AI readiness isn’t their main priority, even
though it’s important. At the moment, I don’t see them implementing such
a model because they lack the resources. All the funding is likely going
toward patient care, like buying more beds or expanding rooms. Asking
them to allocate money for a team just to study or evaluate AI models
seems unrealistic right now.” From the interview with T3.

“There’s one thing we haven’t touched on yet, and that’s the entire funding
structure of healthcare. Right. Because that also determines why many
organisations are somewhat constrained in how they operate. You get paid
based on production, which has created silos within the healthcare system.
And that holds back innovation. So, if you take a broader view of the entire
healthcare system, you really need a kind of community, or a wider group
of people, who acknowledge that the way we’re doing healthcare now is
unsustainable. It needs to change, and it needs to improve.” Translated
from Dutch to English from the interview with B5.

As mentioned before, the scope of this study will limit itself to focusing on the social
and technical aspects. However, these interviews also highlight the other aspects of
the implementation difficulties that persist and need to be addressed for the implemen-
tation of AI.

Non-technical factors needed for AI
Next to the opportunities and difficulties which were mentioned by stakeholders, fac-
tors needed for the implementation were also discussed. During the conversations
the non-technical factors were discussed at length.

“Building trust should not rely solely on the addition of impressive features
or technology which represents a common pitfall that technical founders
across industries frequently encounter. Instead, I think it is more in the
holistic process around it as well.” Paraphrased from the interview with
T5.

This was something which could be expected due to the social aspect related to the
implementation of black-box AI. As also mentioned in the sociotechnical framework,
presented in subsection 2.4.1, the sociotechnical gap presents itself in social demands
that are currently not supported by technology [85]. The propositions presented previ-
ously, provide initial steps to bridge this gap supported by literature and the initial set
of scoping interviews.

Within these non-technical factors, topics such as human oversight, understanding the
underlying mechanisms, and literacy, were discussed the most. Within the healthcare
sector, human oversight plays an important role. This also has to do with the liability
and responsibility of the clinicians.

“Well, in healthcare, liability plays a significant role. This is likely more im-
portant here than in sectors like finance or others. It definitely impacts the
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need for reliability, as you’d want to be able to prove near 100% reliability
in these cases.” Translated from Dutch to English from the interview with
C3.

The difficulty with AI in healthcare is that the cost of it failing is really high. Therefore,
it is complicated for clinicians to trust AI systems and give a medical prescription, if
they do not understand the underlying methodologies. The exact workings are not
necessary but a broad understanding of the concepts and which factors are used are
deemed as important. To improve this base level understanding within end-users,
some level of AI literacy is required which is also advocated by stakeholders with a
technical background.

“I think it’s important to have some understanding of how it works, so to
speak. What are the key components in the system? You don’t need
to know every detail, of course, but I believe it’s important to have some
knowledge of what the model is focusing on.” Translated from Dutch to
English from the interview with C3.

“In medicine, as a doctor, you must always justify your reasoning, only
sometimes relying on a gut feeling known as the “pluis/niet-pluis” concept
when something seems off and more investigation is needed. Most deci-
sions are medically and data-based, drawing from your knowledge, guide-
lines, and clinical reasoning. Medical training focuses on understanding
the body at the cellular level, starting with how it functions normally, which
helps in diagnosing based on symptoms. If AI could adopt a similar rea-
soning approach, explaining diagnoses by how the body works, it would
likely build trust among doctors.” Paraphrased from the interview with C4.

“We found out a lot of physicians or clinicians, they basically don’t have
any idea. Maybe they know what AI is, but they have no idea what AI can
do.” From the interview with T3.

“I think everyone needs some understanding of AI, so ongoing training
before implementation is important to help people feel comfortable. I’ve
noticed that experienced doctors and nurses often prefer their own judge-
ment over AI, even when AI provides a good result with just a click. The
challenge is how to make them more comfortable and open to using AI, as
they still prefer to rely on their own expertise.” From the interview with T3.

Organisational culture
Another theme which often came up during the conversations was the organisational
culture. During these interviews, stakeholders mentioned how the healthcare indus-
try is generally more on the conservative side of implementing AI which has a direct
impact on patient care. This conservative attitude is good, as it protects patients from
bad healthcare practices. But this also creates a barrier for the adoption of AI as
experienced by stakeholders.
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“I can imagine a group of doctors thinking, “I’ve been doing it my way for
30 years, so I’ll keep doing it that way.” In healthcare, there’s also a lot
of time pressure, so some may feel that using AI would just take more
time, making them less inclined to adopt it. These are factors that could
definitely play a role.” Translated from Dutch to English from the interview
with C3.

“Using black-box AI can lead to distrust from doctors, as they rely heavily
on their clinical reasoning. I personally would be open to it, but older doc-
tors and the more traditional group would likely show some resistance.”
Translated from Dutch to English from the interview with C4.

In many instances, stakeholders have mentioned how acceptance of AI systems will
take time. This is a natural reaction as the adoption of new technologies roughly
follows the diffusion of innovation Model introduced in chapter 2 [33]. This model
states that at a certain point the large majority will start to adopt the new technology.

“I think it’s also just amatter of getting used to it. It’s a kind of time exposure.
So indeed, I believe that plays a part as well. I already touched on this
in one of your earlier questions. It’s about consistently delivering results
that align with expectations.” Translated from Dutch to English from the
interview with T5.

“Autonomy is highly valued in healthcare in general, and eventually, it will
be accepted. It just takes time, and I think that’s true for society as a whole.”
Translated from Dutch to English from the interview with B3.

“I’ve taught a yearly class on data and tool exchange in healthcare for
future managers, and I noticed a pattern. In a group of 30 youngmanagers,
a few are early adopters who fully embrace it, a large middle group is more
hesitant, waiting to see how things unfold, and some outright reject data,
focusing only on people. This reflects how organisations often take time to
fully accept new technologies.” Paraphrased from the interview with B5.

However, in these interviews it also became clear that more opportunities are emerg-
ing with respect to organisational culture. As mentioned by several stakeholders, the
new generation is more open to the use of AI tools. The new generation is younger
and also contains a higher ratio of females which, according to stakeholders, can be
the reason for higher acceptance of AI tools.

“I do think there’s a shift happening. It used to be mostly male doctors, but
now a large number of younger women are entering the field. Medicine
has become a female-dominated study. This younger generation might be
more open to adopting AI tools.” Paraphrased from the interview with B3.
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Data management & Technology needs for AI
The last inductive theme identified from the interviews is data management and tech-
nology. In the previous themes, the difficulties and needs related to the social aspect
were discussed. During conversations with stakeholders, technical aspects were also
discussed. These mostly had to do with the current IT infrastructure which was out-
dated and the needs on the technical side. The difficulties with the underlying IT
infrastructure provides problems with the integration of new AI tools in terms of data
quantity, data sharing, and general workflow. As highlighted by the stakeholders, dif-
ficulties with the supporting technologies are expected.

“I think one of the main challenges is the outdated and slow infrastructure.
For doctors and healthcare workers, systems like Epic or Hicks (EMR) are
where all the work happens. The AI tools need to integrate smoothly with
these systems. How well they work together will largely determine how
widely AI is adopted. If users have to constantly switch between differ-
ent applications, it won’t fit into their workflow, and they won’t use it. The
readiness of EMRs for AI and the ease of integrating applications into that
environment are crucial for adoption.” Translated from Dutch to English
from the interview with C5.

“I believe that having a solid foundation is essential, which means man-
aging information effectively. We need to ensure that we have the right
information, store it properly, and work uniformly according to standard-
ised processes. If we deviate from these processes, we should discuss it
collectively. This foundational aspect is crucial for successful integration
with supporting technology.” Paraphrased from the interview with T4.

“We need to collect more reliable data in hospitals, as mistakes in dosages,
like confusing 0.05 with 0.5 or 50 millilitres with 50 litres, can compromise
data integrity. Ensuring accurate data recording is crucial since this infor-
mation will be used in AI models. In my work, I spend 70-80% of my time
cleaning and processing data. Without high-quality data, AI models will
yield poor results. Improving our supporting technology and workflows is
essential before we can effectively implement AI tools.” Paraphrased from
the interview with T3.

It was stressed that the seamless integration of the new AI tool within the workflow
is something which will strongly dictate the AI adoption. As the current healthcare is
under a lot of pressure, end-users do not have the time to waste efficiency on AI tools
which do not directly help them with their current task of helping patients.

“It must fit seamlessly into the workflow without causing too much hassle.
Since healthcare is a dynamic profession, quick action is essential, and de-
lays are frustrating. The tools should be easy to use, and there should be
checks in place to ensure that the data being entered is accurate.” Trans-
lated from Dutch to English from the interview with C5.
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5.3.3. Discussion
In the deductive themes, stakeholder perspectives on the three propositions have
been presented. In general, stakeholders agreed with the propositions. In the first
deductive theme, insights have been provided into stakeholders opinions on reliability
indicators for building trust in healthcare. It was interesting to note that many stake-
holders were already familiar with, or at least heard of, the concept of Computational
Reliabilism (CR). This could be because these stakeholders have been actively in-
volved in AI implementations, or it could be due to the fact that the general idea or
outline of the concept is quite simple to grasp, even though the complete theory is
much more intricate. In that case, the introduction provided on computation reliability,
as presented in Appendix D, may have been too general in its explanation of CR. For
a future study, to truly test whether stakeholders agree with the concept of CR, it is ad-
vised to carry out a more elaborate study. This could involve conducting a workshop
that guides clinical stakeholders through the theory of CR and subsequently through
simulated healthcare-relevant situations to gather their opinions on whether CR would
provide sufficient support for trust. Depending on how accurately the simulated situa-
tions align with real-life scenarios, this method could offer direct insights into the limits
of CR as perceived by clinical stakeholders.

Next is Explainability, which stakeholders generally view as a necessary factor in
healthcare. Ideally, it provides insights into the underlying methods used in AI, or
at least a broad understanding. However, Explainability for Black-Box AI in its current
state mainly offers Transparency on the data used for training and the construction
of the algorithm. Before any understanding can occur, some level of AI literacy is
required, which translates into understanding the limitations of the AI tool. In this con-
text, clinical stakeholders have indicated that having precise protocols for when and
how to use AI tools would help with the development of trust. Furthermore, it is es-
sential to make the AI tool almost foolproof within certain protocols, similar to those
used for medications. It is therefore advised to provide a level of Explainability that
clearly prescribes how to use the results from the AI system, thereby building trust
in its correct use. For future studies, it is interesting to investigate the relationship
between CR and Explainability. It may be possible to incorporate a level of Explain-
ability into the workshops described in the previous paragraph. In these simulated
situations, where clinical stakeholders are supported with CR and Explainability, their
perceived trustworthiness of the AI system can be collected. This approach might
offer insights into the limits of Explainability in combination with CR, as perceived by
clinical stakeholders.
Lastly, during the conversations, the maturity model was presented. In general, stake-
holders were positive on the use of a maturity model in the context of AI readiness
and AI literacy. It is important to note that non-business stakeholders had no prior
knowledge of this topic, making their opinions less critical compared to business stake-
holders. While all stakeholders see a maturity model as a useful tool, it is critical to
assess on which level the maturity model should operate, as it can vary per organisa-
tion and AI initiative due to its highly context-dependent nature. This contrasts with the
combined framework presented in section 5.1, which is specified to the context of the
healthcare sector in general. To start the conversation on how to apply the maturity



5.3. Sub-question 5 70

model, the combined framework provides a starting point. From the sociotechnical
framework, a set of probing questions on the different building blocks can be used
to start the conversation with the different stakeholder groups. This collaborative ini-
tiative is precisely what stakeholders identified as a strength of the maturity model:
bringing together the different stakeholder groups to engage in a conversation. An-
other consideration regarding the applicability of a maturity model is that it generally
does not include the development steps needed to go from one level to the next. For
this, it was mentioned that experts are necessary to provide their knowledge.

It is a positive sign that stakeholders agree with the propositions of this study. How-
ever, it is important to note that they might have also agreed with propositions present-
ing other methodologies, which reflects a limitation of the research methodology. Fur-
thermore, participants were selected based on their experience with AI in the health-
care context. In general, the healthcare domain is hesitant to adopt AI technologies,
as found in the literature [10]–[12]. However, the stakeholders in this study did not
show such resistance. This is likely due to the selection criteria, which required par-
ticipants to have experience working with, developing, or implementing AI. It would
be interesting to study whether this openness to black-box AI is specific to this stake-
holder group. This could be explored further by an in-depth investigation into Dutch
healthcare culture, by interviewing a larger stakeholder group who do not necessarily
have experience with AI. Additionally, as mentioned before, it was surprising to see
that the candidates were already familiar with a relatively uncommon concept: compu-
tational reliabilism. This may suggest that these stakeholders are well-informed about
AI ethics in relation to implementation. However, it is more likely that the stakeholders
understood the basic concepts explained during the introduction and related them to
prior knowledge on AI system reliability. This could have interfered with the results,
as it is unclear what prior knowledge the stakeholders are relating to from the intro-
duction. Based on their responses, it is likely that the stakeholders did not have prior
knowledge of the ethical theory of computational reliabilism. In any case, the ques-
tions have collected the stakeholders’ opinions on trust in relation to reliability of AI
systems. This is an important building block for developing CR in the future.

The hybrid coding method allows for the identification of inductive themes as well.
These themes allow for recognising some overarching themes which are not tied to
a particular proposition. Here again, similar themes are identified as in the first set
of scoping interviews. This has naturally to do with the set of questions, which di-
rected the interviews in a similar direction. However, a completely different set of
participants were selected and then encouraged and given the space to provide their
own perspectives and opinions. Therefore, since similar themes have reoccurred,
this gives an indication that a good saturation has been reached during the first set
of interviews. It was interesting to note that during these interviews, the stakeholders
were looking for solutions in their own domain of expertise, which is completely logical.
However, this gives a slight preview of how cross-stakeholder discussions might go.
Each stakeholder should provide solutions to the problems in their own way, which
through iterations can be combined and applied. Some stakeholders mentioned how
the acceptance of new technologies takes time, which might be seen as an implica-
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tion to wait for the diffusion and adoption of new technologies to happen. However,
this attitude is not in the nature of research catered towards driving the diffusion of
innovations.

5.4. Recommendations - Implementation Roadmap
In this section, the results from the two phases of this study are combined into a
recommendation that includes a roadmap for implementing black-box AI in health-
care, presented in three steps. This recommendation is written for a multidisciplinary
group of stakeholders, consisting of healthcare decision-makers, clinical end-users,
and technical teams/AI developers.

5.4.1. Step 1: Stakeholder Collaboration
This study advises stakeholders to adopt an active approach in implementing AI in
healthcare. A multidisciplinary team of initiators, consisting of healthcare decision-
makers, clinical end-users, and technical teams/AI developers, should be formed.
Healthcare organisations committed to implementing black-box AI tools should con-
sider allocating time to discuss both opportunities and challenges. Healthcare decision-
makers must ensure that participants in this initiative have the necessary time, as it
has been made clear that all resources are currently used to provide more healthcare
services. Investigating how to create this extra bandwidth is a essential, though it falls
outside the scope of this study.
To facilitate the conversation between stakeholders, the technical themes identified
in this study (i.e., the technology landscape, organisational maturity, available data,
AI models, and current use of explanations) alongside the social themes (i.e., values,
current trust levels, and actionability regarding AI), should be discussed. To facilitate
this discussion, the starter/probing questions from the sociotechnical framework and
the maturity levels from the DDSS framework can be used to guide these discussions
[85], [123]. Naturally, any other topics deemed important by stakeholders should also
be included.
The aim of this discussion is to make stakeholders from different disciplines aware of
each other’s challenges. While the specific details of these challenges differ per or-
ganisation, this study has identified that the technical challenge is primarily related to
IT infrastructure, the organisational challenge is related to AI literacy and AI readiness,
and the social challenge is related to trust. By increasing the awareness of these chal-
lenges among stakeholders, a more aligned implementation effort can be achieved.
How this alignment will be used will be explained in the next step, where technical and
organisational readiness will be developed using a maturity model.

5.4.2. Step 2: Build Technical and Organisational Readiness
In this step, technical and organisational readiness will be further developed using
a maturity model as suggested in section 5.2. The same multidisciplinary team will
continue regular meetings and communication. As explained in the first step, earlier
discussions have identified opportunities and challenges, which have beenmade com-
municated to the stakeholders. This step will focus on one of these opportunities for
the implementation of black-box AI, as a goal to work towards.
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By focusing on a single implementation, the aim is to narrow the scope of the im-
plementation effort to a tactical or operational level. This focus has the benefit of
providing clear challenges and necessities in the organisational, technical, and clini-
cal aspects. For example, an organisational challenge could be that current clinicians
do not yet have the necessary AI literacy level to work with AI outputs. Or on a tech-
nical level, this could mean that the supporting IT infrastructure is not well-developed
enough. The exact details, which are specific to each healthcare organisation, should
be addressed in this step of the roadmap. Each stakeholder group is tasked with pro-
viding levels to progressively work towards the desired goal of implementation, within
their domain of expertise. Each domain, technical, clinical, and organisational, will be
asked to define maturity levels in response to the identified challenges. In addition
to assessing the current maturity level, stakeholders should set target maturity levels
for each domain that are required for successful AI implementation. These maturity
levels can be broken down into specific, measurable steps, providing a clear path for
each group to follow.

For example, the technical team may outline specific steps for improving IT infras-
tructure, such as upgrading servers or ensuring AI system compatibility with existing
healthcare data platforms. On the organisational side, progression could involve tar-
geted AI literacy training programs for clinicians, beginning with fundamental AI con-
cepts and progressing to more complex interactions with AI outputs. Clinicians may
focus on adapting workflows to incorporate AI insights into their decision-making pro-
cesses.

By categorising the necessary improvements into maturity levels, stakeholders can
track progress and address the gaps preventing black-box AI implementation. As each
group progresses through its maturity model, regular communication and feedback
loops between stakeholders are essential. This ongoing collaboration ensures that
progress in one domain (e.g., infrastructure upgrades) is consistent with progress in
others (e.g., training and workflow improvements). Regular evaluation of maturity
levels will help maintain a focused and adaptive implementation strategy. In the next
step, a pilot will be used to further develop methodologies to build trust in black-box
AI systems.

5.4.3. Step 3: Pilot Using CR and Explainability for Trust
In the previous steps, an opportunity for the implementation of black-box AI was se-
lected and organisational and technical readiness were developed using a maturity
model. In this step of the implementation roadmap, a pilot will be used to test and
further develop Computational Reliabilism (CR) and Explainability to build trust, as
proposed in section 5.2. Since, the previous step used maturity levels to develop
readiness, factors such as data availability, technical infrastructure, and AI literacy
are now at a sufficient level. The pilot will also include stakeholders outside the mul-
tidisciplinary team driving this implementation initiative. The goal of the pilot testing
phase is not only to observe the AI tool’s technical performance but also to identify
which other requirements are still needed from stakeholders for implementation. This
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phase should be closely monitored with clear success metrics (e.g., improvements in
efficiency, data accuracy, ease of use, and perhaps most importantly, trust levels).

During the pilot phase, CR will be critical in establishing trust in the black-box AI sys-
tem. CR shifts the emphasis away from explaining every internal detail of the AI
system and towards trust in the system’s reliability and performance outcomes. To
accomplish this, stakeholders must establish clear reliability indicators, such as accu-
racy, consistency, and possible Type 3 - RI’s (social reliability indicators, as further
explained in subsection 2.5.2), so that clinicians and end-users can trust the AI’s rec-
ommendations without requiring complete Transparency into its internal operations.

In parallel, Explainability will ensure that clinicians and other end-users understand
how to interpret and act on the AI’s outputs, even without fully understanding the
underlying algorithms. In this context, Explainability does not have the goal to create
Transparency, as discussed in subsection 2.5.1. Instead, it should be centred on mak-
ing AI outputs actionable and relevant to specific clinical challenges. For example, this
can be done by providing clear boundary conditions for the AI system’s intended use.
The system could generate understandable explanations for why a specific diagnosis
or recommendation was made, allowing clinicians to make informed decisions while
remaining accountable for patient care. During the pilot, the following key activities
should be executed:

- Monitoring Reliability Indicators: Track key performance metrics such as predic-
tion accuracy, error rates, and consistency across different datasets or clinical
conditions. Regular evaluations should be conducted to ensure that the AI is
functioning reliably. This task should primarily be performed by technical and
clinical stakeholders.

- Collecting End-user Feedback: Continuous feedback from clinicians and other
healthcare professionals who interact with the AI system is essential. This feed-
back will help identify any gaps in explainability, usability, or reliability that need
to be addressed. This task should primarily be performed by organisational
stakeholders.

- Adjusting the Pilot Based on Feedback: The pilot should be adaptable, allowing
for adjustments based on feedback. If trust issues arise, the system’s explain-
ability may require additional modifications or criteria. For this, an iterative or
agile approach may be most suitable, where all stakeholders should engage in
further discussions and brainstorming.

- Trust Assessment: Measuring trust levels in the AI system is critical. Surveys,
interviews, and other qualitative measures can be used to determine whether
clinicians trust AI outputs and are comfortable incorporating them into decision-
making processes. This trust evaluation should be carried out at various stages
of the pilot to track progress.

Using a pilot helps demonstrate if a new AI tool performs as desired in a relatively
controlled environment. Once this has been achieved, the next step is to scale up the
pilot and further adopt the technology. These following steps should involve legal com-
pliance and establishing an AI governance board as efforts will continue to scale AI
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into a transformative technology. However, how this will be achieved is unfortunately
considered outside the scope of this study.



6
Conclusion

In this study, the aim was to find adaptations or developments for AI implementation
frameworks to better align with the challenges faced by Dutch healthcare stakeholders.
This was achieved by presenting a combined implementation framework connected
to important themes identified from stakeholder interviews. The framework was fur-
ther expanded by providing propositions that guide stakeholders in taking initial steps
related to the main implementation challenges. To this end, qualitative research was
conducted, split into two phases. In the first phase, called scoping, the stakehold-
ers’ needs were collected through a set of unstructured interviews. This was supple-
mented with a literature review on implementation frameworks for AI in healthcare.
The information gathered in this scoping phase provided the foundation for the sec-
ond phase of the study. During the second phase, AI implementation frameworks
from the literature were combined, using complementary parts of each framework to
cover all the themes deemed important by the stakeholders. The new framework, in
combination with the knowledge obtained during the study, was used to provide propo-
sitions geared toward the main implementation challenges identified. In the final part
of the study, stakeholders were interviewed again, this time to gather their opinions
on the propositions addressing the challenges. These results were accumulated into
a set of recommendations to provide advice for Dutch healthcare on improving the
implementation and adoption of black-box AI tools.

6.1. Phase 1: Scoping
In the scoping phase of this study, first broad interviews have been conducted with
business, technical, and clinical stakeholders. These scoping interviews allow for the
collection of qualitative data on the challenges faced by these stakeholder groups.
This is necessary to maintain the research grounded and relevant to Dutch health-
care. From the aggregated summaries, the main themes and subsequently the main
challenges for the implementation of AI have been identified. The main challenges
identified from the aggregated opinions of the stakeholders were distilled down to
three aspects, the technical, organisational, and social sides. From interviews with
different stakeholders, other challenges were also discussed, such as vendor lock-in,
financial budget, and availability of organisational bandwidth. These challenges are
relevant as well and must also be addressed to further facilitate the adoption of AI.
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However, within the scope of this study, the focus has remained on the challenges re-
lated to sociotechnical issues on the organisational level, as they were more prevalent
during conversations with this stakeholder group. This has resulted in the following
themes and main challenges:

• Current AI tools in healthcare
• IT infrastructure (Technical challenge)
• AI readiness (organisational challenge)
• AI literacy (organisational challenge)
• Ethical considerations (Social challenge)

This information was supplemented with a literature review, which collected AI imple-
mentation frameworks for the healthcare domain. In the literature review, a total of
349 articles were retrieved from the Scopus database using a combination of broad
and refined search methods. After removing 18 duplicates, 331 records remained for
screening. Following an initial screening, 301 articles were excluded from further as-
sessment (301 out of 331, 90.9%). From the full-text assessment, only one applicable
implementation framework was ultimately included (1 out of 30, 3.33%). This number
was lower than expected, given the volume of articles on AI implementation frame-
works in general. However, these percentages align with a previous, more extensive
literature review by Gama et al. [32]. It is notable that the volume of articles on AI
implementation frameworks in healthcare has not changed significantly in a relative
sense.

The framework for the implementation of Digital Decision Support System (DDSS)
in healthcare was included [123]. This DDSS framework addresses all the themes
mentioned above, offering good coverage of the major challenges. Compared to the
sociotechnical framework introduced in the background chapter, it covers the themes
in greater detail and includes a maturity model as a concrete method for addressing
the main challenges related to the organizational aspect. On the other hand, the so-
ciotechnical framework provides a clear structure for addressing the key challenges re-
lated to the technical and social aspects. Therefore, these two implementation frame-
works have complementary dimensions, which will be used in the second phase of
the study.

6.2. Phase 2: Framework & Propositions
In the second phase of this study, the information collected during the scoping phase
was utilized to create a combined framework and present propositions. First, the two
frameworks introduced in the study were combined. This combination was based on
the key themes identified in the first phase. By integrating the complementary parts
of each framework, the aim was to develop a more comprehensive framework that
addresses the social, technical, and organisational challenges more effectively. This
methodology leverages the strengths of both frameworks, thereby providing support
across various dimensions. Second, propositions were presented to guide stakehold-
ers in addressing the main challenges identified during the scoping phase. These
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propositions were developed based on the insights gained from the literature review
on implementation frameworks and relevant background literature.

The two frameworks presented in this study are the sociotechnical framework, intro-
duced in subsection 2.4.1, and the Digital Decision Support System (DDSS) frame-
work, presented in subsection 4.2.1. The DDSS framework offers a highly detailed
structure that covers many aspects of the implementation challenges, particularly ex-
celling in addressing organizational and technical aspects. The sociotechnical frame-
work, on the other hand, provides a clear structure and explicitly addresses the so-
ciotechnical gap by covering key aspects within dedicated technical and social “wings”.
The combined framework leverages the strengths of both frameworks, retaining the
clear structure of the sociotechnical framework while adding two important dimensions,
namely the ”technology landscape” and ”maturity.” Many of these dimensions overlap,
providing strong internal validation of their importance. With the combined framework
complete, the themes identified from the stakeholder interviews were mapped to each
of the framework’s dimensions, thereby connecting the stakeholders’ main implemen-
tation challenges to the combined framework.

Three propositions based on literature have been presented to address the main chal-
lenges identified in the scoping phase. These propositions are founded on Computa-
tional Reliabilism (CR) and explainability to foster trust in black-box AI, and a maturity
model to address technical and organizational challenges. A second round of semi-
structured interviews was conducted to gather opinions on these propositions. These
interviews provided general support for the propositions, identified through deductive
thematic analysis, and further insights into overarching stakeholder needs, identified
through inductive thematic analysis. The overarching themes touched on similar top-
ics as those identified in the scoping interviews, indicating that saturation might have
been achieved during the first set of interviews. The overarching themes are listed
below:

• AI opportunities
• Difficulties with AI in healthcare
• Non-technical factors needed for AI
• Organisational culture
• Data management & technology needs for AI

The results of the two phases were combined into a recommendation for stakeholders,
addressing the main research question and providing an implementation roadmap. In
this recommendation, it is advised to use the combined framework alongside the three
propositions presented in this study to assist stakeholders in tackling challenges re-
lated to the social, technical, and organisational aspects of AI implementation.

Finally, this study has its limitations. As discussed in subsection 4.1.7, it would have
been interesting to conduct more interviews during the initial scoping phase to find
more relevant challenges insights into tangent challenges, for example the legislative
aspects. The scope of the literature review has been on the smaller side, screening
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331 records. This resulted into including a single relevant article. For further continu-
ation it is interesting to expand the literature review to obtain more relevant implemen-
tation frameworks. As the focus of this study has been on the social, technical, and
organisational aspects of black-box AI implementation the stakeholder groups have
been chosen to have similar backgrounds. However, in order to provide a complete
overview of all stakeholder needs, the legislative and patient stakeholders, would have
been interesting to investigate as well. As also mentioned at the end of the recommen-
dation in section 5.4, this study is limited the initiation of black-box AI implementations
in healthcare. Other major challenges in Dutch healthcare are the legislative compli-
ance, which is an interesting subject as continuation on this study.
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Glossary

Black-Box AI
AI systems, often complex models like deep neural networks, where the internal
workings and decision-making processes are not easily interpretable or trans-
parent to humans. Many deep learning models used for image recognition or
natural language processing are considered black-box models. 14, 18, 19, 21,
22, 42, 69

Epistemic
Epistemic refers to anything related to knowledge, understanding, or the pro-
cesses by which we acquire and justify knowledge. In a glossary, it often relates
to the study of the nature, sources, and limits of knowledge, commonly used in
fields like philosophy, science, and AI ethics. 22

Explainability
Explainability in the context of Explainable AI (XAI) refers to the degree to which
an AI system’s internal mechanisms, decisions, and reasoning can be under-
stood by humans. It encompasses the clarity, interpretability, and accessibility
of the explanations provided by the AI, allowing users to comprehend how inputs
are transformed into outputs. In the case of this study sometimes also used in
the form where it provides an explanation of the boundary conditions for the cor-
rect use of AI systems. 11, 17, 19, 21, 22, 41, 42, 46, 47, 52, 54, 56–58, 61, 62,
69, 72, 73

Machine learning
Machine learning is a branch of artificial intelligence (AI) that enables computers
to learn from data and improve their performance on specific tasks over timewith-
out being explicitly programmed. Instead of following predefined instructions,
ML algorithms find patterns in data and make predictions or decisions based on
these patterns. 6, 12, 13, 15

Sociotechnical
Sociotechnical refers to the interconnected relationship between social and tech-
nical aspects of a system or process. It highlights how human, organizational,
and cultural factors interact with technology in complex ways. 11, 17, 19, 21, 23,
24, 29

Transparency
Transparency refers to the clarity and openness with which an AI system’s oper-
ations, decision-making processes, and underlying models are communicated
and understood by stakeholders. It includes the ability to explain how data is
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used, how decisions are made, and how the system functions, allowing users,
developers, and regulators to scrutinize and trust its performance. 15, 18, 21,
22, 41, 42, 46, 47, 54, 60, 62, 69, 73



Acronyms

ANN
Artificial Neural Network. 13

CAD
Computer aided-system. 14

CR
Computational Reliabilism. iii, 22, 23, 54–56, 69, 70, 72, 73, 77

DDSS
Digital Decision Support System. 44, 47, 48, 50, 52, 54, 57, 76, 77

EEO
Essentially Epistemic Opacity. 22

RI
Reliability indicator. 23, 54, 55, 73
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By filling in this consent form and giving your signature, you accept the terms and 

conditions of this study as described in this document.  

Personal information will never be published and remains within the university. All the data 

collected from the participants will be used for research purposes only. The data will not be 

used for commercial or economic purposes. In the publication, participants will be named by 

their unique ID number, not by their name. Study IDs are given by the researchers manually 

once the participant has signed the consent form. 

This study is conducted in collaboration with PwC 

Purpose of the study 

Thank you for showing interest in taking part in my study!  

This study aims to identify challenges for the implementation of black-box AI in Dutch healthcare. 

For this, interviews with stakeholders will be performed to ask about their experiences on this 

topic. Furthermore, this study presents propositions to address the identified root causes of the 

implementation problem. These propositions are presented to the stakeholder groups to collect 

their opinions on these propositions. To this extent, two sets of interviews have been conducted, 

firstly to collect general information on the challenges faced by different stakeholder groups and 

secondly to collect the opinions of these stakeholder groups on propositions addressing the root 

causes of the implementation problem. 

By signing this form, you consent to partaking in the first set of scoping interviews of this study. 

Participation in this study is completely voluntary and you can choose to withdraw from the study 

at any time by contacting the main researcher (contact details given below). 

Parts of the study 

The study consists of multiple parts. The participants are asked to fill in the following forms and 

complete the following parts of the study:  

●  Demographic information and consent form (given at the end of this document): please 

fill in your demographics, as well as signing the consent form to indicate that you agree to 

the terms of the study. 

●  An interview will be conducted with the main researcher either in person or online via 

MS Team. 

●  Data will be collected during the interview in the form of written notes which will be 

temporarily stored on the TU Delft OneDrive sever, accessible only to the TU Delft 

research team and deleted after the study has been completed. 

●  The data collected during these interviews is used to produce an anonymized summary 

which will be written and send back to the participant. 
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●  The anonymized interview summary will be published in the appendix the thesis report. 

Ensuring participants’ privacy 

To secure participants’ privacy, the researchers will: 

●  The written data (verbatim notes) from the interviews will be deleted as soon as the study 

has been completed. 

●  The answers given by the participants during their interviews will be made anonymous 

and used within the interview summary. Personal information (such as their name, age, 

etc.) that could possibly be used to identify them will be excluded.  

●  In the official publication, participants will be referred to by their ID (e.g. participant ‘P1’), 

and not by their name. Therefore, participants’ answers, such as paraphrases in the paper, 

will be given in combination with their ID. 

Main researcher contact information 

Name:  

Email:  

Main supervisor contact information 

Name:  

Email:  

Second supervisor contact information 

Name:      

Email:  
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Demographics [to be filled in by the participant] 

Occupation:  

Specialisation:  

Consent form [to be filled in by the participant] 

Please circle the option ‘Yes’ if you consent to the corresponding term. 

I hereby declare that I have read the purpose of the study, and that I was given 

the opportunity to ask questions. My questions were answered sufficiently and 

adequately. I was given an adequate amount of time to decide on whether I 

wanted to take part in the study or not. 

Yes / No 

I hereby declare that I am informed of the fact that participation in the study is 

voluntary. I know that I can decide to withdraw my participation from the study 

at any moment, without owing the researchers an explanation of my withdrawal. 

Yes / No 

I give permission to the researchers to use my answers to the interview 

questions for the objectives of this study as declared in this form. 

Yes / No 

I was informed on how my data will be used for the study, including the 

precautions taken by the researchers to secure my privacy. 

Yes / No 

 

Name participant: 

 

 

I have read and understood the information above, and I consent to participate in the study 

and to the data processing described above. 

 

Signature participant:  

 

 

 

 

Date: 

 



B
Phase 1: Scoping Interview

Summaries

The summaries provided in this appendix are based on the verbatim notes taken dur-
ing the scoping interviews in phase 1 of the study. The participants are referred to as
their code given in subsection 3.2.1, to keep the summaries anonymous.

B.1. B1
In this interview, B1, a healthcare IT advisor is interviewed. During this interview B1
made it clear that his expertise is focused on the IT side of healthcare organizations
and that in his experience AI has not yet played a large role in the IT domain of health-
care. In B1’s experience the most important step towards AI implementations in IT
of healthcare in the future is to make sure that the workspace and information gover-
nance is modernized and capable of facilitating quality data for AI with the right quality
control mechanisms. A topic which was immediately highlighted, was how healthcare
employees have been working with the same system for sometimes up to 30 years
and that changing their way of working also largely includes a change in mindset.

In the conversation with B1, it became clear that the current knowledge of employ-
ees is with respect to IT and topics such as data governance is outdated. In general,
healthcare IT staff needs more training on how to facilitate standardization in data
governance. In the current work environment in healthcare this is not the case. A
migration to a cloud based IT system is currently ongoing in many organizations. Mod-
ernizing the work environment is an essential step for future proofing the organization
and making it ready to adopt AI at a later stage. The development of an organization
wide strategy for AI will depend strongly on the capabilities of the current IT staff.

Modernizing the work (IT) environment should help with the staff IT literacy and the
organization its governance regarding data. Either through training or acquiring capa-
bilities related to data management open up steps in the future for organizations to
implement and adopt AI. For organizations in healthcare this is not only a technical
step but also a cultural challenge as mentioned by B1. The employees have been
working for years with the current system, which is now outdated. Because of this,
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there is a clear resistance to the change within the employees who see this modern-
ization as a hurdle.

Finally, data privacy and compliance are concerns that weigh heavily in healthcare
given the sensitive nature of the certain data. B1 mentions that these concerns are
related more with the IT and data governance rather than the implementation of AI.
Again highlighting that data management protocols will provide the basis for health-
care organizations to build on and move forward to implementing AI.

B.2. B2
In this interview, B2, a legal advisor specialized in the healthcare domain is asked to
share opinions and experiences with AI implementations. The experiences shared by
B2 are therefore more from an organizational perspective. One key issue that came
op during the interview is that organizations do not know where to begin. Manage-
ment often does not have any knowledge about AI. Therefore, informed decisions are
difficult to make. Upper management often intuitively wants to start with AI, as other
organizations start adopting these tools. Therefore, how B2 experiences the current
stage of the AI development is mostly in the form of exploration of options and waiting
for other similar organizations to provide a good example.

In terms of readiness for the implementation of AI, most healthcare organizations are
still exploring possibilities with AI by experimenting with small scale AI applications
rather than fully integrating them into their workflows. In the interview the concept of
implementation framework was discussed as well. Currently, B2 has not experienced
any general framework which could provide concrete, step-by-step guidance. More
general government-provided guidelines, like the Dutch Leidraad-AI, on the other
hand are widely used.

In B2’s experience healthcare organizations are unique and often have their own spe-
cific structure and processes. Therefore, each organization requires an unique ap-
proach for the implementation of AI. AI solutions often need to be adapted or cus-
tomized to fit the organization’s specific needs and therefore a general framework
might not be possible which still provides step-by-step guidance might not be possible.

The legal and ethical complexities associated with AI in healthcare makes it difficult
for upper management to navigate AI implementation as well. The technological chal-
lenges are one side of the challenge but questions like liability and patient safety are
even more important. Therefore, a strong legal construction on liability and responsi-
bility should be used to address these questions. The new EU wide AI-act will be an
important building block for this.

B.3. C1
In this interview, a radiologist, is interviewed on their experiences with the AI imple-
mentations in healthcare. It starts with a general discussion on examples of AI imple-
mentations that C1 is familiar with. During the conversation C1 mentioned that AI has
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significantly improved detection of certain conditions. An example of this would be an
algorithm which has doubled the number of detected embolisms in lungs by looking
at CT scans. This highlights the importance of performance of the AI and improving
the quality of the provided healthcare. On a administrative side, C1 mentioned that
the organization is actively busy with implementing AI tools, such as automated dis-
charge letters and no-show predicting tools. However, the integration has serious
difficulties. These tools require data which require a standardized way of working,
which is currently not yet the case. During the conversation, it was discussed how
this standardization of the way of working could take away the professional freedom
of the clinicians.

In the conversation with C1, the innovation landscape of healthcare organizations
was discussed. It was described how new AI initiatives tend to be disconnected tak-
ing place in separate domains within the organization. The initiatives often happen in
the form of a small pilots. These initiatives are generally are encouraged by the orga-
nization but it they do not lead to adoption yet from C1’s experience. It was mentioned
that this might be due to a lack of coordination.

In C1’s experience this does not reduce the need for radiologists. In a practical sense
Radiologists are still needed in proposing protocols for the right kinds of investigations.
But they are also an important part of the whole image value chain which they are also
responsible for. Another argument is that Radiologists have the ability to see the com-
plete picture of the patient and the context which they do better than AI. This highlights
the values within healthcare, prioritizing patient care and risk avoidance.

In the future, it is expected that AI will eventually take over developing protocols, as
this is something that is currently already looked at within C1’s organization. In the
organization C1 is working in, it would help with effective time utilization to implement
AI in the context of administrative and operational tasks. However, because standard-
ization issues in general these efforts have not led to any AI implementations on this
aspect yet.

Furthermore, C1 mentions that new development of AI tools needs to be integrated
well in the workflow because otherwise it just will not be used. A seamless integra-
tion in the current workflow is a must for clinical end-users. In the conversation with
C1, it became clear that end-user acceptance is an important factor for the eventual
adoption. The most important factor is to frame these new AI tools as technology sup-
porting the clinicians in their decisions. This highlights that the end-users of the AI
tool need to want to work with it otherwise the initiatives will not gain any support for
the development.

B.4. C2
In this interview, C2 is asked about their experience with AI in Dutch healthcare. This
started with a general conversation on what AI implementations are already present.
In this discussion C2 mentioned AI in two ways: for improving patient care, such as
AI in the context of healthcare imaging and predicting algorithms, and for improving
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logistics, such as hospital processes like scheduling surgeries, no-show prediction,
an AI chatbot, and automated discharge letters in the future.

In this conversation, C2 highlighted that AI and data should be seen separately from
each other. This is important to create guidelines separate for the algorithms and
data-governance. Regulation plays a big role in healthcare to protect the patients.
Therefore, the process to get AI approved for clinical use is often complicated and
takes a long time. Legislation for the implementation of AI is often seen as a hurdle
and something extra that needs to be taken into consideration. However, it becomes
clear that the legislation can provide support to the implementation.

Another problem with implementing AI that was discussed, was the difficulty of de-
termining the potential benefits upfront, especially without any data to demonstrate.
The integration of AI often also brings technical and operational difficulties as IT-
infrastructures in hospitals are often outdated. Integration often requires significant in-
vestments in hardware, software, and training of personnel. Therefore, many promis-
ing AI innovations end up in the so-called “Valley of Death” where high costs form
substantial obstacles.

The conversation also touched on the problems of using AI in a clinical context as
well. It is important to integrate the clinician within the decision process as they are
responsible for the patient. How to integrate the clinician within this decision making
process is one challenge, another challenge is to determine where this should be done
within the process.

B.5. T1
In this interview, T1, a clinical AI researcher is asked to share insights and experiences
for the development of AI in radiation therapy, which is the area of expertise of T1. As
discussed, radiotherapy, unlike most other areas in healthcare, is one of the few do-
mains where AI is already actively being applied. In the context of radiotherapy, one
discussed example of an AI that is currently being used is in organ contouring. This
is an algorithm which automatically outlines the organs which can help with precise
targeting during radiotherapy treatment. During the discussion automated treatment
planning was mentioned as and AI tool which remains under investigation in T1’s
organization. This tool can have the possibility of providing recommendations for a
treatment plan based on many input parameters. Furthermore, synthetic imaging is
something AI is being looked into. This is the process in which AI transforms one form
of medical imaging into a completely different medical image. The trustworthiness is
the main difficulty with this technique as it is impossible to verify the outcome when
it is in use. In T1’s experience, a form of human verification is an important form of
validation when it comes to trusting the use of black-box AI tools.

During the conversation the impact of these AI tools has been discussed. It seems
that the impact of using AI tools has most likely reduced the time it takes to treat each
patient, but it is unclear whether this also improved the quality of the delivered health-
care. Although AI can speed up certain processes, it became clear from the interview
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that it is still unclear how this implementation translates to better healthcare quality
and patient care. This touches on the values and priorities of healthcare organiza-
tions and the perspective on what AI should provide.

The difficulties with AI was also discussed during the conversation. The amount of
quality data necessary for good performance of AI was highlighted as a significant
challenge. The data quantity is not as much of a problem, as generally patient data
can already be collected over a long enough period. However, dealing with faulty data
such as outliers or wrongful measurements, presents difficulties in the training of AI
models.

In certain cases, it was discussed how AI tools, such as automated treatment plans,
can be seen as a tool that takes over the “fun parts” of the job, which is an unfortunate
outcome for clinicians. This naturally leads to some resistance from one of the most
important stakeholder groups. The way these tools are introduced is an important fac-
tor for the acceptance. End-users need to support the development of such initiatives.
Otherwise, adoption will not happen causing these initiatives to end prematurely and
staying stuck in the research phase.

In addition to the “cultural” resistance, the technical integration of AI systems also
brings challenges. Even if AI tools are efficient, they need to be integrated into the
clinical workflow. Technology readiness is an important factor, to ensure system reli-
ability, compatibility in addition to being user-friendly. For this co-creation which con-
siders what demands the end-users have is a crucial point highlighted during the
discussion. Furthermore T1 mentioned that the legislative landscape is something
interwoven within this whole process.

B.6. T2
In this interview, T2, is interviewed to share experiences from the perspective of a
data scientist in healthcare. In the current landscape of healthcare data management,
efforts are focused on descriptive analysis rather than advanced machine learning or
AI applications. Healthcare organizations are primarily concerned with gathering and
visualizing data to understand patterns such as treatment frequencies and costs. The
immediate goal is to present existing data effectively, rather than using predictive or
algorithmic modeling to forecast future trends.

From the conversation with T2 it became clear that the implementation of AI tools such
as an AI clinical assistant or chat-bots are technically feasible. The challenge with im-
plementing these tools in healthcare is that either the organizations are not ready for
implementation yet technically or they are not aware of the possibilities. Technically
the challenges are largely associated with collecting data quality and annonymization.
Although advanced AI models are technically feasible, there is a cautious approach to
their implementation due to the sensitive nature of healthcare data. Anonymizing data
and ensuring compliance with privacy regulations are critical steps that are sometimes
perceived as obstacles to the broader adoption of AI in healthcare settings.
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During the conversation the importance of human oversight and accountability were
mentioned as crucial factors when deploying advanced AI models, in critical sectors
like healthcare. Effective oversight involves implementing explicit checks and bal-
ances, such as review committees and continuous monitoring, to ensure that AI sys-
tems function correctly and do not produce erroneous outcomes. It is important to
maintain transparency about how AI models operate and to ensure that the systems
are managed responsibly, particularly when handling sensitive patient information.

Trust and explainability are key factors in the adoption and effective use of AI in health-
care. Although AI models can be complex, simple models are already difficult to ex-
plain to users without any technical knowledge. Still maintaining openness about the
methods and data used is essential even if it is not understood. This includes docu-
menting howmodels are trained and adjusted. For end-users, especially those without
technical expertise, understanding the general principles and accountability mecha-
nisms behind AI models can help build trust. Ultimately, while models may never be
perfect, ensuring transparency and accountability helps in managing expectations and
addressing potential issues effectively.
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By filling in this consent form and giving your signature, you accept the terms and 

conditions of this study as described in this document.  

Personal information will never be published and remains within the university. All the data 

collected from the participants will be used for research purposes only. The data will not be 

used for commercial or economic purposes. In the publication, participants will be named by 

their unique ID number, not by their name. Study IDs are given by the researchers manually 

once the participant has signed the consent form. 

This study is conducted in collaboration with PwC 

Purpose of the study 

Thank you for showing interest in taking part in my study!  

This study aims to identify challenges for the implementation of black-box AI in Dutch healthcare. 

For this, interviews with stakeholders will be performed to ask about their experiences on this 

topic. Furthermore, this study presents propositions to address the identified root causes of the 

implementation problem. These propositions are presented to the stakeholder groups to collect 

their opinions on these propositions. To this extent, two sets of interviews have been conducted, 

firstly to collect general information on the challenges faced by different stakeholder groups and 

secondly to collect the opinions of these stakeholder groups on propositions addressing the root 

causes of the implementation problem. 

By signing this form, you consent to partaking in the second set of interviews of this study. 

Participation in this study is completely voluntary and you can choose to withdraw from the study 

at any time by contacting the main researcher (contact details given below). 

Parts of the study 

The study consists of multiple parts. The participants are asked to fill in the following forms and 

complete the following parts of the study:  

●  Demographic information and consent form (given at the end of this document): please 

fill in your demographics, as well as signing the consent form to indicate that you agree to 

the terms of the study. 

●  An interview will be conducted with the main researcher either in person or online via 

MS Teams. 

●  Data will be collected during the interview in the form of audio/video recording which 

will be temporarily stored on the TU Delft OneDrive sever, accessible only to the TU Delft 

research team, used for data analysis. All the collected personal data will be deleted after 

the study has been completed. 
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●  The recording will be used to transcribe the interview which will be temporarily stored 

on the TU Delft OneDrive sever, used for data analysis, and deleted after the study has 

been completed. 

●  Information gathered from data analysis will be anonymously aggregated and published 

in the thesis. 

Ensuring participants’ privacy 

To secure participants’ privacy, the researchers will: 

●  All recorded/written data (the video/audio recordings and transcripts) from the 

interviews will be deleted as soon as the study has been completed. 

●  Transcription of the answers of the participants given during their interviews, will be 

used for data analysis excluding information (such as their name, age, etc.) that could 

identify them. 

●  In the official publication, participants will be referred to by their ID (e.g. participant ‘P1’), 

and not by their name. Therefore, participants’ answers, such as quotes in the paper, will 

be given in combination with their ID. 

Main researcher contact information 

Name:  

Email:  

Main supervisor contact information 

Name:  

Email:  

Second supervisor contact information 

Name:     

Email:  
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Demographics [to be filled in by the participant] 

Occupation:  

Specialisation:  

Consent form [to be filled in by the participant] 

Please circle the option ‘Yes’ if you consent to the corresponding term. 

I hereby declare that I have read the purpose of the study, and that I was given 

the opportunity to ask questions. My questions were answered sufficiently and 

adequately. I was given an adequate amount of time to decide on whether I 

wanted to take part in the study or not. 

Yes / No 

I hereby declare that I am informed of the fact that participation in the study is 

voluntary. I know that I can decide to withdraw my participation from the study 

at any moment, without owing the researchers an explanation of my withdrawal. 

Yes / No 

I give permission to the researchers to use my answers to the interview 

questions for the objectives of this study as declared in this form. 

Yes / No 

I was informed on how my data will be used for the study, including the 

precautions taken by the researchers to secure my privacy. 

Yes / No 

 

Name participant: 

 

I have read and understood the information above, and I consent to participate in the study 

and to the data processing described above. 

 

Signature participant: 

 

 

 

 

Date: 
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Phase 2: Interview questions

In Phase 2 of the study, a second round of interviews with stakeholders is conducted.
These interviews were conducted in a semi-structured method, where first a brief intro-
duction of each proposition in addition to explanation on key terminology is provided
and followed by questions. During the interviews, the participant was encouraged to
ask about terminology in case of any uncertainty.

Introduction to Proposition 1:
”One of the key challenges in implementing AI systems, particularly those that function
as ’black boxes,’ is establishing trust in their decisions. A proposed approach to bridge
this gap is Computational Reliabilism. This approach suggests that we should focus on
the reliability of the AI’s underlying data and models, ensuring that they consistently
produce accurate and dependable outcomes, even if the inner workings of the AI
system remain opaque. By doing so, we can build trust in the AI’s outputs based on
the track record of its performance rather than requiring complete transparency into
its processes.”

• Question: How do you understand the concept of Computational Reliabilism?
Do you think focusing on the reliability of data and models is sufficient to build
trust in AI systems?

• Question: Computational Reliabilism relies on the consistent and accurate per-
formance of AI systems to build trust. How do you think this approach compares
with other trust-building strategies, such as improving transparency or explain-
ability? What are the strengths and weaknesses of relying on reliability alone?

• Question: In your view, what are the essential metrics or criteria that should
be used to measure the ’reliability’ of AI models and data? How should these
metrics be validated over time to ensure ongoing trust?

• Question: What role do you think human oversight should play in a systemwhere
trust is based on Computational Reliabilism? Should there be mechanisms for
human intervention or review, and if so, to what extent?
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Introduction to Proposition 2:
”In the context of healthcare, the integration of AI systems poses unique challenges,
particularly concerning how ready an organization is to implement these technologies
and how well-equipped its workforce is to understand and utilize them. To address
these challenges, Proposition 2 suggests using a Maturity Model. A maturity model
is a structured framework that helps organizations assess their current capabilities in
AI readiness and AI literacy. The idea is that by systematically progressing through
different levels of maturity, an organization can enhance its ability to effectively imple-
ment AI technologies, leading to higher organizational readiness and better decision-
making (or ’actionability’) in healthcare settings. The goal is to ensure that healthcare
organizations are not only prepared to adopt AI but also capable of leveraging it to im-
prove patient outcomes, streamline operations, and support clinical decision-making.”

Key Terminology:
- Maturity Model: A framework that evaluates an organization’s progress across
several stages or levels of development. In AI, this typically means assessing
infrastructure, skills, processes, and governance related to AI.

- AI Readiness: The extent to which an organization is prepared to implement AI
technologies, including having the necessary infrastructure, data, and processes
in place.

- AI Literacy: The level of understanding and competence that an organization’s
staff has regarding AI technologies, including the ability to interact with, interpret,
and apply AI solutions.

- Actionability (organizational level): The extent to which an organization is under-
taking actions to promote the adoption of AI tools.

• Question: How familiar are you with the concept of a maturity model in the con-
text of organizational development? Do you see it as a useful tool for assessing
AI readiness and literacy in healthcare?

• Question: In your opinion, what does it mean for a healthcare organization to be
”AI-ready”? What specific elements or capabilities do you think are essential for
achieving this readiness?

• Question: How do you think a maturity model could help your organization iden-
tify gaps in AI readiness and literacy? Can you describe how this might work in
practice?

• Question: How do you believe improving AI readiness and literacy through a
maturity model could impact the overall effectiveness of AI in your organization?
Specifically, how might it enhance actionability in healthcare decision-making?
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Introduction to Proposition 3:
”As AI systems become increasingly integrated into decision-making processes, par-
ticularly in critical sectors like healthcare, the importance of building trust between
AI systems and their users—referred to as the ’AI-user dyad’—becomes paramount.
Proposition 3 suggests that Explainability should be a key strategy for fostering this
trust. Explainability refers to the ability of an AI system to provide understandable and
transparent reasons for its decisions or recommendations. When users can compre-
hend how and why an AI system arrives at a particular decision, they are more likely
to trust its use, which, in turn, enhances their ability to take informed and effective
actions based on AI outputs. This approach aims to ensure that AI systems are not
only accurate but also perceived as reliable and trustworthy by their users, leading to
better individual actionability, particularly in environments where decisions have sig-
nificant consequences, such as healthcare.”

Key Terminology:
- Explainability: The degree to which an AI system’s decision-making process can
be understood by humans. This often involves making the system’s operations
transparent or providing reasons for its outputs in a clear and interpretable man-
ner. In the case of black-box AI the level of explainability can be limited. Due to
this limitation explainability might only provide an explanation on, for example,
boundary conditions for the use of the AI system.

- Trust: In the context of AI, trust refers to the confidence that users have in the
AI system’s decisions and its appropriate use within a given context.

- AI-user Dyad: The relationship between the AI system and the end-user, em-
phasizing the interaction and trust between them.

- Actionability (individual level): The extent to which users can translate AI-generated
insights into decisions or actions in their professional roles.

• Question: How do you understand the concept of explainability in AI systems?
In your opinion, how important is it for fostering trust between users and AI,
particularly in the context of your work?

• Question: How might improved explainability in AI systems influence end-users
confidence in using these tools for critical decisions?

• Question: How do you see the relationship between trust and explainability in
the AI-user dyad? Could explainability alone be sufficient to build trust, or are
there other factors that should also be considered?
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