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Abstract
The amount of propellant required to perform deep-space maneuvers usually consists of a large percentage of the
total spacecraft mass. In the early ’90s, a new technique was experimented at the end of the Magellan mission,
which employed the atmosphere of Mars itself, to reduce the eccentricity of the orbit over a long period of time.
Said action was named ‘aerobraking’ and the design of the required onboard software to perform this maneuver, is
the main topic of this thesis. In fact, the research question that this work tries to answer is as follows:
Can the mass of an interplanetary spacecraft be decreased by using a robust guidance, navigation and control system

for aerobraking, without jeopardizing the safety of the spacecraft and maintaining a low navigation error ?
where the use of colors will become clear later on. To solve the problem this question poses, the guidance, navigation
and control (GNC) systems detailed below have been developed:
◦ Navigation System
The purpose of this part of the software is to determine the current spacecraft state (position, velocity and
attitude). Two navigation systems have been implemented in this research and they differ in the fact that one
is purely based on data available onboard (such as accelerometer measurements and a simplified environ-
ment model), whereas the other uses observations from an unspecified ranging system, to complement the
onboard models. These systems are also supplemented by an unaided navigation technique, which consists
of direct integration of the accelerations estimated by the simplified environment.

◦ Guidance System
The tasks of the guidance system can be summarized as: estimating the minimum and maximum values of
the pericenter altitude and targeting the midpoint of said range. The first function is achieved by considering
the thermodynamic limitations of the spacecraft (for the lower bound) and the restrictions on aerobraking
duration (for the upper one), and by splitting the aerobrakingmaneuver into a few different phases, depending
on the eccentricity of the orbit. To attain the second purpose, in contrast, use ismade of amaneuver estimator.
As the name suggests, this element estimates the magnitude and direction of the required maneuvers.

◦ Control System
Both an attitude and an orbit controller are designed for the mission. A proportional, integral and derivative
controller is used to regulate the rotational motion of the spacecraft, whereas, orbit control is realized by
assuming the impulsive shot approximation holds, and is modeled by simply adding or subtracting the velocity
change estimated by the maneuver estimator to and from the spacecraft velocity.

Based on the analyses performed, it can be concluded that the research question above has only been partly an-
swered. In particular, if one focuses on the four highlighted words, the following can be said about the completion
of this thesis:
Mass The GNC system is able to reduce the mass of an interplanetary spacecraft, by requiring the employment of 82

instead of more than 1000ms−1 of velocity increments. Nonetheless, the guidance algorithm does, at times,
result in an inefficient usage of propellant. A more optimal design would thus be able to decrease the mass
even further.

Error A low navigation error is achieved when the second navigation system described above, is selected. In fact, the
root mean square (RMS) error in position is kept below 50m. The same, however, cannot be said for the first
navigation system, nor for the unaided method. In fact, for the latter, RMS errors of up to 1.5 km are observed.

Robust In the computation of the lower and upper bounds for pericenter height, the combination of uncertainties in
the navigation system estimations lead to inaccurate estimations of the expected aerothermodynamic condi-
tions and of the required maneuver values. Therefore, the robustness of the guidance system would need to
be improved, by performing an extensive sensitivity analysis to the uncertainty in navigation variables.

Safety The excessive heating experienced during the atmospheric phases of the mission, poses a large threat to the
thermal and overall integrity of the spacecraft, possibly jeopardizing the whole mission.

v



vi Abstract

Finally, due to the large duration of an aerobraking mission, the usage of an efficient set of propagation coordinates
is of high interest. For this reason, the performance of the unified state model (USM) variables was also analyzed.
As it turned out, due to the small time step needed to simulate the onboard processing of the various GNC routines
listed above, no advantage of using the USM over more conventional propagators, such as Cowell with Cartesian
coordinates, was observed. This is also related to the fact that aerobraking is a highly dynamic and very long lasting
maneuver. In fact, the USM coordinates showed the most attractive results in terms of RMS error in position (and
velocity), in case of short propagation durations and a limited number of perturbing accelerations.
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1Introduction
Interplanetary flights are very expensive. Other than the costs needed to develop the mission and the spacecraft
design, one also needs to take into account the propellant needed to get to the target body. It is not the propellant
itself that is expensive, but taking it along the flight is what results in the high costs. All of the maneuvers required
(transition from parking orbit to transit orbit, and break to a specific orbit around the target), result in an extensive
amount of propellant. The total fuel weight can be as much as 1500 kg for a Mars-bound satellite, which was the
case for the MAVEN spacecraft(1). Each kilo of propellant saved, can potentially be used to increase the payload mass
(which for MAVEN was a mere 2.5% of the total mass).
A very ingenious way of saving propellant was introduced in the 1990s with the Magellan spacecraft. Instead of

using a conventional periapsis maneuver to reduce the ellipticity of the orbit, the spacecraft used the atmosphere of
Venus. In this manner, the mission managed to save about 500 kg of fuel (Spencer and Tolson, 2007). The maneuver
performed was named ‘aerobraking’, which since the 1990s has been used a total of six times, and whose procedure
is still being refined for future missions.
The main reason why aerobraking sparks so much interest is its propellant-saving ability. However, aerobrak-

ing also comes with some disadvantages, these being: it can only be used for missions bound to an atmosphere-
provided celestial body and it is a slow process. In general, nevertheless, aerobraking (AB) consists of using the
atmosphere of a planet to dissipate orbital energy and thus, to reduce the eccentricity of a highly elliptical orbit,
such that a more science-friendly quasi-circular orbit can be achieved. In this situation, the perigee of the orbit is
gradually lowered in the highest layers of the atmosphere, where atmospheric density has a small instantaneous
effect, but very large long-term consequences. In fact, aerobraking is a slow procedure and requires hundreds if not
thousands of orbits to complete. The main reason why the perigee of the orbit is not lowered any further down
the atmosphere has to do with heating. Aerodynamic drag, even at very high altitudes, has a major effect on the
temperature of the spacecraft, which usually is very thermally sensitive (especially the solar arrays).
Based on the brief discussion above, primary and secondary research questions and subquestions were formu-

lated. These are shown below:
PRIMARY:
◦ Can the mass of an interplanetary spacecraft be decreased by using a robust guidance, navigation and control
system for aerobraking, without jeopardizing the safety of the spacecraft and maintaining a low navigation
error?
• What are the constraints on the braking effect?
• How long can the navigation errors be kept below the requirement threshold, i.e., before ground station
intervention is necessary?
• What is the sensitivity to deviations from the initial conditions?
• What is the sensitivity to aerodynamic coefficients uncertainty?
• How do uncertainties in the atmospheric modeling affect the system?

◦ Which state variables provide the best compromise between computation time and accuracy in propagation?
SECONDARY:
◦ What is the optimal sensor configuration?

From the research question, a research objective can be extracted. Hence, the scope of this Master thesis is:

(1)University of Colorado Boulder: Laboratory for Atmospheric and Space Physics: MAVEN - https://goo.gl/DCXWYn [last accessed on
February 26, 2018]
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to design a robust guidance, navigation and control system for transitioning from a highly elliptical trajectory, to a
quasi-circular orbit, by using the body’s atmosphere to dissipate energy, with the aim of reducing the launch mass for

interplanetary missions and increasing their autonomy .
The research question above, requires some clarification. In particular, the focus is brought to the words highlighted.
ELLIPTICAL AND QUASI-CIRCULAR Understanding of astrodynamics is fundamental for the success of any mission.
Astrodynamics, however, is built upon the even more fundamental flight dynamics, which explains how frames and
state variables are defined and how they are used. Astrodynamics, on the other hand, describes the motion of an
object in space, w.r.t. said frames and in terms of said variables. One can find the former topic in Chapter 3, and
the latter in Chapter 4. As it turns out, some of these state variables can provide better performance than others,
depending on the problem dynamics. This is what the subtitle of this report is based upon: a comparison will be
carried out among the various state variables introduced in Chapter 4.
ATMOSPHERE By lowering the periapsis of the orbit in the high layers of the atmosphere, the orbital energy can be
gradually reduced. This means that the spacecraft uses drag, instead of an engine to provide enough∆V to circu-
larize the orbit. One important fact to consider, however, is the unpredictability and variability of the atmospheric
environment, which can have a strong influence on the design of an aerobraking maneuver. Hence, it is important
to properly model the atmosphere, such that a realistic scenario is considered. Description of how the atmosphere
and other perturbations are modeled is given in Chapter 4. The orbital energy that is dissipated, however, does not
disappear into thin air. Instead, it is transformed into heat, vibrations and noise. Of these, only the consideration of
spacecraft heating is fundamental. This is due to the high thermal sensitivity of the some elements, such as solar
arrays. Aerothermodynamics hence, is a key concern and will be treated by Chapter 5.
GUIDANCE, NAVIGATION AND CONTROL SYSTEM A navigation systems has the purpose of providing the onboard com-
puter with the knowledge of the spacecraft state. The reader will become familiar with the navigation system for the
aerobraking maneuver designed in this thesis by reading Chapter 6, where the implemented sensors and algorithms
will be described. Once the state of the spacecraft is known, the guidance system can use it to target the desired
conditions. In case of aerobraking, these are updated every orbit, based on the heating conditions mentioned under
‘atmosphere’. Finally, the control system combines the commanded and navigation values, to correct for any error
in the current state. Chapter 7 will see the description of both the guidance and the control system introduced here.
Clearly, there are a lot of interactions between these onboard systems. For this reason, Chapter 8 was included
in this report. Here, one will find more details on the interfaces between the various GNC components. Finally, in
Chapter 9 one will find the verification and validation of the developed software.
ROBUST AND AUTONOMY A robust system is one that is able of coping with relatively large deviations from the
optimal or nominal conditions autonomously. Furthermore, it is capable of independently computing corrective
maneuvers, and updating its position, based on onboard sensors and actuators, without the aid of continuous
coverage from an Earth-based ground station.
LAUNCH MASS A lower launch mass is achieved thanks to the lower amount of propellant carried onboard. Since
the atmosphere is used to slow down the spacecraft, a much smaller amount of∆V needs to be generated by the
propulsion system (the only ∆V used is to make small changes in the periapsis altitude). Thus, a lower velocity
budget requires lower propellant mass, which in turn, could lead to substantial reductions in interplanetary mission
costs. Alternatively, one could keep the launch mass constant, and increase the payload mass.
When starting a new project, any researcher needs to know what is the state-of-the-art in the field that is being
explored. As already mentioned, a few NASA and ESA missions have relied on aerobraking in the past, thus, one
has to look at how their techniques evolved and what were important lessons learned. This, in fact, is the first topic
covered in this literature research and can be found in Chapter 2.
The overall structure of the report is divided into three main parts. Part I is meant to provide some background

information on both the aerobraking problem and the environment that will be encountered during this maneuver.
Part II, on the other hand, takes this information and builds upon it the whole onboard system, comprising of the
navigation, guidance and control elements. Finally, in Part III, the results of implementing the software developed in
Part II in the environment of Part I will be analyzed. In particular, the reader’s attention is brought to Fig. 1.1, where
the flow of information from the first two parts to the third part is highlighted.
From Fig. 1.1, one can deduce the reasoning behind the structure of Part III: the order follows directly from the

sequence of chapters of the previous two parts. Therefore, one can see that the results displayed Part III represent
1) the analysis of the performance of state variables in propagation, which can be found in Chapter 10, 2) the aero-
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Figure 1.1: Structure of the present Master thesis report, detailing the flow of information from Parts I and II to Part III.

dynamic coefficients of the selected spacecraft model, in Chapter 11, 3) the application of the developed aerobraking
GNC algorithm, which are split over Chapters 12 and 13. The main body of the report is then brought to an end by
the conclusions and recommendations chapter.
The very last elements of the report are appendices. They are reported in order in which they are mentioned in

the report, and provide auxiliary information to the main body of this research.
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“I like to imagine that the world is one big machine. You know, machines never have any extra parts. They have the exact
number and type of parts they need. So I figure if the entire world is a big machine, I have to be here for some reason. And

that means you have to be here for some reason, too.”
Brian Selznick, The Invention of Hugo Cabret, 2007



2Mission Heritage
Analyzing previous missions is an important part of research. One wants to learn from the mistakes and achieve-
ments of previous projects, and wants to build up on what is already available. Doing otherwise would increase the
required development time, to exaggerated extents. Therefore, missions and research from NASA and ESA (the only
space agencies that have used aerobraking) will be analyzed in this chapter.
This chapter is divided into three sections: past, present and future. First, missions whose aerobraking phases

have already elapsed will be analyzed. For these missions, which are described in Section 2.1, more documents are
available, detailing the results and lessons learned. Then, research for future developments will be introduced by
Section 2.2. For these missions, no actual flight results will be available, but a more in-depth review of the techniques
considered will be carried out. At the end of the chapter, i.e., in Section 2.3, a referencemission will be chosen. Based
on this mission and other parameters from deeper analysis in the rest of the document, some requirements will be
set.
After the description of the missions, the reader will find Table 2.1, which summarizes the specifications of the

aerobraking phase and spacecraft (SC) details. Of particular interest are the details of MRO, which as explained in
Section 2.3, will be used as reference mission. References for Table 2.1 are:
(a) MAG: (Young, 1990)
(b) MAG: (Giorgini et al., 1995)
(c) MGS: (1)
(d) MOY: (Smith and Bell, 2005)

(e) MRO: (Long et al., 2008)
(f) MRO: (Lyons, 2002)
(g) MRO: (2)

(h) VEX: (Svedhem, 2015)
(i) VEX: (Sivac and Schirmann, 2007)
(j) TGO: (Long et al., 2012)

2.1 | Past Missions
Six missions have used aerobraking as means to control the shape and orbital period of their orbits. The first space-
craft to ever perform an aerobraking maneuver was the Japanese Hiten, that flew-by Earth once in 1991(3). The
Magellan (MAG) spacecraft, on the other hand, was the first to perform an aerobraking maneuver around another
planet (Spencer and Tolson, 2007). Magellan was then followed, in order of launch, by Mars Global Surveyor (MGS),
Mars Odyssey (MOY), Mars Reconnaissance Orbiter (MRO), and Venus Express (VEX). For each spacecraft, the aer-
obraking configuration will be shown. In these figures, the black arrow shows the nominal direction of the airflow,
whereas the dashed line points toward the planet surface.
Note that the main references for the missions are mentioned in the title name. References for specific facts can

be found in the text.
Magellan (Lyons et al., 1995)
Magellan was a three-axis stabilized spacecraft, controlled by three reaction wheels (RWs) for attitude control, and
pairs of thrusters used for desaturation of the reactionwheels and for corridor orbit trimmaneuvers (COTMs) (Giorgini
et al., 1995). This set of thrusters, was the main driver of the aerobraking maneuver. Magellan was inserted in a
highly-elliptical orbit around Venus in 1990, but to increase the mapping coverage, the orbit needed to be circular-
ized (Doody, 1995). Not being designed for major thrust usage, the only way to lower the apoapsis altitude by almost
8000 km (from 8500 to 541 km), was aerodynamic drag. The aerobraking maneuver was divided into three phases:
walk-in, main and endgame.

(1)Jet Propulsion Laboratory: Magellan: Spacecraft Overview – https://goo.gl/hj61uc [last accessed on October 25, 2017](2)Jet Propulsion Laboratory: Mars Reconnaissance Orbiter: Spacecraft Parts – https://goo.gl/VCfgEh [last accessed on October 24,
2017](3)National Aeronautics and Space Administration: Hiten-Hagoromo: In Depth – https://goo.gl/QP11tv [last accessed on October 23,
2017]
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Figure 2.1: Magellan spacecraft (adapted from Spencer and Tolson, 2007). Note that during aerobraking, the solar array
was oriented perpendicular to the airflow.

The walk-in phase was added to slowly lower the periapsis from the initial 172 to 150 km, due to the lack of ac-
curate density models. For the main phase, a periapsis dynamic pressure corridor was established. At first it was
bounded by 0.27 and 0.32Nm−2, but was then shifted to 0.29 and 0.35Nm−2, due to the lower than expected density
fluctuations and solar array heating. The main drivers for the upper and lower bounds were in fact, the maximum
temperatures for solar array joints (179 and 160 ◦C for temperature sensors), antenna delamination (180 ◦C), and lim-
its on the attitude control system, for the upper bound. The lower bound was limited by the constraint on 100 days
for the total aerobraking time. The main goal of the eight-day endgame was to propulsively raise the periapsis, to
almost nullify atmospheric influence.
Figure 2.1 shows the Magellan spacecraft. For aerobraking, the configuration was such that the maximum solar

panel area was exposed to the flow. Another important feature of this configuration was its longitudinal stability,
thanks to the position of the center of pressure (CP) (aft of the center of mass, CM).
As stated by Giorgini et al. (1995), six possible COTMs were stored for orbit corrections at apoapsis on the space-

craft computer. The nominal 1n maneuver would provide a 0.34ms−1 of ∆V , and the 1/2 n and 2n maneuvers
would provide half or two times as much∆V . Moreover, its value could be positive or negative, resulting in a higher
or lower periapsis altitude, respectively.

In general, the main challenges faced by the Magellan team were the uncertainties in atmospheric and gravita-
tional conditions at Venus and lack of automation in the orbit determination and guidance system.
Mars Global Surveyor (Lyons et al., 1999)
Mars Global Surveyor was the first satellite for which aerobraking was specifically used to reach the desired orbit.
Figure 2.2 shows the planned configuration of MGS during aerobraking. To achieve aerodynamic stability, the solar
panels were swept by 30deg, and to increase the effect of the atmosphere, drag flaps were attached at the solar
array extremities.
Due to a problem in the deployment of the solar arrays after launch, the solar array was tilted 20deg w.r.t. the

nominal position. During the walk-in phase, no major deflection of the solar panels was noticed, and the MGS team
deemed it safe to continue. However, after an atmospheric sweep with a much higher than expected density, the
solar panels underwent substantial damage. It was therefore decided to stop aerobraking until the damage was fully
assessed and a new strategy was chosen.
After almost onemonth, aerobraking was resumed, since the spacecraft was relying on aerobraking to achieve its

Figure 2.2: Mars Global Surveyor (adapted from Spencer and Tolson, 2007).
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final orbit. To make sure that no further damage would occur, the maximum allowed dynamic pressure was reduced
to one-third of the initial value, resulting in a one year delay.
Mars Odyssey (Smith and Bell, 2005)
Mars Odyssey used aerobraking to provide an equivalent ∆V of 1.08 kms−1, to reduce the orbital period from 18.6
to less than 2h. Figure 2.3 shows the aerobraking configuration of the spacecraft, where the solar array was placed
perpendicular to the flow, to increase the reference area to 11m2. Aerobraking was divided into four phases: walk-in,
main, endgame and walk-out.
The walk-in phase, was used to lower the periapsis altitude from 292 to 111 km. This was done gradually, to

calibrate models and evaluate spacecraft performance.
The limitations on the amount of braking in the main phase, were dictated by heating of the solar array. The

unpredictability of atmospheric conditions lead to reference thermal constraints much lower than the actual solar
panel limits. Peak heat rate was used as limit in the main phase, whereas cumulative heating was used in the
endgame phase.
As soon as the predicted time to reach 300 km apoapsis altitude (defined as lifetime) was estimated to be less

than one day, the walk-out phase started. Below 300 km apoapsis altitude, spiraling inwards toward the planet
becomes almost inevitable. During the walk-out phase, the periapsis altitude is gradually increased outside the
atmosphere.
The main constraints on aerobraking used by MOY were:
◦ Thermal: periapsis hear rate corridor, where upper limit was based on maximum temperature of solar arrays
(175 ◦C) with safety margin of 80-100%, and lower limit based on total aerobraking time

◦ Maneuvers: aerobrake trim maneuvers (ABMs) were used to keep the periapsis in the hear rate corridor;
maneuver magnitudes were chosen from a predefined list (updated weekly)

◦ Lifetime: the time needed to reach 300 km apoapsis altitude had to be greater than one day
Figure 2.4 shows the maximum heat rate experienced by MOY during each pass through the atmosphere. One

can notice two interesting features:
1. The upper corridor limit was exceeded several times during aerobraking, however another two limits were
posed. The ‘flight allowable thermal limit’ is the actual maximum limit for the solar panels (which is twice as
much as the upper corridor limit, due to the 100% margin, corresponding to a safety factor of 2), and the
‘immediate action limit’ corresponds to the threshold where the ground center would have commanded, an
altitude raise for the next pass.

2. Heat rates during the endgame and walk-out phases became more strict because of the different strategies
applied, i.e., cumulative heating and orbit lifetime limitation.

Mars Odyssey was also equipped with a periapse time estimator (PTE) (Johnson and Willcockson, 2003). The role
of PTE was to be a technology demonstrator, to see if aerobraking could be partially automized. In fact, the PTE
was used to correct the successive atmospheric sweep, based on the periapsis time error computed during the
previous pass. The timing error was computed by analyzing the acceleration data collected by the onboard inertial
measurement unit (IMU). The correction for the successive sweep was simply to shift the predefined maneuvers in

Figure 2.3: Mars Odyssey (adapted from Spencer and Tolson, 2007).
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Figure 2.4: Maximum heat rate during each atmosphere sweep, for the aerobraking phase of 2001 Mars Odyssey (Smith
and Bell, 2005).

time, by the error computed by the PTE. Despite its simplicity, this algorithm proved to be quite useful, especially in
reducing the workload for the ground station personnel.
Mars Reconnaissance Orbiter (Long et al., 2008)
Mars Reconnaissance Orbiter used aerobraking in 2006 to reduce its apoapsis altitude. Aerobraking maneuvers
(ABMs) were used for three main reasons in particular: increase or decrease atmospheric drag (i.e., increasing or
decreasing periapsis altitude), collision avoidance with other Mars-orbiting spacecraft and for lifetime maintenance.
Aerobraking was divided into four phases: walk-in, main, walk-out and transition. In total, a∆V of 44ms−1 was used
for aerobraking, spread over corridor control and and collision avoidance.
The walk-in phase was used to gradually lower the periapsis altitude into the Martial atmosphere, and the main

phase to control the periapsis altitude, within the corridor control.
During walk-out, ABMs were mainly carried out to avoid collisions and maintain lifetime above the two day limit.

Finally, the transition phase, initiated at an apoapsis altitude of 485 km, was used to position the spacecraft on the
final scientific orbit.
Figure 2.5 shows the configuration of MRO during aerobraking, with a total surface area of 37.5m2. The config-

uration was kept the same during the whole aerobraking phase, to avoid entering the atmosphere with the wrong
configuration.
Orbit determination was carried out with the use of deep space network (DSN) tracking and Double-Precision Or-

bit Determination Program. Daily navigation operations included orbit determination and maneuver analysis. The
aerobraking trim maneuvers were chosen from a pre-defined list (20 possible∆V magnitudes ranging from 0.03 to
4.2ms−1), to allow for quick selection and execution of the maneuvers. One of the main requirements for navigation
was for the periapsis time error to be within 225 s. A more advanced PTE algorithm used IMU data to compute peri-
apsis timing errors and the actual drag∆V (used in turn to compute actual orbital period change), onboard. These
two values were then used to update the timing sequence of the subsequent pass.

Figure 2.5: Mars Reconnaissance Orbiter (adapted from Spencer and Tolson, 2007).
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The trim maneuvers, or ABMs were divided into four categories:
◦ Nominal corridor control: used tomaintain the periapsis inside the defined corridor; this is the only category
that was actually used

◦ Immediate action: used in case either the heat rate overcame the immediate action threshold, or in case of
a dust storm prediction; in case of this maneuver, the periapsis altitude would have been risen outside the
atmosphere

◦ Manual pop-up: commanded from the ground, in case of anomalies
◦ Autonomous pop-up: commanded by the onboard computer (OBC) in case of safe mode

(a) Drag∆V , period reduction, drag pass duration and apoapsis
altitude change during each atmosphere sweep.

(b) Peri- and apoapsis altitudes during each atmosphere sweep.

(c) Maximum heat rate during each atmosphere sweep.
Figure 2.6: Details on aerobraking phase of Mars Reconnaissance Orbiter (Long et al., 2008).

Figure 2.6a shows the behavior of many parameters as a function of time. At the beginning of main phase, the
changes in apoapsis altitude (red line) and orbital period (green line) were very large. However, one can see that
the variability of these values is also extreme. This is because, during this phase, aerobraking is very sensitive to
atmospheric fluctuations. Another interesting parameter is the actual drag-pass∆V (blue line). At first, the average
drag effect is of 2ms−1, and has a very large effect on the orbit, whereas its value during the endgame (or walk-out)
reaches up to 6ms−1, but its effect is considerably smaller. From Fig. 2.6b, one can also see that the number of
apoapsis ABMs is limited. This is because the only fluctuations that affect the periapsis are gravitational in nature
(spherical harmonics and third body). In fact, one can see from the same figure, that the periapsis value remained
almost constant at 100 km during the whole duration.
Finally, Fig. 2.6c, shows the maximum heat rate experienced during each atmosphere pass. The most interesting

characteristic is the high variability of the heat rate corridor constraints. In fact, these constraints were adjusted
weekly, based on the observed atmosphere uncertainty and to account for lifetime constraints.
Venus Express (Val Serra et al., 2011)
The planned aerobraking configuration for VEX is shown in Fig. 2.7. Here, one can see that, as usual, the solar array
are positioned perpendicular to the flow. Note that in all cases studied so far, the actual solar cells are facing the
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Figure 2.7: Venus Express (adapted from Svedhem, 2015). Note that during aerobraking, the main engine (bottom side)
was facing the flow.

opposite direction (to prevent damage). Aerodynamic stability is achieved, due to the position of the CP, w.r.t. the CM.
Aerodynamic stability is very important, since one does not want to continuously compensate for the drag torques
generated during aerobraking. In particular, the pointing accuracy was relaxed by ±15 deg during the atmospheric
sweeps, to make sure that the attitude control subsystem would not try to balance out the torques. Thus, during
aerobraking, the satellite was left to oscillate about the stable zero angle-of-attack (AOA) position.
The main constraint during aerobraking is the heating of the insulating material, covering the SC and the so-

lar array. However, since the solar flux at Venus is much larger than at Mars, the solar panels experience high
temperatures even when not performing aerobraking. The orbit configuration was therefore, also an important con-
sideration.
To control the spacecraft, two options were investigated: rotating and fixed. A rotating guidance would have

the spacecraft always aligned with the current velocity vector, whereas a fixed guidance, would have the spacecraft
always aligned with the velocity vector at apoapsis. Despite the relatively large error in attitude when entering the
atmosphere, the second guidance was preferred.
Aerobraking was divided into five phases (Damiani et al., 2015): initiation, walk-in, main, walk-out and termina-

tion. During initiation, the altitude was slowly lowered, and during walk-in, the atmosphere variabilities and related
heating effects were examined, to see if they were as expected. Furthermore, the aerodynamic torques would be
used as to calibrate the CP-CM alignment. During walk-out, ESA also decided to use a minimum lifetime as driving
constraint. Finally, with termination, the pericenter altitude was increased above the atmosphere.
Orbit determination was performed with the ESA deep space antennae, using two-way Doppler (Damiani et al.,

2015). The atmospheric model used was an exponential model. After each atmospheric passage, the model was
adjusted for the observed discrepancies, and a new scale height was used for the successive sweep. In particular,
high variability of the scale height was noticed at high altitudes, due to the small effects of density. This analysis was
also used to check that the dynamic pressure did not exceed the set threshold.
Trace Gas Orbiter (Lyons, 2012)
Trace Gas Orbiter, shown in Fig. 2.8, is a spacecraft part of the ESA/Roscosmos ExoMars mission(4). After the detach-
ment of the Schiaparelli lander, TGO performed a Mars orbit injection (MOI) and soon after initiated an aerobraking
maneuver. Aerobraking was suspended in July and August due to a solar conjunction (Mars, as seen from Earth, is
hidden by the Sun). Aerobraking resumed in September and continued until March 2018.
Key constraints for the mission are: aerodynamic heating of 2800Wm−2 and integrated heating of 500 kJm−2 (al-

though the actual corridor constraints are set to half their values, for safety), 3 h eclipse time and two day lifetime.
The limit on integrated heating became more important during the end of the aerobraking main phase, since more
time was spent in the atmosphere, whereas the lifetime limit prevailed in the walk-out phase, when the spacecraft is
close to spiraling toward the surface.

(4)European Space Agency: Aerobraking: Back to the Future – https://goo.gl/jAqCZg [last accessed on October 25, 2017](5)European Space Agecy: ExoMars 2016: Trace Gas Orbiter and Schiaparelli – https://goo.gl/Mk7Mst [last accessed on October 24,
2017]

https://goo.gl/jAqCZg
https://goo.gl/Mk7Mst
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Figure 2.8: Trace Gas Orbiter (adapted from (5)). Note that during aerobraking, the antenna is folded. Also, the
Schiaparelli lander (in orange) was ejected before aerobraking started.

2.2 | Future Missions
No future missions are at present, planned to use aerobraking (AB). However, intense research has been carried out
with the main focus being to achieve autonomous aerobraking (AAB).
As pointed out by Spencer and Tolson (2007), one of the main disadvantages of aerobraking is the cost associ-

ated with its planning and execution. Before launch, aerobraking requires extensive investments for the planning
and development of the aerobraking phases and its software. Furthermore, during the braking part of the orbit,
continuous coverage by deep space antennae is needed to accurately compute the position and effect of drag on
the spacecraft. Not to mention the operational costs of having a team of experts working 24/7 on the tracking of the
SC, analysis of aerobraking results and estimation of atmospheric properties. The purpose of AAB would then be to
reduce the workload at the ground station (GS), by giving more tasks to the OBC.
This subsection is divided into two parts. First, research performed by the NASA Langley Research Center is

shown, then a few papers published as part of the ESA study on ‘Robust Autonomous Aerobraking Strategies’ will be
summarized.

2.2.1 | NASA Strategies
Recent NASA studies are focusing on the development of techniques for ephemeris and atmospheric density estima-
tion,maneuver calculations and thermal modeling.

It soon became clear during the literature study, that development and/or implementation of a thermal model
would require extensive analysis and insight into the aerothermodynamics of the spacecraft andmaterial properties.
Thus, this part of the research was excluded from this preliminary analysis. One will find below, a summary of the
functions of the three units typeset in italic above (Cianciolo et al., 2013):
◦ Ephemeris
An ephemeris estimator (EE) can be used to accurately model the spacecraft position and velocity over time.
Instead of using continuous GS coverage, an EE would use accurate dynamics, filtering algorithms and IMU
data, to propagate an initial accurate knowledge (fromGS), in real time, for up to one week, when new accurate
GS data is received.

◦ Atmosphere
An atmosphere estimator (AE) has the role of using data from previous atmospheric sweeps, to estimate what
the conditions of the next passage will be, based on an ever-changing exponential model. This estimator uses
arithmetic mean and standard deviation of the previous seven orbits, to compute the uncertainty. The mean
is used, instead of e.g. median, because it is affected by large offsets in density. In fact, the sole purpose of
the AE is to know the variability (standard deviation) of the atmospheric model.

◦ Maneuver
A maneuver estimator (ME) is used to compute the magnitude and direction of the maneuver at apocenter,
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such that the temperature/heat rate/dynamic pressure/density/altitude corridor is respected. In particular, the
ME also considers the result of the AE, by computing the heat rate (or other surrogate parameter) correspond-
ing to a multiple of the standard deviation of the density model. This multiplication factor ζ is specified by the
user and can either be used or ignored. If triggered, the ζσ heat rate is compared to the ‘immediate action
limit’, and in case this limit is overcome, the ζσ density is used for computation of the maneuver.

The reason why in the maneuver unit the corridor is defined with multiple parameters, is because the decision
generally depends on the application. As was shown in Table 2.1, in past missions dynamic pressure:

q̄ =
1

2
ρV 2 (2.1)

and an aerodynamic heat rate indicator:
qaero =

1

2
ρV 3 (2.2)

have been used to describe the corridor constraints, in the main phase. In the endgame, walk-out and termination
phases, integrated heating:

∆Q =

ˆ
q dt (2.3)

was generally used. The upper boundary was derived from the maximum temperature of the SC, particularly of the
solar array. The lower boundary, on the other hand, was derived from limitations on the total aerobraking duration
and final orbit configuration. However, new parameters could be used for future missions, such as the temperature
of critical areas of the SC. Since most processing would be done onboard, thermistor sensors could be read in real
time, and used to compute the next pericenter altitude, considering the atmosphere and thermal models onboard.

2.2.2 | ESA Strategies
The work done by the ESA contractors, can be divided into four separate categories: navigation, corridor control,
atmosphere estimation and guidance logic. These are explained below.
◦ Navigation
Similarly to the approach used by NASA, the contact with GS is reduced by using onboard ephemeris estima-
tion. The method described by Chabot et al. (2013) explains how only propagation of semi-major axis a and
eccentricity e is done by the spacecraft. This is because a and e are highly affected by each drag pass, and
thus the measured accelerations need to be used for proper modeling of their behavior. On the other hand,
elements i, ω and Ω have a higher dependence on gravitational perturbations and can thus be predicted on
the ground and periodically (every seven days at the beginning of aerobraking and every three days at the
end) sent to the SC. This approach would reduce the computational load for the SC.

◦ Corridor Control (Cichocki et al., 2011, 2012)
Two methods for corridor control were investigated, both using surrogate variables: 1D corridor and 2D corri-
dor. The 1D corridor is solely based on heat flux: the upper limit of the corridor is constrained by themaximum
allowable heat rate. On the other hand, the 2D corridor control is dependent on both heat rate and integrated
heat. Despite its higher complexity, the 2D approach has two advantages: it consists of a fixed corridor and it
results in a slightly more efficient aerobraking. Thus, this secondmethod is deemed preferable by the authors.

◦ Atmosphere Estimation (Cichocki et al., 2012)
First of all, the SC computes an atmospheric safety factor (ASF) based on the measured (via heat flux sensor)
and predicted heat flux. A three-day moving average of the computed ASFs is used as multiplying factor
for the predicted atmospheric density. The onboard atmosphere model would then be a given by a simple
exponential function.

◦ Guidance Logic (Cichocki et al., 2012)
The guidance logic is such that aerobraking is divided into control intervals, which last a few days, depending
on atmosphere variability. During each control interval, the control variable is estimated for all pericenter
passages. In case one or more corridor violations are detected, an apocenter maneuver is scheduled such
that all passes in the current interval are within the limits. Furthermore, before each pericenter pass, another
prediction is made, such that sudden changes in atmospheric conditions can be counteracted, as well.
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2.3 | Reference Mission and Requirements
The reference mission is the one that will be used to compare the results obtained. Since the aim of this thesis
is the achievement of a robust and autonomous aeroassisted maneuver, a good reference mission should be one
that also aimed for autonomy. Given that no mission has ever performed an autonomous aeroassisted maneuver
yet, the mission chosen is the one for which 1) most data is available and 2) had the highest degree of autonomy.
Given that TGO is (at the time of writing) still performing its aerobraking phase, and that not enough information is
available, the most reasonable choice is MRO. Hence, MRO is taken as reference, and the research carried out will
focus mainly on the Martian environment.
Based on the shape and physical characteristics of MRO, Fig. 2.9 was developed. This image shows the discretized

spacecraft model used for the aerodynamic and physical analysis carried out in this thesis.

z

yx

Figure 2.9: Discretization of the design of Mars Reconnaissance Orbiter, used as reference for the various spacecraft
analyses carried out in this work.

Table 2.2 lists the requirements on the aerobraking GNC system to be designed during this thesis work. These
requirements were derived from the references cited in the pages above. In particular, superscripts are used to
represent references, and they correspond to the ones used for Table 2.1, to which the following are added:
(k) (Lyons, 2012) (l) (Murri, 2013) (m) (Groves, 2013) (n) (Lee et al., 2003)

The reader will notice that some of numerical values in the the requirements of Table 2.2 have been replaced with
TBD, i.e., to be defined or to be determined. This is mainly for two reasons:
◦ The results of this thesis will be used to define such requirements.
◦ They will be determined by experimenting with different settings.

Take REQ-N-7, for instance. This requirement fits in the first category. Its value will be defined based on the results
obtained in Chapter 12. REQ-N-3, on the other hand, will be determined during the design of the navigation system,
as one looks for the best refresh rate of state estimation to find the compromise between low navigation errors and
computation time.
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3Mathematical Background
The mathematical background to flight dynamics consists of the description of reference and coordinate systems.
Their main roles are to define how motion is described (for the latter) and w.r.t. what reference (for the former).
Choice of coordinate system may seem trivial, but different state variables have different advantages. For instance,
it will be shown later, that there is a set of state variables that has the potential of reducing significantly the computa-
tion time needed for propagation of the state of a satellite in certain conditions. Other advantages or disadvantages,
might arise due to singularities in the corresponding equations of motion or complexity of the related expressions.
Therefore the need of this chapter: to figure out which frames and coordinates are needed or best suited for an
aerobraking mission.
This chapter is structured as follows. In Section 3.1, one will find a short introduction to Keplerian orbits, the

simplest form of orbital motion. This section is meant to give some insight in the terminology of classifications of
orbits used throughout this chapter and the report. Then, Section 3.2 will introduce the reference frames needed in
this report for the description of an aerobraking mission. This will be followed in Section 3.3 by the introduction of
state variables, which will be used to describe the position, velocity and orientation of the spacecraft. Conversion
between different reference and coordinate frames are deemed of less interest for the main body of the report, and
will be detailed in Appendix A.

3.1 | Keplerian Orbits
It was Johannes Kepler to first observe that planets move along paths that could be represented as elliptical trajec-
tories, with the Sun at one of the foci. This is now known as Kepler’s first law, and its expression is (Curtis, 2013):

r =
a
(
1− e2

)
1 + e cosϑ

(3.1)
Equation (3.1) describes the distance r between two objects as one orbits the other, by using three main parameters.
These are a, the semi-major axis, e, the eccentricity and ϑ, the true anomaly, and are enough to describe the orbit
in two dimensions. To fully constrain the orbit, however, the three-dimensional aspect of the motion has to be
described, as well. To do this, another three parameters are introduced. These are the inclination i, the argument
of periapsis ω and the right ascension of the ascending node Ω. The set of these six parameters is called Keplerian
elements, and they fully describe the motion of a body in three-dimensional space, w.r.t. a fixed reference. The
reader is referred to Fig. 3.1 for an illustration of these elements.

Figure 3.1: Geometrical representation of an elliptical orbit and definition of Keplerian elements (Wie, 2008).
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22 Chapter 3. Mathematical Background

As it turns out, the shape of the orbit can differ from the elliptical shape Kepler noticed for the planets. In par-
ticular, the possible shapes are four: circular (e = 0), elliptical (0 < e < 1), parabolic (e = 1) and hyperbolic (e > 1).
For the purpose of this analysis, only elliptical orbits will be described, since one can consider circular (and parabolic)
orbits special cases of elliptical orbits, which can only be achieved for an instant, due to their strict definitions.

3.2 | Reference Frames
To express the position and velocity of an object, a fixed and clearly defined reference needs to be established. These
references are called reference frames, and they exist in many different forms, based on the application and context.
The nine frames used in this research are the described in this section.
Note that each frame is orthogonal and right-handed, and that (if not mentioned) the ŷ axis, always completes

the right-handed system. Reference for this section is Mooij (1994), unless otherwise stated.
◦ International Celestial Reference Frame or FJ (Ma and Feissel, 1997)This frame was defined by the International Earth Rotation and Reference Systems Service (IERS), based on
the adopted locations of 295 extragalactic radio sources. It is an inertial frame centered at the solar system
barycenter, whose alignment coincides almost perfectly with the J2000 frame. In most applications, the two
are in fact considered as equal. The x̂J axis points toward the vernal equinox � and ẑJ is perpendicular tothe equatorial plane (i.e., Earth’s equator). Figure 3.1 shows this frame with axes namedX , Y and Z .

◦ Inertial Planetocentric Reference Frame or FIThis is a frame centered at the center of mass (CM) of the planet that is being orbited. Its x̂I axis points towardthe zero-latitude, zero-longitude point at a reference time (for Earth this is the J2000 epoch(1)) and the ẑI axis isparallel to the rotation axis. The need of this reference frame arises to describe the position of the spacecraft
w.r.t. the planet.

◦ Orbit Reference Frame or FO (Vittaldev, 2010)This frame results from rotating the I-frame about the line of nodes of the spacecraft orbit (line of intersection
between the orbital plane and the x̂I − ŷI plane) by the inclination of the orbit, such that the resulting x̂Oaxis is still pointing toward� and ẑO is perpendicular to the orbital plane. This frame is used for the definitionof the unified state model, discussed in Subsection 3.3.3.

◦ Local Orbital Reference Frame or FL (Vittaldev, 2010)This frame is also centered at the CM of the planet, but it is a rotating frame, whose x̂L axis is always pointingtoward the spacecraft. The ẑL axis is still perpendicular to the orbital plane. This frame is also used for thedefinition of the unified state model, discussed in Subsection 3.3.3.
◦ Rotating Planetocentric Reference Frame or FRSimilar to the inertial planetocentric frame, with the exception that the x̂R axis is always pointing toward thezero-latitude, zero-longitude point. This frame is used to define the position w.r.t. the surface of the planet.
◦ Vertical Reference Frame or FVThe vertical reference frame is centered at the CM of the spacecraft, with its ẑV axis pointing along the radialvector, but in opposite direction, and the x̂V axis towards the north direction of the planet. This frame is usedto define the local horizon and local vertical (LHLV).
◦ Trajectory Reference Frame or FTThis frame is also centered at the CM of the spacecraft, but its x̂T axis points along the velocity vector (relativeto the atmosphere) and its ẑT is in the orbital plane, pointing toward the surface of the planet. This frame isused to define velocity in spherical coordinates.
◦ Aerodynamic Reference Frame or FAAlso centered at the CM of the spacecraft, with the x̂A axis aligned with the velocity vector (relative to theatmosphere), and the ẑA axis parallel but opposite in direction to the lift vector. Note that the relation x̂A ≡

x̂T is always true, but the other axes coincide only when specific conditions are met. This frame is used todefine the aerodynamics angles.
◦ Body-fixed Reference Frame or FBThe body-fixed reference frame is centered at the CM of the spacecraft. The orientation of the axes is usually
defined such that the x̂B and ẑB axes lie in the plane of symmetry. Definition of this frame for the spacecraftused in this thesis will be given in Appendix B.

To convert between the various reference frames listed above, one can use the expressions shown in Appendix A.1.
(1)The epoch J2000 corresponds to January 1, 2000 at 11:58:55.816 UTC.
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3.3 | State Variables
As the name suggests, state variables are used to define the state of a system. In particular, they are used to define
the position, velocity, attitude, rotational rates, etcetera, of dynamical systems. In this section, the state variables
used in the thesis work will be introduced, together with a brief description. Also, one will find Appendix A.2 of
particular interest, in case conversion between the various state variables introduced here, is needed.

3.3.1 | Attitude
Attitude describes the orientation of a reference frame w.r.t. another frame. For this report, four sets of parameters
are considered, and they are described below.
DIRECTION COSINE MATRIX (Schaub and Junkins, 2002) The orientation of a reference frame w.r.t. another is, in gen-
eral, described in terms of a direction cosine matrix (DCM). A DCM is denoted by C, and it expresses the set of
basis vectors of the second reference frame, in terms of components of the set of basis vectors of the first reference
frame.
An interesting property of DCMs is their orthonormality. An orthonormal matrix is one whose inverse is its trans-

pose, i.e., C−1 = CT and whose determinant is ±1 (note that for right-handed reference frames, det (C) = 1).
Thus, the inverse of any DCM can be expressed in two ways: by the transpose of the matrix itself, or by the trans-
formation about the same axis with negative angle: C−1

x̂ (ξ) = CT
x̂ (ξ) = Cx̂ (−ξ). Note that the subscript of C

represents the axis around which the rotation is carried out and ξ the rotation angle.
The main benefit of a DCM is that it can be used to easily transform one vector from one frame to another:

x|B = CAB x|A (3.2)
Direction cosine matrices come, however, with a major drawback. Being 3× 3matrices, they contain nine elements,
whereas the minimum number of parameters needed to fix the orientation of one frame w.r.t. another is 3 (Schaub
and Junkins, 2002). Thus, six extra parameters need to be computed when using DCMs. This is why they are rarely
used for attitude representation. In this report, DCMs are in fact only used as intermediate steps for transformations
between various other attitude coordinates.
EULER EIGENAXIS (Schaub and Junkins, 2002) According to Euler’s eigenaxis rotation theorem, a rigid body can be
arbitrarily oriented by a rotation about an axis that is fixed and stationary w.r.t. an inertial reference frame. Said axis
is called an eigenaxis ê. A rotation about an eigenaxis by angle ξ can be expressed in terms of DCM by using:

C = I cos ξ + (1− cos ξ) êêT − êS sin ξ (3.3a)
where I is the 3× 3 identity matrix and êS the skew-symmetric matrix in terms of ê, which is defined by:

xS 4=

 0 −x3 x2

x3 0 −x1

−x2 x1 0

 (3.3b)

EULER ANGLES (Schaub and Junkins, 2002) Euler angles are used to describe relative orientation of a frame by a set
of three successive rotations about the main axes of the body being rotated.
Despite their clear interpretation, Euler angles suffer from significant drawbacks. The parametrization of a DCM

in Euler angles is made up of many sine and cosine operators, which can be expensive to compute for a computer.
Furthermore, onemay need to rotate aboutmultiple sets of Euler angles to achieve the wanted orientation. The DCM
changes form based on the selected set of Euler angles: in total there are 12 sets, based on the rotation sequence(2).
Singularities in the equations of motion expressed in Euler angles, arise at different rotation values, depending on
the sequence. For a 3-2-1 rotation, for instance, a singularity arises at ξ2 = ±π/2 rad.
QUATERNIONS (Wie, 2008) Quaternions are defined based on Euler’s eigenaxis theorem:

η = cos

(
ξ

2

)
(3.4a)

ε = ê sin

(
ξ

2

)
(3.4b)

(2)The 12 rotation sequences are: 1-2-1, 1-2-3, 1-3-1, 1-3-2, 2-1-2, 2-1-3, 2-3-1, 2-3-2, 3-1-2, 3-1-3, 3-2-1, 3-2-3. The numbers 1, 2, and 3 correspond to
rotations about axes x̂, ŷ, and ẑ.
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where η from Eq. (3.4a), represents the real part of the quaternion, and ε in Eq. (3.4b), the imaginary part. A property
of quaternion is that the square of their sum equals unity, i.e.,

η2 + εTε = η2 +

3∑
i=1

ε2
i = 1 .

This property suggests that quaternions describe a four-dimensional hypersphere, and thus that any rotation is a
trajectory on the surface of the three-dimensional sphere. The main limitations of quaternions, are that they are
constrained to an eigenaxis rotation with−π 6 ξ 6 π and that their magnitude has to equal 1.

In terms of quaternions, the DCM can be expressed as:
C = I

(
η2 − εTε

)
+ 2εεT − εS2η (3.5)

MODIFIED RODRIGUES PARAMETERS (Vittaldev, 2010) The modified Rodrigues parameters (MRP) try to circumvent the
limitation of the quaternions, by still using the Euler eigenaxis rotation as reference, but with a slightly tweaked
definition:

σ = ê tan

(
ξ

4

)
(3.6a)

Thus, MRP also present a limitation, namely they experience a singularity at ξ = ±2π, i.e., when η = −1. However,
this can be avoided by introducing the shadow modified Rodrigues parameters (SMRP), which are defined as:

σs = ê tan

(
ξ − 2π

4

)
(3.6b)

Since, SMRP present a singularity at η = 1, one can switch from MRP and SMRP when η = 0, thus when σs = −σ.
In general, transformation between σs and σ is given by:

σs = − σ
σ2

(3.7)
It is good practice to switch between MRP and SMRP whenever the magnitude of σ or σs goes beyond 1 (althoughthere is no constraint on their magnitude).
A disadvantage of MRP is that one needs to keep track of whether the shadow parameters are being used, since

the transformation to and from other attitude representations varies. However, the kinematic equations are the
same no matter the shadowing.
By using σ to express the magnitude of the MRP vector, the DCM in terms of MRP can be written as:

C = I− 4

(
1− σ2

)
σS − 8

(
σS
)2

(1 + σ2)
2 (3.8)

EXPONENTIAL MAPPING (Vittaldev, 2010) Using once again the Euler eigenaxis ê, one can define the exponential map-
ping (EM) e as:

e = ξê (3.9a)
Similarly to MRP, EM also presents a singularity at ξ = ±2π. To circumvent this, the shadow exponential mapping
(SEM) is introduced, and is defined by:

es = − (2π − ξ) ê (3.9b)
An advantage of using (S)EM over (S)MRP is that there is no need to keep track of the type of EM used. Thus, one can
simply switch from one to the other whenever ξ > π. Transformation between e and es is given by:

es =

(
1− 2π

ξ

)
e (3.10)

The DCM in terms of EM is expressed as:
C = exp

(
−eS

)
=

∞∑
i=0

1

i!

(
−eS

)i (3.11)

The closed form solution of Eq. (3.11) is given by Eq. (3.3a), where ξ = ||e|| and ê = e/ξ.
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3.3.2 | Angular Rates
Angular rates describe how fast the orientation of a body is changing (if it is at all), thus how quickly a vehicle is
rotating w.r.t. another body or reference. Angular rates are usually depicted with ω, and are generally expressed as
rotational velocities in [rad s−1] about reference axes of the frames shown in Section 3.2. In this report, angular rates
are defined as the rotational velocities of the axes of FB w.r.t. the I-frame.

3.3.3 | Position and Velocity
To define the position and velocity of a spacecraft, at least six parameters are needed. The definition of these
parameters can vary, based on the case. For this literature study, four sets of parameters are considered: Keplerian,
Cartesian, spherical and the unified state model. The first three are widely known and used, and references for these
can be found in virtually any astrodynamics book (see e.g., the books by Curtis 2013, Mooij 1994 and the references
used in this section). The unified state model, on the other hand, was only recently brought back to the public’s
attention by Vittaldev (2010), Vittaldev et al. (2012).
KEPLERIAN ELEMENTS Keplerian elements, also referred to as orbital elements, where already introduced in Sec-
tion 3.1 and shown in Fig. 3.1. For sake of completeness, their definitions are repeated here. These elements are
widely used in astrodynamics, to define the position and velocity of an orbiting object w.r.t. the I-frame, because of
their very straight forward geometrical interpretation, and their slow variation with time (except for true anomaly).
◦ Semi-major Axis or a, with range a > 0 [m]
◦ Eccentricity or e, with range 0 6 e < 1

◦ Inclination or i, with range 0 6 i 6 π [rad]
◦ Argument of Periapsis or ω, with range 0 6 ω < 2π [rad]
◦ Right Ascension of the Ascending Node or Ω, with range 0 6 Ω < 2π [rad]
◦ True Anomaly or ϑ, with range 0 6 ϑ < 2π [rad]

CARTESIAN COORDINATES Cartesian coordinates are widely used for propagation. This is because of their very simple
expression of the equations of motion. Unlike the Keplerian elements, the distinction between position and velocity
is clear, since the two are defined separately. In this work, they are only defined in FI .
◦ Position: x, y, z [m]
◦ Velocity: ẋ, ẏ, ż [m s−1]

SPHERICAL COORDINATES Similarly to the Keplerian elements, spherical coordinates also have a straight forward ge-
ometrical interpretation, but where the orbital elements describe shape and orientation of the orbit, the spherical
elements describe the current position and velocity (i.e., similarly to the Cartesian coordinates, position and veloc-
ity are clearly distinguished), w.r.t. a spherical reference. This last part, makes spherical coordinates particularly
interesting for the description of the state of a vehicle w.r.t. a planet, and in particular during atmospheric flight.
◦ Latitude or δ, with range−π/2 6 δ 6 π/2 [rad]
◦ Longitude or τ , with range−π < τ 6 π [rad]
◦ Distance or r, with range r > 0 [m]
◦ Flight-path angle or γ, with range−π/2 6 γ 6 π/2 [rad]
◦ Heading angle or χ, with range−π < χ 6 π [rad]
◦ Velocity magnitude or V , with range V > 0 [m s−1]

The elements describing position (i.e., δ, τ and r) are generally defined in FR, whereas the ones describing velocity(i.e., γ, χ and V ) are given in FT .
UNIFIED STATEMODEL The unified state model (USM) describes the orientation of theL-frame w.r.t. the I-frame, and
the velocity of the spacecraft. The peculiarity of the USM is that the velocity is given in terms of the components of the
velocity hodograph. Moreover, the orientation of the L-frame w.r.t. the I-frame can be expressed in various ways.
Vittaldev (2010) describes it in terms of quaternions, modified Rodrigues parameters and exponential mapping.
◦ Velocity [m s−1]:
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• C , velocity component perpendicular to the radius vector (parallel to the orbital plane)
• R, velocity component along semi-latus rectum direction, projected on the x̂O and ŷO axes, to obtain
R1 andR2, respectively

◦ Depending on the state variables chosen, the orientation can be expressed in:
• Quaternions (USM7): ε and η
• (Shadow) Modified Rodrigues Parameters (USM6): σ or σs
• (Shadow) Exponential Mapping (USMEM): e or es

For a comprehensive description of velocity hodographs, the reader is redirected to the work by Vittaldev (2010).

3.3.4 | Considerations
Now that an overview of the mathematics behind these coordinates has been carried out, it is worthwhile to spend
a few words on why each variable was introduced.
As it has already been shown, aerobraking can be a very long process. Therefore, what one looks for is a set of co-

ordinates for propagation that despite the fast computation time, provides an accurate result. According to Vittaldev
et al. (2012), such a performance is achieved by the USM variables, which are faster and have a higher accuracy than
Cartesian coordinates in virtually any tested scenario. Especially, it was shown that USMEM gives the lowest position
error and number of function evaluations (for variable step size integration) for an aerobraking maneuver around
Mars. Nevertheless, this comparison was only carried out for one case, thus not leading to a conclusive evaluation.
Hence, one cannot simply exclude Cartesian coordinates. This is the reason why the state variable performance
analysis of Chapter 10 will be undertaken. The results of this chapter, in fact, will be used to select the propagation
settings for the aerobraking simulation.
As mentioned in the introduction of this report, the main purpose of using aerobraking is to reduce the eccen-

tricity of the orbit inexpensively. Thus, to notice this effect, the use of Keplerian elements is required. However, since
the main interest for aerobraking is the altitude of the apsis extrema, the use of rp and ra, i.e., radial distance atperigee and radial distance at apogee, are also used, together with a and e.
Spherical coordinates are widely used in literature for analysis of re-entry and other aeroassisted maneuvers.

Specifically, they are used because they inherently provide information on altitude and velocity, which are very impor-
tant for the definition of the periapsis corridor. Furthermore, latitude and longitude are needed for the calculation
of atmospheric properties and gravitational perturbations.



4Flight Dynamics
Flight dynamics is at the basis for the description of the movement of an object in space. In this analysis, flight dy-
namics consists of astrodynamics and attitude dynamics. Astrodynamics is what describes the motion of an object
due to the main gravitational potential from a main body, and subject to smaller perturbing forces, arising from the
surrounding environment and from onboard propulsive systems. Attitude dynamics, on the other hand, describes
the rotational dynamics of the object, which also depend on the environment and onboard actuators.
A precise description of the motion and attitude of an object, requires a perfect representation of the environ-

ment and the object itself. However, this would require an immense amount of computational power. For this
reason, use of assumptions is very common. For instance, some basic assumptions are made for the derivation of
the equations of motion. These can be summarized as (Mooij, 1994):
◦ Rigid body: the vehicle is assumed to be a rigid body; thus, no internal changes in configuration of the vehicle
(such as propellant sloshing or motion of masses) are modeled

◦ Constantmass: the mass of the vehicle is assumed to remain constant; thus consumption of propellant mass
is not taken into account; this is a valid assumption for aerobraking, where the propellant used is in the order
of tens of kilograms

With these assumptions, the equations of motion can be simplified, and the resulting expressions can be found
in the next sections. In particular, the reader will find a description of the equations for translational motion in
Section 4.1, for rotational motion in Section 4.2, and finally a description of the environment in Section 4.3. Here, one
can also find more assumptions, which are made to simplify the simulation of the environment.

4.1 | Equations of Translational Motion
Since both Cartesian coordinates and unified state model are going to be used for propagation, the equations of
motion are given for both coordinate representations. Cartesian kinematics and dynamics are explained in Subsec-
tion 4.1.1 and the equations for USM are discussed in Subsection 4.1.2.

4.1.1 | Cartesian Coordinates
The equations of motion expressed in Cartesian coordinates are given by (Mooij, 1994):

dr

dt
= ṙ (4.1a)

dṙ

dt
= r̈ = a (4.1b)

Here, r̈ is the acceleration acting on the spacecraft. In general, this term is divided into two main groups, namely the
gravitational acceleration and the perturbing accelerations. Thus, considering that the gravitational acceleration is
exerted by a point-mass, one can rewrite Eq. (4.1b), i.e., the dynamics, as:

dṙ

dt

∣∣∣∣
I

= ∇
(µ
r

)
+ r̈pert = −µ r

||r||3
+ r̈pert (4.2)

Equation (4.2) is expressed in the I-frame, thus no apparent forces arise. Furthermore, the term r̈pert representsthe perturbing accelerations, which surface because of disturbances or imperfections of the environment. As stated
earlier, these are described in Section 4.3.
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4.1.2 | Unified State Model
Depending on the unified state model chosen, there are three possible sets of equations of motion to be used. The
dynamics, however are the same for all three. Therefore, first the dynamics are treated, and then, depending on
the choice of attitude parameters, the kinematics. Reference for the equations shown is Vittaldev et al. (2012), unless
otherwise specified.
The dynamic equations of motion for USM are given by (Vittaldev, 2010):

d

dt

 C
R1

R2

 =

 0 −p1 0
cosλ − (1 + p1) sinλ −γp2

sinλ (1 + p1) cosλ γp3

 r̈pert|L (4.3)

with the accelerations are expressed in the L-frame. Here, γ and pi are some auxiliary parameters, which areintroduced for ease of notation. The value of γ is dependent on the attitude choice, so its equations are given in the
respective paragraphs, whereas pi are given by: p1

p2

p3

 =
1

C −R1 sinλ+R2 cosλ

 C
R2

R1

 (4.4)

Similarly to γ, λ also depends on the attitude representation chosen.
QUATERNIONS The equation for kinematics in case of quaternions is given by:

(
η̇
ε̇

)
=

1

2


0 −ω1 −ω2 −ω3

ω1 0 ω3 −ω2

ω2 −ω3 0 ω1

ω3 ω2 −ω1 0

( η
ε

)
(4.5)

Here, ωi are the elements of the rotational velocity vectorω, between theL-frame and the I-frame. Its componentsare found with:
ω1 =

r̈pert,3
C −R1 sinλ+R2 cosλ

(4.6a)
ω2 = 0 (4.6b)
ω3 =

C

µ
(C −R1 sinλ+R2 cosλ)

2 (4.6c)
Finally, λ and γ can be determined from:

λ = arctan2

(
2ε3η

ε2
3 + η2

,
η2 − ε2

3

ε2
3 + η2

)
(4.7a)

γ =
ε1ε3 − ε2η

ε2
3 + η2

(4.7b)
MODIFIED RODRIGUES PARAMETERS The kinematic differential equations in terms of MRP, which also holds for SMRP,
is (Schaub and Junkins, 2002):

σ̇ =
1

2

[
1

2

(
1− σ2

)
I + σS + σσT

]
ω (4.8)

where, ω is still given by Eq. (4.6). The values for λ and γ, on the other hand, are:

λ = arctan2

(
4σ3

(
1− σ2

)
4σ2

3 + (1− σ2)
2 ,

(
1− σ2

)2 − 4σ2
3

4σ2
3 + (1− σ2)

2

)
(4.9a)

γ =
2
[
σ2

(
σ2 − 1

)
+ σ1σ3

]
σ4

1 + σ4
2 + σ4

3 + 2 [σ2
1(σ2

2 + σ2
3 − 1) + (σ2

2 + 1)(σ2
3 − 1)] + 3

(4.9b)
Once again, Eq. (4.9) also hold for SMRP. However, it is important to keep track of which representation is used to
convert to and from other attitude representations. For instance, Vittaldev (2010) uses an extra flag parameter that
is added to the state vector.
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EXPONENTIAL MAP In terms of EM, the kinematic equations become (Schaub and Junkins, 2002):
ė =

{
I +

eS

2
+

1

ξ2

[
1− ξ

2
cot

(
ξ

2

)] (
eS
)2}

ω (4.10)
Clearly, this equation presents a singularity at ξ = 0, where ξ = ||e||. This singularity can be avoided by approxi-
mating Eq. (4.10) with the Taylor series expansion given by:

ė ≈ 1

2

[(
12− ξ2

6

)
ω − ω × e− ω · e

(
60 + ξ2

360

)
e

]
(4.11)

when ξ is close to zero. It should be noted that both Eqs. (4.10) and (4.11) are valid for both EM and SEM. Furthermore,
as already mentioned in Subsection 3.3.1, there is no need to keep track of whether EM or SEM are being used,
meaning that no extra flag needs to be added to the state vector.
The values of λ and γ for EM are computed by using the same relations in Eq. (4.7), by first converting the EM to

quaternions. This is done with:
η = cos

(
ξ

2

)
(4.12a)

ε =
1

ξ
sin

(
ξ

2

)
e (4.12b)

The singularity in Eq. (4.12b) is tackled by approximating the the term sin (ξ/2)/ξ with a Taylor series expansion, when
ξ is small. This approximation is:

1

ξ
sin

(
ξ

2

)
≈ 1

2
− ξ2

48
(4.13)

4.2 | Equations of Rotational Motion
As mentioned in Subsection 3.3.4, the attitude variables chosen are quaternions, MRPs and the exponential map.
Thus, in this section the equations of rotational motion will be expressed in terms of these three state variables.
First, the rotational kinematics will be given, in Subsection 4.2.1, then the rotational dynamics, in Subsection 4.2.2.
The same assumptions introduced at the beginning of this chapter hold for the rotational motion.

4.2.1 | Kinematics
The equations of rotational kinematics show how the attitude state variables change over time, due to a rotational
velocity. For a spacecraft equipped with an IMU, the rotational velocities are measured by the gyroscopes, and then
the kinematic equations are integrated to find the current orientation. Otherwise, the velocity can be found by
integrating the dynamic equation, and then following the same procedure.
For quaternions, the kinematics are expressed very elegantly by Eq. (4.5). Alternatively, Eq. (4.5) can be written

as (Wie, 2008):
η̇ = −1

2
ωTε (4.14a)

ε̇ =
1

2

(
ηω − ωSε

) (4.14b)
For MRP and EM, the kinematic equations were also given in Section 4.1. They can be found in Eqs. (4.8) and (4.10),
respectively.

4.2.2 | Dynamics
The equations of rotational dynamics show how the rotational velocity of vehicle is affected by internal or external
perturbations. In the case of rotational dynamics, however, perturbations are expressed as momentsM, instead of
accelerations as was seen in Section 4.1.
The general form of the dynamic differential equation is given by:

Jω̇ + ωSJω = M (4.15)
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and is referred to as Euler’s rotational equations of motion (Wie, 2008). In Eq. (4.15), J is the inertia matrix, which
combines the moment of inertia (on its diagonal, i.e., Jii) and the products of inertia (the off-diagonal elements, i.e.,
Jij with i 6= j). The inertia matrix is expressed around the body axes, and for an axisymmetric body is a diagonal
matrix (meaning that the B-frame corresponds with the principal axes of the vehicle) (Wie, 2008).

In general, the termM is divided into two components: the control momentMc and the disturbance (or per-turbing) torque Mpert. The control torque is generated by onboard attitude actuators, whereas the disturbancetorque arises from internal and external perturbations. For instance, the spacecraft may be subject to a gravity
torque, since the gravitational field acts differently on each element of the spacecraft (center of mass and center
of gravity do not coincide), and an aerodynamic torque, in case the aerodynamic center differs from the center of
mass (Mooij, 1994).

4.3 | Environment
This section discusses the environment the spacecraft operates in. This environment is, in general, modeled by
assuming a main central gravitational acceleration as given by:

r̈grav = − µ
r2

r̂ (4.16)
which is perturbed by much smaller accelerations that depend on different sources. The main perturbations are
classified as:
◦ Gravitational Field
Planets are not perfect spheres. The way this imperfection is modeled is with the use of spherical harmonics.
These are used to model the gravitational effects of the planet being orbited (or even a third body), which are
not the main gravitational acceleration given by Eq. (4.16).

◦ Atmosphere
This acceleration arises from the interaction of the spacecraft with the highest layers of the atmosphere of the
planet. Aerobraking would not be a thing if it were not for this acceleration, thus it is fundamental to model
this acceleration. Explanation of the modeling of the acceleration is given in this chapter, whereas details on
the modeling of the aerodynamics of the spacecraft are given in Chapter 5.

◦ Solar Radiation Pressure
Solar radiation pressure arises by the transfer of momentum between photons emitted by the Sun and the
spacecraft. It is a non-conservative acceleration and is generally small in magnitude. Since aerobraking can be
a very long process, it may be important to take into account even the effect the solar radiation pressure.

◦ Third Bodies
Similarly to the radiation pressure, it is important to also model the effects of bodies that do not directly affect
the aerobraking maneuver.

By analyzing the accelerations acting on a Mars-bound spacecraft, one will find that the main perturbations acting
on the spacecraft are given by the Martian gravitational field and the Martian atmosphere. Then, one can find the
perturbing accelerations that arise because of the Sun, namely its gravitational attraction and the solar radiation
pressure. Finally, the accelerations due to the other solar system bodies are found.

It can be concluded that modeling of the gravity field and atmosphere of Mars is essential, due to their large
effects. Following a similar reasoning, the third-body attraction of Venus, Earth, Jupiter and Saturn can be neglected,
due to their very low magnitude. Finally, it was decided to also model the gravitational and solar radiation effect of
the Sun. This is because over the course of 150 days, correction of these accelerations combined accounts for about
17.5ms−1, which is a considerable amount, when compared to the total the total∆V used by MRO for aerobraking,
i.e., 44ms−1 (Long et al., 2008).
Note that the models discussed, do not necessarily need to be taken into account by the spacecraft onboard

computer when making calculations. They are however, important for propagation of the spacecraft state. Models
for propagation will be described in Subsection 4.3.2, whereas model for onboard computations in Subsection 4.3.3.
First, however, Subsection 4.3.1 will go through of the mathematics behind these perturbations.

4.3.1 | Mathematical Models
The perturbations listed above are discussed below, in the same order. The main reference for this section is Mon-
tenbruck and Gill (2005).
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Gravitational Field
As was mentioned in the introduction of this section, planets are not perfect spheres, and thus, the assumption that
the satellite is orbiting a point-mass is not valid. The equations of motion can thus be generalized for the case of a
more realistic gravitational potential. The new equation of motion is expressed as:

r̈grav|R = ∇U (4.17)
where U is the gravitational potential and∇ is the gradient operator. If the planet is assumed to be a point-mass,
then U = µ/r, and the result is the same as shown in Eq. (4.16). For a real body, however, the potential is described
in integral form by:

U = G

˚
ρ (s)

||r− s||
d3s (4.18a)

where ρ (s) is the density function of the body and the integral sums over each infinitesimal point s of the body. The
integral in Eq. (4.18a) can be solved by expanding the denominator in a series of Legendre polynomials. After some
manipulation, and with the introduction of gravitational moments, this results in (Wakker, 2015):

U = −µ
r

{
1−

∞∑
n=2

[
Jn

(
R

r

)n
Pn (sin δ) +

n∑
m=1

Jmn

(
R

r

)n
Pmn (sin δ) cos (m (τ − τmn ))

]}
(4.18b)

Here, the terms Jmn and τmn are the spherical harmonic coefficients and are usually known up to a very high degree
n and orderm (for Mars, this is up to 120(1)). The terms Pmn on the other hand, represents the associated Legendrefunctions. They are related to the Legendre polynomials Pn as:

Pn (x) =
1

2nn!

dn

dxn
(
x2 − 1

)n (4.19a)
Pmn (x) =

(
1− x2

)m/2 dm

dxm
(Pn (x)) (4.19b)

The degree n and orderm can be used to categorize the coefficients in Eq. (4.18b). The three categories are:
◦ zonal coefficients, whenm = 0

◦ tesseral coefficients, whenm < n

◦ sectorial coefficients, whenm = n

Looking back at Eq. (4.18b), it is clear how the gravitational potential depends on the position of the spacecraft,
expressed in spherical coordinates, i.e., δ, τ and r. It is important to notice that these coordinates are expressed in
the rotating planetocentric reference frame (theR-frame from Section 3.2). Hence, the acceleration resulting from
the gradient of U is also expressed in theR-frame.
As mentioned in Subsection 4.2.2, a gravitational field also gives rise to a gravity torque Mgrav. This torque isexpressed by (Wertz et al., 2011):

Mgrav|R =
3µ

r3
r̂× (Jr̂) (4.20)

Here, one can see that the torque is only assumed to arise from the central gravitational attraction (hence no spher-
ical harmonics are used), and the magnitude depends on the angle between the local vertical and the principal axes
of the spacecraft.
Furthermore, it should be pointed out that Eq. (4.20) is a first order approximation to the gravitational torque.

More accurate analyses would discretize the spacecraft into small sections and based on the gravitational force ex-
perienced by each element, compute the resultant moment. However, such an analysis is only necessary when the
spherical harmonics terms have values in the same order of magnitude as the central gravity. This is not the case for
Mars, and thus Eq. (4.20) can be used.
Atmosphere
The drag acceleration felt by a spacecraft traveling through an atmosphere is described by:

r̈aero|I = −1

2
ρV 2

AC
A

m
(4.21)

(1)Goddard Space Flight Center: MRO Gravity Model of Mars – https://goo.gl/N6ziht [last accessed on November 18, 2017]

https://goo.gl/N6ziht
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In Eq. (4.21), A,m andC are the cross-sectional area exposed to the flow, the mass of the spacecraft, and its aero-
dynamic coefficients (in inertial frame). The value of the latter dimensionless vector is usually expressed in the
aerodynamic frame, but it is, nonetheless, not constant. It is in fact affected by both atmospheric and spacecraft
conditions. More information of how the aerodynamic coefficients are determined is given in Chapter 5.
The velocity in Eq. (4.21), is the airspeed, i.e., the velocity w.r.t. the atmosphere. In general, it can be assumed that

the angular velocity of the atmosphere is the same as the angular velocity of the planet. Thus, if V is the velocity
w.r.t. an inertial reference, and ω the angular velocity vector of the planet, the airspeed is given by:

VA = V − ωSr (4.22)
The last variable in Eq. (4.21) to describe is ρ. This is the variable that represents the value of atmospheric density.
Various models can be used to describe the value of atmospheric density, and they range from simplified to detailed.
The model chosen for this application will be explained in Subsection 4.3.2.
By expressing the aerodynamic force in theA-frame, the usual drag, side and lift coefficients become visible:

r̈aero|A = − ρA
2m

V 2
A

 CD
CS
CL

 (4.23)

Transformation to FI is achieved by means of a series of rotations, which can be easily determined based on thediscussion in Appendix A.1.
Finally, one can also find the torque generated due to the aerodynamic forces. From aerodynamic analyses, it

is known that aerodynamic forces act at the aerodynamic center. Disturbance moments arise in case this center
of pressure (CP) were to differ from the center of mass of the spacecraft. In particular, if Cl, Cm and Cn are themoment coefficient about the body axes that arise due to this discrepancy, the aerodynamic torque can be expressed
as (Mooij, 1994):

Maero|I =
ρAL

2m
V 2
ACAI

 Cl
Cm
Cn

 (4.24)

where L is the reference length of the spacecraft.
Solar Radiation
Solar radiation pressure arises from the transfer of momentum of photons, onto the spacecraft. The amount of
energy that reaches the spacecraft is expressed as the solar flux Φ, and it is given by (Lissauer and De Pater, 2013):

Φ =
L�
4πr2

(4.25)
where L� is the luminosity of the Sun, and it is equal to 382.8× 1026W(2). The transfer of momentum happens in
two ways: reflection (where only specular reflection is considered) and absorption. The effect of these is modeled
with:

r̈rad|B = −Φ

c

r̂�
r2
�
CR

A

m
(4.26)

In the above, c is the speed of light (299.792 458× 106ms−1), CR is the radiation pressure coefficient, and the vector
r� is the distance to the sun. The parameter A in Eq. (4.26) represents the cross-sectional area of the spacecraftexposed to the radiation.
Solar radiation pressure, unlike gravity, needs a direct line-of-sight to act. This means that its value is zero if the

spacecraft is in a shadow cone. Moreover, the Sun is not the only body of interest to emit radiation. One can also
consider the radiation reflected by the planet being orbited. This may is not particularly important for Mars, whose
bond albedo (ratio of reflected to received radiation) is about 0.25 (Lissauer and De Pater, 2013). As such, albedo
radiation is neglected in the analysis.
Third Bodies
Third bodies are those bodies that are not part of the main system (orbited planet and spacecraft), but whose
gravitational acceleration still affects the motion of the spacecraft. Two assumptions are used for this analysis: the
spacecraft does not affect the motion of the third body (also valid for the planet being orbited) and the third body is

(2)NASA: Sun Fact Sheet – https://goo.gl/EGhBtj [last accessed on November 6, 2017]

https://goo.gl/EGhBtj
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modeled as a point-mass (no spherical harmonics are considered).
The first assumption is valid since the mass of the third body is many orders of magnitude larger (thus the

acceleration it feels is negligible), and the second assumption holds because third bodies are usually very far away,
such that the (R/r)

n term from Eq. (4.18b) becomes negligibly small for n 6= 0.
The perturbing acceleration due to n third bodies, can be expressed as:

r̈third|B =

n∑
i=1

µi

(
si − r

||si − r||3
− si

||si||3

)
(4.27)

where in this situation, s is the distance from the main body to the third body. The first term in the round brackets of
Eq. (4.27) is the gravitational attraction of the spacecraft w.r.t. body i, and the second term represents the attraction
of the main body w.r.t. body i.
An important parameter to consider when dealing with many-bodies simulations is which body is the main body.

This is determined by using the concept of sphere of influence (SOI). The sphere of influence is defined as that
area where the body being analyzed has the highest gravitational attraction on the bodies around it, compared to
other third bodies with larger mass. The equation for the SOI expressed as multiples of the radius R of the planet
considered is (Curtis, 2013):

rSOI ≈
a

R

(
µ

µ3rd

)2/5

(4.28)
where a is the semi-major axis of the orbit of the planet, whose central body (i.e., the Sun) exerts an acceleration
proportional to µ3rd . It is important to consider that Eq. (4.28) is only valid if µ < µ3rd .Disturbing torques due to third bodies will be neglected, given their very low gravitational influence.

4.3.2 | Implementation in Propagation
Implementation of the perturbations described in the previous subsection, requires in general, use of environment
models. Discussion on models is divided into the same categories as above.
These models are the ones that will be implemented in the software architecture of Chapter 8, and used to

represent the environmental conditions the simulated spacecraft encounters. The next section, on the other hand,
will describe the models stored on the onboard computer.
Gravitational Field
Regarding the gravitational field, one has to choose the number of terms to include (i.e., the maximum degree
and order). It is known that the gravitational field is a conservative force. Thus, if one were to integrate only the
effects of the gravitational potential, the result would be a state that is oscillating around a mean value, but no net
change in state would be noticed over time. However, since (dissipative) aerodynamic forces are also taken into
account, this is no longer true, and one cannot just consider the mean state, but has to take into account a more
detailed representation of the field. Murri (2013) used 21 as values for maximum n and m for their simulations of
the aerobraking phase of MRO, and without further justification, these same settings will be used for this analysis,
as well.
Atmosphere
There exist many types of atmospheric models. The most precise ones are empirical models (i.e., based on mea-
surement made, rather than strict mathematical formulae), but are also very computationally expensive. Simpler
methods are usually given by exponential models. An exponential model is described by (Lissauer and De Pater,
2013):

ρ = ρ0 exp

(
−h− h0

H

)
(4.29a)

which is derived from hydrostatic equilibrium. In the equation, ρ0 is the density at the reference height h0 (whichfor aerobraking missions is usually defined as the pericenter altitude (Tolson and Prince, 2011)), and H is the scale
height of the atmosphere, given by:

H =
RT

g
(4.29b)

The parameters here are the gas constant R, the temperature T and the gravitational acceleration g. In general,
these values are a function of altitude, but to derive Eq. (4.29a), they are considered constant. Appendix C.2, gives an
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overview of the parameters needed in Eq. (4.29) for Mars.
Exponential models, however, are very approximate. They do not model variations due to day/night, seasonal,

zonal and solar effects. These effects are especially important for predicting the atmospheric properties of the high-
est layers of the atmosphere, which are the ones that are of interest for an aeroassisted maneuver.
Twomain models are available, these being Mars-GRAM (Justh et al., 2006), where GRAM stands for Global Refer-

ence Atmospheric Model, developed by the Marshall Space Flight Center, and the Mars Climate Database (MCD) (For-
get et al., 1999, Millour et al., 2015), developed by the European Space Agency. The Mars-GRAM model was used for
and updated with the aerobraking missions performed by NASA around Mars. The MCD, on the other hand, is de-
rived from the general circulation model together with observed data and is publicly available (also provides a web
interface(3)). Both models take into account the effects of solar and dust activities, which have very large effects on
the density profile.
The main issue with using these very accurate models is indeed their high precision. In Chapter 3, where the

R-frame was introduced, it was mentioned that the transformation between the V -frame and R (expressed by
Eq. (A.5)) is simplified. This is the case, because Mars is assumed to be a perfect sphere, and thus the latitude, lon-
gitude and altitude used are given w.r.t. a perfect sphere, instead of the areoid (the more accurate representation
of Mars’ shape). Furthermore, since the transformation between the I-frame andR (expressed by Eq. (A.4)) is also
simplified, the local solar time would also be less accurate than needed for Mars-GRAM or the MCD. Then, one could
argue that for this analysis, it is not important to have an exact value of the density, as long as the output profile
roughly matches the expected result. After all, the Martian thermosphere is subject to large variations in density,
and thus even the most accurate models have trouble with providing a good representation of these layers. It is
in the variability of the atmosphere that stands the highest challenge for missions such as aerobraking, since the
onboard model needs to be able to predict whether the next periapse altitude needs correcting. Hence, even a tab-
ulated atmosphere with the addition of random perturbations (a constant random offset from the tabulated values
during each atmospheric pass) would provide a challenging enough environment for the onboard software, without
requiring computationally expensive models.

In fact, the method above is the one chosen. The atmospheric parameters are first determined by averaging
the MCD data over time, which results in the tabulated atmosphere model shown in Appendix C.3, and then the
density is multiplied by a term that provides some variability to the atmosphere. This term is kept constant for each
orbit, and provides a surface that is continuous over altitude, longitude and latitude and generates areas of high/low
concentrations. The function used to generate the multiplicative factor is the following:

κρ =

∣∣∣∣∣a+

3∑
i=1

bi sin

[
2πdi

(
xi − xi,min

xi,max − xi,min

)]
+ ci cos

[
2πdi

(
xi − xi,min

xi,max − xi,min

)]∣∣∣∣∣ (4.30)

where x represents either altitude (x1), longitude (x2) or latitude (x3), and a, b, c and d are random coefficients,whose initial value is determined with the distributions and parameters from Table 4.1. Their value is then varied for
the next orbit by adding a random walk to the parameter. This random walk is modeled as follows for b and c:

xi+1 = xi + 0.05X (4.31a)
wherew is the value given by the respective distribution in Table 4.1, whereas the values of a and d are adapted with
this method:

xi+1 =

{
xi + 0.05X if ∑3

i=1 (B + C) > 0
xi − 0.05X otherwise (4.31b)

The introduction of the sign variability in Eq. (4.31b), is due to the fact that the values of a and d from the random
distribution are never negative, and would otherwise always increase.
Moreover, the values of max and min represent the maximum and minimum values of the variables x in the

tabulated atmosphere (note that for altitude, the maximum value is truncated to 1500 km, such that a higher degree
of variability is added to the lower layers of the atmosphere). The absolute value in Eq. (4.30) is added to make sure
that no negative values of the multiplier are output. Also, the minimum value supported for κρ is 0.5. One can seethe above equation in action, in Appendix C.3.
Third Bodies
Position of third bodies is determined from ephemeris. Ephemeris are usually either computed analytically or, they
are taken from tables of past and future positions of the main solar system bodies (some also include spacecraft

(3)Mars Climate Database v5.3: The Web Interface – https://goo.gl/WbaFDt [last accessed on March 8, 2018]

https://goo.gl/WbaFDt
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Table 4.1: Characteristics of the random number distributions used to model the variability of the atmosphere, embodied
by the coefficients in Eq. (4.30).

Coefficient Distribution Parameters
a Uniform Lower bound: 0.75

Upper bound: 2.0
b and c Normal Mean: 0.0

Standard deviation: 0.25
d Normal Mean: 1.0

Standard deviation: 0.5

ephemerides). Both formats are provided by the Jet Propulsion Laboratory (JPL) and are publicly available at (4).
In particular, the tabulated ephemeris are made available through a software named SPICE(5), or Spacecraft Planet
Instrument Camera-matrix Events. Using tabulated values, gives the advantage of not needing to propagate the
solar system bodies. Thus, SPICE will be used in this analysis for planetary ephemeris.
When orbiting Mars, however, one also needs to consider the presence of its two moons: Phobos and Deimos.

They orbit at relatively low (average) altitudes (6000 km for the former and 20000 km for the latter(6)) and as such,
they can be a danger to an aerobraking mission (in Table 2.1, it was shown that the apoareion of MRO decreased from
45000 to 320 km in altitude). Furthermore, one should also consider the other satellites orbiting Mars, whose orbits
could potentially intersect the path of the aerobraking spacecraft. Mars Reconnaissance Orbiter used about 1.2ms−1
of ∆V for collision avoidance, which is less than 3% of the total amount (Long et al., 2008). Therefore, given the
low amount of propellant used, collision avoidance is not given a priority in the preliminary design of an aerobraking
GNC system. To conclude, these activities will not be modeled.

4.3.3 | Implementation Onboard
For onboard calculations, one needs to keep in mind that OBCs are generally not computationally fast. Thus simpli-
fied models are carried onboard, and only for the most important perturbations. In fact, only atmospheric effects
and gravitational perturbations are considered in this analysis. Solar radiation pressure and third bodies affect the
orbit to a very small degree, and are thus not considered.
The effects of the simplified models on the guidance and navigation will be considered during the thesis work.

For instance, selection of the best performing atmosphere model will be made, based on the formulations described
in the following paragraphs.
Gravitational Field
For onboard implementation of the gravity field, the degree and order of spherical harmonics is usually limited to a
smaller value than for propagation. The actual limiting number depends on themission and planet. For Earth-bound
aeroassisted maneuvers, the J2 effect is generally the only one to be considered. Since Mars has an even stronger
J2 effect than Earth, it should not be left out. However, due to the long duration of aerobraking, it may be importantto model also other effects. For this, a dimensional analysis of the gravitational moments for Mars needs to be done.
Table 4.2 shows the values of the first five gravitational moments, i.e., the Jmn terms with degree and order spanningfrom two to six.
Clearly, the J2 (or J0

2 ) term is the most prominent, being larger than the other terms by at least two orders ofmagnitude. However, Jah and Lisano (2004) states that at least a (4, 4) gravity field description is necessary, to keep
the navigation error within reasonable amounts. In fact, during the first stages of testing, it was soon noticed that a
(2, 0) gravity field is not enough, as the error was rapidly growing to values larger than 50 km in position, within one
orbit. To conclude, for onboard estimation, a gravitational field with degree and order up to four will be used.
Atmosphere
The exponential atmospheric model introduced in Eq. (4.29), is a potential candidate for onboard calculations. This
is because the empirical models discussed in Subsection 4.3.2 require a lot of knowledge of the spacecraft surround-

(4)Jet Propulsion Laboratory: Solar System Dynamics: Ephemerides – https://goo.gl/mhuFPJ [last accessed on December 6, 2017](5)Jet Propulsion Laboratory: Navigation and Ancillary Information Facility: SPICE – https://goo.gl/yPqUN8 [last accessed on Decem-
ber 6, 2017](6)National Aeronautics and Space Administration: Mars Fact Sheet – https://goo.gl/TNo8PJ [last accessed on March 7, 2018]

https://goo.gl/mhuFPJ
https://goo.gl/yPqUN8
https://goo.gl/TNo8PJ
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Table 4.2: Values of the first three spherical harmonics coefficients for Mars (computed from Footnote (1)). All values are
multiplied by a factor of 103.

Order
0 1 2 3 4

Deg
ree 2 1.957× 100 7.648× 10−7 6.311 × 10−2

3 3.147 × 10−2 2.750× 10−2 6.151 × 10−3 6.051 × 10−3
4 −1.539× 10−2 5.362 × 10−3 2.019 × 10−3 3.860× 10−4 2.721 × 10−4

Table 4.3: Parameters for Martian atmosphere wave model expressed by Eq. (4.32) (Dwyer et al., 2001).
Wave 1 Wave 2 Wave 3

Amplitude Ai [−] 0.1 0.2 0.1
Phase τi [deg] 0 50 55

ings and a lot of time to compute. An exponential model, or a variation of it, can be a good first approximation for
the calculations done onboard, since they mostly consist of short propagations.
According to Tolson and Prince (2011), a constant scale height (CSH) model would suffice for aerobraking oper-

ations, where the atmospheric parameters ρ0 and H are extracted from analyzing data from previous orbits, by
using either a weighted least squares or a simple averaging method. As already mentioned, Cianciolo et al. (2013)
recommend using a simple averaging method of the previous seven orbits, since it is a very simple and fast method,
and its results still manage to reduce the variability of the atmosphere by 30%.
Using the CSH model would appear particularly useful for bodies whose atmospheres are not known to a high

detail (e.g., Venus and Titan). For Mars, on the other hand, since it has been thoroughly studied in past missions,
there exist more sophisticated methods. For instance, Dwyer et al. (2001), Prince et al. (2009) suggest using a wave
model described by:

ρ (h, δ, τ) = ρ (h, δ)

{
A0 + S (t) +

3∑
i=1

Ai sin [i (τ − τi)]

}
(4.32)

which depends on altitude, latitude and longitude. The first term on the right-hand side of Eq. (4.32) is the density
value that is output by a CSH model that depends on both altitude and latitude, whereas the second term (the one
in the curly brackets), represents the longitudinal waves. Prince et al. (2009) added the extra S term to account for
Martian dust storms, since they have a tendency of increasing density by more than a factor of two. The term A0 isgiven by a Gaussian distribution (unit mean and 0.15 < σ < 0.19) and is used to model for unexpected variations,
while the terms Ai and τi represent the three stationary longitudinal waves, which are constant and are shown inTable 4.3. Equation (4.32) is especially useful for Monte Carlo simulations, where uncertainties in the atmospheric
properties of the body need to be considered.
Yet another representation for the atmospheric density is found in Jah et al. (2008). The authors refer to this

model as the five-parameter exponential model, which is given by:
ρ = ρ0 exp

{
κ1

(
h− h0

H

)
+ κ2 cos

[
2π

(
h− h0

H

)]
+ κ3 sin

[
2π

(
h− h0

H

)]}
(4.33)

Clearly, in case κ1 = −1 and κ2 = κ3 = 0, the result is the same as in Eq. (4.29a). Gallis et al. (2014) do not give
values for the parameters ρ0,H and κi, but estimate them by fitting the acceleration data every orbit.



5Aerothermodynamics
Aerobraking uses the highest layers of the atmosphere to brake the spacecraft. This braking effect uses friction
between the atmosphere and the spacecraft surface, to dissipate kinetic energy. Due to the law on conservation of
energy, the dissipated energy is transformed into another type of energy, namely heat. This leads to the generation
of high temperatures around the body of the spacecraft, which need to be accounted for in the spacecraft design.

In this chapter, the effects of high-speed and high-temperature effects encountered during aerobraking will be
briefly explained. Firstly, in Section 5.1 some similarity parameters will be introduced, which are very useful in sim-
plifying the analysis done in the successive sections. A brief discussion on the thermodynamics and heating of the
spacecraft is done in Section 5.2, whereas Section 5.3 gives an overview of the aerodynamics of the spacecraft, which
depend on the flow regime encountered.

In Appendix B one will find the chosen spacecraft discretized model that will be used for the aerodynamic analy-
sis. Moreover, Appendix D explains how said analysis was carried out, and Chapter 11 shows a full description of the
results, together with validation of the model and results.

5.1 | Similarity Parameters
Similarity parameters are used to reduce the amount of parameters that need to be known, to describe the motion
of a vehicle in an atmosphere (Gallais, 2007). In fact, dimensional analysis can be used to define some dimensionless
similarity parameters that are very useful in this chapter. They are named after scientists who pioneered the field of
aero- and thermodynamics and are the following (Hankey, 1988):
◦ Mach number, orM
It is defined by:

M
4
=
V

a
(5.1a)

and its physical interpretation is related to the ratio of ordered to random energy. Here, a is the speed of
sound, and it is defined by:

a =
√
γRT (5.1b)

where γ is the specific heat ratio, R the gas constant and T the temperature of the gas. Their average values
for Mars are given in Appendix C.

◦ Reynolds number, orRe
It is defined by:

Re
4
=
ρV L

µ
(5.2)

and it represents the ratio of inertial to viscous forces. In Eq. (5.2), L is the characteristic vehicle dimension
and µ is the viscosity of the fluid.

◦ Knudsen number, orKn
It is defined by:

Kn
4
=
λ

L
(5.3a)
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and it represents the ratio of the number of collisions of a molecule with a body over the number of collisions
with another molecule. In Eq. (5.3a), λ is the mean free path of the molecules and L is the characteristic
vehicle dimension. According to Regan and Anandakrishnan (1993), the mean free path is defined as:

λ =
1√
2π

1

nσ2
(5.3b)

where σ and n are the collision diameter and number density of a molecule, respectively. The number density
can be found with:

n =
NA
M

ρ (5.3c)
Here, NA is Avogadro’s number (NA = 6.0221× 1023 mol−1) and M the molar mass of the gas. How
to compute the molar mass based on atmospheric composition is explained in Appendix C. The Knudsen
number is particularly interesting in this analysis. In fact, it is used to define the flow regimes, which will be
discussed in Section 5.3.

◦ Stanton number, or St (Anderson Jr., 2006)
It is defined by:

St
4
=

Ch
ρV Cp

(5.4)
and it represents the ratio of heat transferred to the heat capacity of a fluid. In Eq. (5.4),Ch is the heat transfercoefficient and Cp is the specific heat at constant pressure. Equation (5.4) can be re-written as Eq. (5.5) fora body, where qw is the heat transferred at the wall, ha,w and hw are the adiabatic wall and wall enthalpies,respectively, and the subscript e represents the conditions at the edge of the boundary layer.

St =
qw

ρeVe (ha,w − hw)
(5.5)

5.2 | Heat Transfer
As mentioned in the introduction of this chapter, the dissipation of kinetic energy generates thermal energy, or heat.
This heat can become a big limitation for aeroassisted maneuvers, and thus is one of the driving parameters.
Heat transfer during aerobraking can be categorized as convective heat. This is caused by transfer of energy

between the hot gas in the boundary layer and the cold vehicle surface (Anderson Jr., 2006). For aeroassisted ma-
neuvers that enter deeper layers of the atmosphere, radiative heating, caused by the radiation emitted by the same
hot gas, also plays an important role. Upon review of previous mission aerobraking strategies, however, it was found
that this heating effect is neglected for aerobraking maneuvers. In fact, for Mars-bound aerobraking missions, the
only heating considered has been the aerodynamic heating, thus neglecting heating due to other sources.

In most aerobraking studies (see e.g., Cichocki et al., 2011, Lyons, 2002, 2012, Smith and Bell, 2005), as a matter of
fact, a heat rate indicator is used as reference. Its value does not arise from an analysis of the environment or the
spacecraft geometry, rather it only depends on the free-stream conditions (McRonald and Nock, 1977):

qaero =
1

2
ρ∞V

3
∞ (5.6)

As can be seen from the subscript, Eq. (5.6) does not represent the value of the convective heat rate at the stagnation
point, but it is used to give an idea of the aerodynamic heating conditions at the spacecraft.
This equation is derived from (Anderson Jr., 2006):

qw = ρeVe (ha,w − hw)St (5.7)
which is the inverse of Eq. (5.5). By assuming the conditions below (Anderson Jr., 2006), Eq. (5.7) can be simplified to
the formula already shown in Eq. (5.6).
◦ Parallel Flat Plate
Assuming the body is a flat plate parallel to the incoming flow, the conditions at the edge of the boundary
layer are the same as the free-stream conditions. Thus, the term ρeVe can be replaced with ρ∞V∞.

◦ Unitary Recovery Factor, r ≈ 1
The recovery factor r relates the adiabatic wall enthalpy ha,w to enthalpy the at the edge of the boundarylayer he and total enthalpy h0, as:

ha,w = he + r (h0 − he)
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Thus, assuming a unitary recovery rate, leads to the condition ha,w ≈ h0, such that no change in enthalpy isexperienced through the shock wave and boundary layer.
◦ Hypersonic Conditions, V 2

∞ � h∞By definition, the total enthalpy is given by:

h0 = h∞ +
V 2
∞
2

Assuming V 2
∞ � h∞, the definition of total enthalpy can be simplified to:

h0 ≈
V 2
∞
2

◦ Unitary Heat Transfer, Ch ≈ 1
The heat flux at the wall is fully absorbed by the vehicle. Although the average heat transfer of MRO is less than
one, its value does locally reach unity at the edges of solar panels, according to results of DSMC simulations
by Gallis et al. (2004), Liechty (2007). Thus, using this value allows for accounting of the worst-case scenario.

◦ Cold Wall Approximation, h0 � hwThis approximation implies that the temperature of the wall is much lower than the temperature of the sur-
rounding gas. This leads to the following simplification:

(ha,w − hw ≈)h0 − hw ≈ h0

(
≈ V 2

∞
2

)
Given the many simplifications above, one may think that the model from Eq. (5.6) will not perform well in a real-
world scenario. It was proven, however, during the previous aerobraking missions, that this indicator does indeed a
sufficient job at representing the heating of the spacecraft, and as such, its use is justified.

5.3 | Flow Regimes and Aerodynamics
Based on the Knudsen number introduced in Section 5.1, atmospheric flight can be divided into three regimes (Regan
and Anandakrishnan, 1993):
◦ Free Molecular Flow, ifKn� 1
In this regime interaction betweenmolecules can be disregarded, since collisionsmainly occur betweenmolecules
and the vehicle. This regime is also known as rarefied flow and is treated in Subsection 5.3.1 (Regan and Anan-
dakrishnan, 1993).

◦ Continuum Flow, ifKn� 1
Intermolecular interactions dominate this regime and the vehicle experiences high thermal load, shock waves
and other hypersonic phenomena. This regime is treated in Subsection 5.3.2 (Anderson Jr., 2006).

◦ Transition Regime, if 10−3 6 Kn 6 10−1 andRe� 1
The transition regime is what can be found between the free molecular and continuum regimes, and it is dom-
inated by both intermolecular and molecule-surface interactions. This regime is treated in Subsection 5.3.3.

As shown in Appendix C, the Knudsen number reaches the value of 10−3 at approximately 75 km, and increases
thereafter. Clearly then, the flow conditions experienced in the highest layers of the altitude (above 100 km), are part
of the transition regime. Thus, the spacecraft will encounter only free molecular and transition flow. However, since
no mathematical representation of the transition regime is present (modeling of this regime is done with bridging
functions), the continuum flow still needs to be discussed.

5.3.1 | Free Molecular Flow
WhenKn� 1, the mean free path of the molecules making up the atmosphere is much larger than the character-
istic vehicle length, i.e., λ� L. This means that the flow is dominated by collisions between the molecules and the
vehicle, that intermolecular interactions can be neglected, and that transfer of momentum and energy between the
molecules and the vehicle happens by collisions.
Modeling of molecule-vehicle collisions can be done in two ways:
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◦ Specular Reflection
The particle hitting the surface only transfers momentum in the direction perpendicular to the surface. The
velocity component parallel to the surface is unchanged.

◦ Diffuse Reflection
The particle, after collision, can assume any magnitude and direction of the velocity, given by a Maxwell-
Boltzmann distribution.

Assuming that diffuse reflection is the method that represents reality best (which is what experiments show), one
can write the pressure and shear stress coefficients acting on an infinitesimal area at an incident angle ϑ, as:

Cp =

{[
2− σN√

π
s̃+

σN
2

√
Tw
T∞

]
exp

(
−s̃2

)
s2

+

[
(2− σN )

(
1

2
+ s̃2

)
+
σN
2

√
π
Tw
T∞

s̃

]
1 + erf (s̃)

s2

}
(5.8a)

Cf =
σT cosϑ√

πs

{
exp

(
−s̃2

)
+
√
πs̃ [1 + erf (s̃)]

} (5.8b)
Note that erf is the error function, and it is defined as (Andrews, 1992):

erf (x) =
2√
π

ˆ x

0

exp
(
−χ2

)
dχ (5.9)

In Eq. (5.8), s is the molecular speed ratio, given by:
s =

V∞√
2RT∞

= M∞

√
γ

2
(5.10)

and s̃ is the speed ratio perpendicular to the surface, i.e., s̃ = s sinϑ. The subscript∞ refers to free-stream condi-
tions (hence, conditions of the flow unaffected by the vehicle), and Tw is once again, the wall temperature.Integrating Eq. (5.8) over the surface of the vehicle, results in the values of the forces acting on the body. Al-
ternatively, one can divide the surface of the vehicle into small plates, and compute the force felt by each of these
elements, and then sum it to obtain the total. Using either method, one obtains the value of CD , CS and CL, thedrag, side and lift force coefficients of the body.
The results that one would obtain with the method explained above are quite approximative. A more reliable

and accurate analysis can be done by using the Stochastic Parallel Rarefied-gas Time-accurate Analyzer (SPARTA)
software, developed by the Sandia National Laboratories(1) (Gallis et al., 2014). This software is chosen because of its
availability (freely-available and open-source, under GNU general public license), and familiarity within the faculty.
SPARTA SPARTA uses a direct simulation Monte Carlo (DSMC) that “models rarefied gases, using collision, chemistry,
and boundary condition models” (Plimpton and Gallis, 2017). As described by Klothakis and Nikolos (2015), the DSMC
method simulates the conditions in a rarefied gas, by using kinetic theory of gases, and in particular the Boltzmann
equation, which describes the change in particle distribution, due to collisions. Thus, the DSMC method simulates
the motion of millions of particles, each representing a larger number of real particles. The solution obtained with
a DSMC method is equivalent to the solution of the Boltzmann equation, when the number of particles tends to
infinity and when the mesh and step sizes tend to zero (Bird, 2013). The mesh or grid, is the discretization of the
body being analyzed. For SPARTA, for instance, the body is discretized by a triangulated surface mesh (Plimpton and
Gallis, 2017). Furthermore, sophisticated versions of the DSMC, just like SPARTA, manage to offer results that closely
agree with experimental result, despite the non-ideal conditions (finite number of particles and non-zero mesh and
step sizes). However, depending on the geometry of the body, the computation time and accuracy of the results will
vary. For instance, a shape that generates large separation regions, will be more computationally challenging than
the simulation for a blunt body (Klothakis and Nikolos, 2015).
Theoretically, the DSMC method can be used for both the rarefied and continuum regimes, but for the contin-

uum regime the computation times would be exponentially higher, due to the very large number of intermolecular
interactions. Thus, this software is only used for the rarefied regime, and other solutions for the continuum flow will
be described in the next subsection.

5.3.2 | Continuum Flow
In situations whereKn � 1, the flow is dominates by intermolecular interactions, and the relations introduced in
Subsection 5.3.1 no longer hold. This regime is referred to as continuum flow, and a body moving through it can

(1)Sandia National Laboratories: SPARTA Direct Simulation Monte Carlo (DSMC) Simulator – https://goo.gl/TqEL8C [last accessed on
November 16, 2017]

https://goo.gl/TqEL8C
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experience stresses that highly depend on its velocity. In particular, this regime is divided into five categories, based
on Mach number (Anderson Jr., 2008):
◦ Subsonic, ifM∞ < 1: flow in which the vehicle travels slower than the speed of sound

• Incompressible, ifM∞ 6 0.3: flow in which the density is assumed to remain constant
• Compressible, if 0.3 < M∞ < 1: flow in which the density can change

◦ Transonic, if 0.8 < M∞ < 1.2: flow in which some supersonic effects start to appear locally
◦ Supersonic, if 1 6M∞ < 5: flow in which shock waves and expansion fans are present
◦ Hypersonic, ifM∞ > 5: flow in which high-velocity and high-temperature effects occur

In contrast to a re-entry capsule which experiences all regimes, a spacecraft undergoing aerobraking only experi-
ences hypersonic flow. This is because the spacecraft is always traveling at much higher velocities than the local
speed of sound. In Appendix C a simplified analysis is carried out, and it is shown that for a spacecraft in a circular
orbit around Mars at a height of 100 km, the Mach number is approximately 13. For this reason, only hypersonic flow
is treated.
Based on Anderson Jr. (2006), Regan and Anandakrishnan (1993), the following hypersonic effects can be distin-

guished:
◦ Thin shock wave: in hypersonic conditions, a thin shock wave will arise close to the body surface; in case of
multiple shocks, there may be shock wave interaction; also, the vehicle will experience Prandtl-Meyer expan-
sions

◦ Entropy layer: around the nose of the body, the shock wave is detached and highly curved; high entropy
gradients arise, which generate the entropy layer

◦ Vorticity interaction: interaction of entropy and boundary(2) layers
◦ Viscous interaction: interaction of boundary layer with outside inviscid flow, and even with the shock wave
◦ High-temperature effects: the kinetic energy of the incoming flow is dissipated in the boundary layer by
friction; dissipation generates high temperatures, which cause dissociation and ionization of the molecules
and in turn give rise to chemical reactions

Modeling of all these effects requires very precise and computationally expensive software, thus for preliminary
design phases, simplified methods are used.
The most simple and famous methods used are grouped under the name of local surface inclination methods.

According to these theories, the pressure coefficient felt at a point by an object in a hypersonic flow is only dependent
on the inclination of the object at this location w.r.t. the incoming free-stream flow. Thus, Cp = f (ϑ), and there is
no dependence on the free-stream conditions. These methods can be further divided into three categories:
◦ Newtonian flow, where the flow is assumed to transfer all (and only) its normal momentum to the body upon
impact

◦ Tangent wedge and tangent cone, where the pressure coefficient is computed by assuming the body is
locally approximated with either a wedge or a cone (based on its general shape)

◦ Shock expansion, where the pressure distribution is assumed to be given by a Prandtl-Meyer expansion
Of these, according to Dirkx andMooij (2017), the best for blunt bodies with a large inclination angle ϑ, is themodified
Newtonian method, based on Newtonian flow. The pressure coefficient for this method, is defined by:

Cp = Cp,s sin2 ϑ (5.11a)
where Cp,s is given by:

Cp,s =
2

γM2
∞


[

(γ + 1)
2
M2
∞

4γM2
∞ − 2 (γ − 1)

]γ/(γ − 1) [
2γM2

∞ − (γ − 1)

γ + 1

]
− 1

 (5.11b)

and it represents the value of the pressure coefficient in the stagnation point behind the normal shock wave, assum-
ing an isentropic deceleration (Dirkx and Mooij, 2017). Clearly, for the modified Newtonian method, Cp is no longeronly a function of ϑ, however the Cp,s parameter (which depends onM∞ and γ) needs to be computed only once,since it represents the conditions in the stagnation point.

(2)The boundary layer is the region where viscous interaction between airflow and body surface play a major role.
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An important factor to consider is shadowing. In case the flow does not directly impact on the surface, the pres-
sure coefficient is assumed to be null. Thus, for a three-dimensional body, where n̂ represents the vector normal to
the surface, and V̂∞ the direction of the incoming flow, the pressure coefficient in a shadowed zone is given by:

Cp = 0 if V̂∞ · n̂ > 0 (5.12)
where the property sinϑ = −V̂∞ · n̂ is used. A slight adjustment was proposed by Gabeaud (1950), to take intoaccount the base pressure, i.e., the pressure felt at the rear of the body. This expression is:

Cp,b =
2

γM2
∞

{[
1

M2
∞

(
2

γ + 1

)]1.4 [
2γM2

∞ − (γ − 1)

γ + 1

]
− 1

}
(5.13)

and it represents the correction term, which is only felt by the shadowed parts of the body.
Finally, the pressure coefficient for a three-dimensional vehicle in hypersonic conditions can be approximated by:

Cp =

{
Cp,s

(
−V̂∞ · n̂

)2

V̂∞ · n̂ < 0

Cp,b V̂∞ · n̂ > 0
(5.14)

To find the total aerodynamic force acting on the vehicle, one can thus integrate Eq. (5.14) over the surface. As
mentioned in Subsection 5.3.1, an alternative method is to approximate the vehicle in small plates or simple shapes,
and sum over the meshed model.

5.3.3 | Transition Flow
No theoretical formulation for the pressure and shear coefficients have been derived for this phase. This is because
of the equal importance that intermolecular and molecule-surface interaction play, in this phase of atmospheric
flight. In general, DSMC methods are used to estimate the coefficients, but these can be quite computationally
expensive (Regan and Anandakrishnan, 1993). On the other hand, simple relationships have been derived from
these results, such as the ones detailed by Blanchard and Buck (1986). These relationships act as bridging functions
between the results obtained in the continuum and free-molecular regimes. They are usually expressed as a function
of Knudsen number, and have the general form of (Regan and Anandakrishnan, 1993):

fx (Kn) =
Cx,trans − Cx,cont
Cx,free − Cx,cont

(5.15)
where x just acts as a place-holder. The subscripts trans, cont and free refer to the transition, continuum and
free-molecular flow values, respectively. Thus, one can use Eq. (5.15), to solve for Cx,trans, i.e., the coefficient in thetransition regime. The function on the left-hand side of Eq. (5.15), is determined by fitting experimental data and
DSMC results. The results therefore, vary based on the overall shape of the body. For instance, for the Space Shuttle,
Blanchard and Buck (1986) derived the relationship:

f (Kn) = sin2
{π

8
[3 + log10 (Kn)]

}
10−3 6 Kn 6 101 (5.16)

which can be used for both pressure and shear stress coefficients. Potter (1988), on the other hand, derived two
bridging functions for the lift and drag coefficients, which he applied to an aerocapture maneuver with heat shield.
In this case, the bridging functions are not a function of Knudsen number, but rather depend on a combination of
flow-field and vehicle parameters. The work by Wilmoth et al. (1998), provides a similar solution as Eq. (5.16), but this
is also to be applied directly to lift and drag.
Clearly, there exist many possibilities for the expression of the bridging function. However, for sake of simplicity,

and for its proven applicability, Eq. (5.16) will be used.
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6Navigation
Moving through space can be a challenging task. There are no roads or signals to follow, and inmost cases, spacecraft
have no human driver. Therefore, a satellite needs to be able to know where it is and move around without human
intervention. In truth, this has rarely been the case for interplanetary probes. Satellites orbiting Earth (especially
in low Earth orbit) can use GNSS (Global Navigation Satellite System) to accurately know their position, but in deep
space, there are no such systems. Engineers, over the years, have come up with clever ways to overcome this and
many other issues that arise from the unusual space conditions. In particular, they developed so-called GNC systems,
or guidance, navigation and control systems. These are the part of the spacecraft (both hardware and software) that
handles positioning, pointing and path determination problems.
The purpose of the navigation system is to provide the rest of the system with knowledge of the current state

of the vehicle. This is generally achieved with the use of sensors and of recursive filtering algorithms (such as the
Kalman filter, explained in Appendix E.7). These filters try to reduce the error in position and velocity estimates by
combining the data measured by sensors (which is generally corrupted by various error sources), with information
obtained by propagating the vehicle state with the environmental models from Section 4.3 and equations of motion
from Sections 4.1 and 4.2. The navigation system, finally, also provides information on state-derived parameters, like
atmospheric properties.

In this chapter, the navigation system developed for an aerobraking maneuver around Mars will be described,
whereas the remaining elements of the GNC system can be found in Chapter 7. The first part of navigation to be
discussed are the navigation sensors. These are at the basis of this part of the onboard software, and thus need to
bemodeled properly. The chosen sensors and their use is explained in Section 6.1. The next part that will be analyzed
is the structure of the navigation system. An orbit is divided into various phases, depending on the current position,
and on the selected navigation method. Section 6.2 will describe why the need of these partitions arises and how
they are defined. Then, in Section 6.3, one will find a description of the state estimation process, based on Kalman
filtering, for the various navigation phases of the previous section. Due to the very long duration of an aerobraking
maneuver, however, state estimation via filtering may not be enough to keep a low enough position error. Thus,
some additional methods need to be discussed. These are explained in Sections 6.4 to 6.6. Finally, Section 6.7 will
detail the way that the onboard atmosphere model is adapted every orbit, to account for the varying atmospheric
properties.
As will become clear in Chapter 13, the main method investigated in this report, i.e., inertial measurements for

aeroassisted navigation (IMAN), did not provide the expected accuracy. The reader will find in this same chapter a
detailed description of where andwhy it is thought that themethod in this application fails to reproduce the expected
results.
Following from the paragraph above, a secondary method has been implemented. Rather than developing a new

navigation system, this method is simply based on the assumption that a position measurement is available, without
specifying the particular source of such observation. In Section 6.1, the reader will find a list of possible strategies
that could be applied, but they will not be investigated in more detail.
Use of a set of altimeters was also considered in this thesis work, but it soon became clear that altimeters cannot

be used as stand-alone external measurements, since their observations do not provide inertial information.

6.1 | Navigation Sensors
Sensors are at the very basis of navigation. They allow for the system to interface with the outside world, by mea-
suring information about the current state and/or conditions of the spacecraft.
For the purpose of IMAN, two main instruments will be used. These are the inertial measurement unit, or IMU,

and the star tracker, or ST. To this set of instruments, a generic ranging system, or GRS, is added for the second nav-
igation method investigated in this thesis. One will also find a description of said observation model in this section.

45
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6.1.1 | Inertial Measurement Unit
Inertial measurement units are sensors that measure translational accelerations and rotational velocities. The for-
mer is measured by accelerometers, whereas the latter by gyroscopes.
Both of these instruments suffer from errors. In general, these errors can be classified as: bias, scale factor,

nonlinearity, hysteresis, noise, etcetera (Jah et al., 2008). They can also suffer from misalignment, which arises both
due to placement errors within the IMU itself, and inside the spacecraft. Values for IMU errors are usually given by
the manufacturer, however in this case, values from Groves (2013) will be used.
For sake of simplicity, in this analysis not all the errors discussed above will be reproduced. Rather, the simu-

lation will be limited to bias, scale factor, misalignment and noise. With this in mind, if anon-grav|I is the vector ofnon-gravitational accelerations in the inertial frame, the translational accelerations measured by the IMU are given
by (Mooij, 2016):

aIMU|B = bt + [I + diag (st) + Mt] C
I
B anon-grav|I + wt (6.1)

Here it is assumed that the accelerometers are placed at the CM of the spacecraft, along the axes of the B-frame.
Moreover, b is the bias vector, s the scale factor,M the misalignment matrix and w the uncorrelated white noise
vector. The subscript t refers to the translational nature of the acceleration. The definition of these parameters,
which are also valid for Eq. (6.3), is:

b = [b1, b2, b3]
T (6.2a)

s = [s1, s2, s3]
T (6.2b)

M =

 0 m12 m13

m21 0 m23

m31 m32 0

 (6.2c)

Similarly, one can also define the equation for the rotational accelerations. This is given by (Mooij, 2016):
ωIMU|B = br + [I + diag (sr) + Mr]ω + wr (6.3)

By inverting Eqs. (6.1) and (6.3), one obtains the non-gravitational accelerations and the rotational velocities, which
are the parameters of interest. Finally, transformation from the body frame to the needed frame of reference can
be done by applying a combination of the transformations from Appendix A.1. Due to the simplifications done in
Subsection 4.3.3, where only Martian gravity and drag are considered for onboard propagation, anon-grav virtuallyrepresents only the acceleration due to aerodynamic forces.
The modeled pre-calibration IMU errors are given the values in Table 6.1. These values represent the expected

errors per axis, where the errors are modeled as random Gaussian variables. Interestingly, the noise depends on
the square-root of the sampling rate. Thus, the higher the sampling rate, the higher the noise and in turn, the harder
it is to estimate the other IMU errors. In general, according to Groves (2013), the average IMU has a sampling rate
of 100Hz. However, running the state estimator 100 times per second, may be too much of a demand for most
space-grade OBCs. Thus, what it is suggested in this case, is to use a sampling rate of 100Hz for the IMU, but to
run the state estimation at a lower rate. For instance, Jah et al. (2008) use a refresh rate for filtering of 20Hz in their
analysis. Choice of this rate will be done in Chapters 12 and 13, where the performance of IMAN and of the generic
range-assisted navigation is analyzed.
After talking with the main author of Jah et al. (2008), it became clear that the errors from Table 6.1 were too large

to be used for the IMAN process(1). The method that Jah et al. used to reduce the noise in the data was to bring the
IMU data from 100 to 10Hz, by applying a moving average. This yielded a reduction in noise to about 10−5ms−1 at
10Hz (Jah, 2005). Thus, following this discussion, it was decided to lower the accelerometer noise to account for this
post-processing, setting its value to 2× 10−5ms−2 Hz−0.5.

Table 6.1: Values of main errors (1σ) before calibration in the IMU (Groves, 2013).
Accelerometers Gyroscopes

Bias 10−4 [m s−2] 5× 10−9 [rad s−1]
Scale Factor 10−4 [−] 10−4 [−]
Misalignment 10−3 [−] 10−3 [−]
Noise 2× 10−4 [m s−2 Hz−0.5] 3× 10−7 [rad s−1 Hz−0.5]

(1)Personal communication – October 17, 2018
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6.1.2 | Star Tracker
Star trackers are cameras whose purpose is to take pictures of the starry background, and compare the pattern
of stars detected with an onboard catalogue. In this manner, one single star tracker can give attitude information
around two axes. Hence, for three-axis attitude determination, a pair of two star trackers is needed. The average
accuracy of a star tracker can be as high as 1 arcsec (3σ) (Liebe, 1995).

In Table 2.1 it was shown that MRO was equipped two star trackers, which had a refresh rate of 10Hz(2). One
also needs to model the attitude determination error. According to Lee et al. (2003), the accuracy of the star tracker
system onboard MRO was 0.1mrad (3σ) around its three axes. This value corresponds to about 20 arcsec, and is
used as accuracy for the modeling of star trackers.

It is clear that a clash between attitude units is arising. The coordinates chosen to describe attitude both onboard
and in propagation are quaternions, whereas the noise is described in radians. A conversion is thus necessary, and
is applied with the assumption that the noise is small, and the small angle approximation applies (Sola, 2017):(

η
ε

)
ST
≈
(
η
ε

)
⊗ 1

2

(
2

wST

)
(6.4)

wherew expresses a 3× 1 Gaussian noise vector with standard deviation given by the MRO data, and⊗ represents
the quaternion multiplication operator, whose effect can be expressed as (Sola, 2017):

q1 ⊗ q2 =

(
η1η2 − εT

1 ε2

η1ε2 + η2ε1 + εS
1ε2

)
(6.5)

where q is used to represent the full quaternion vector, such that:
q
4
=

(
η
ε

)

6.1.3 | Generic Ranging System
A ‘generic‘ ranging system, or GRS, is a system that provides information on the current position of the spacecraft.
Possible candidates for such a system are:
◦ Optical Navigation
Optical navigation consists of determining position by means of comparing the feed from a camera system, to
the expected outcome of this image. For Mars, this can mainly be applied in two scenarios:
• High altitudes: at high altitudes, the navigation system can capture images of the orbiting configuration
of Mars, Phobos and Deimos, and compare their relative position to an onboard ephemeris, to deter-
mine its own position. This concept has already been tested on MRO(3), but indeed requires a large
altitude (since Deimos orbits Mars on average at a distance 20× 103 km(4)).

• Low altitudes: at lower altitudes, feature recognition can be implemented, to match, e.g., craters and
other prominent landmarks, to an onboard map. The main disadvantage of this method, however, is its
high sensitivity to weather conditions (especially during dust storm season).

◦ Relative Satellite Ranging Measurement
Alternatively, one could use other satellites orbiting Mars as references w.r.t. which the position can be deter-
mined. This type of navigation is usually referred to as liaison navigation (Hill and Born, 2007), and is being
investigated for many applications (especially those that classify as three-body problems).

◦ Sun-Mars-Star Triad
The final method that could be implemented is the combined use of a sun sensor, star sensor and horizon
sensor to pinpoint the position of the spacecraft. By assuming that the position of Sun, Mars and the starry
background are all known, this would allow the triangulation of the spacecraft position. The accuracy is in-
creased as the angular size of the three objects is small, thus the highest accuracy would be achieved at high
altitudes.

(2)Jet Propulsion Laboratory: Mars Reconnaissance Orbiter: Spacecraft Parts: Guidance, Navigation and Control Systems – https://goo.
gl/5LfHk6 [last accessed on February 6, 2018](3)National Aeronautics and Space Administration: Mars Reconnaissance Orbiter: Optical Navigation Experiment – https://goo.gl/
QZUxqc [last accessed on October 2, 2018](4)National Aeronautics and Space Administration: Mars Fact Sheet – https://goo.gl/TNo8PJ [last accessed on March 7, 2018]

https://goo.gl/5LfHk6
https://goo.gl/5LfHk6
https://goo.gl/QZUxqc
https://goo.gl/QZUxqc
https://goo.gl/TNo8PJ
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Of course, use could also bemade of the DSN, but this would go against the very purpose of this thesis, as autonomy
is what is being sought for.
To make the new method more flexible, it is assumed that position measurements are only available in a certain

range of altitudes, and that the accuracy of the measurement is relatively low. The range of altitudes in which no
measurements are assumed to be available is from 7500 to 25× 103 km. Moreover, the accuracy of the measure-
ments, when available, is in the order of 500m (1σ), for each dimension. Thus, modeling of the position observations
is done with:

rGRS|I = r + wGRS (6.6)

6.2 | Navigation Phases
A navigation phase is defined as a time period, during which a specific navigation technique is used. Setting and
switching between different navigation phases is done based on the current time and position. The position clauses
will be described later, whereas the time constraint is as follows: no switching between phases shall be allowed
within five minutes of the previous phase change. The reason behind this decision is that at times, the position
of the spacecraft is only known with a limited accuracy, thus switching between phases may occur at unwanted
instances.
Navigation phases have been introduced for two main reasons:
◦ Computation Time Constraints
Similar to the decision of having two different sampling frequencies inside and outside the atmosphere (which
will be explained in Section 8.1), the choice of having multiple navigation phases is also related to the reduction
of computational load.

◦ Increased Fidelity
As mentioned in Subsection 6.1.3, there may be times when the selected navigation method is not available,
due to e.g., lack of observations. To increase the degree of realism of the simulation, some of the navigation
phases are modeled with a more simplified approach, that does not require external links.

In the next subsections, the reader will firstly find a description of each phase, and then, some considerations on the
transition between phases.

6.2.1 | Phase Description
Two main navigation phases have been developed. These are described in the paragraphs below. However, prior
to this, a brief introduction is due: one will notice that the first navigation phase is valid for all navigation methods
selected (IMAN or GRS-based), whereas the second one describes a general estimation technique that needs to be
applied to the chosen navigation method.
UNAIDED NAVIGATION PHASE This navigation phase consists of simply integrating the expected accelerations, com-
puted with the environment models from Subsection 4.3.3, to propagate the state to the next step. Propagation is
carried out with Euler integration, i.e., with the formulation from Eq. (E.7). More details about this method will be
given in Subsection 6.3.1.
AIDED NAVIGATION PHASE Assisted navigation is based on the process of sensor fusion: data from an (incomplete)
onboard model is combined with information from (error-prone) external sensors, to achieve a more accurate es-
timate of the spacecraft state. The two main filtering techniques investigated in this report are EKF and UKF, and
the two main navigation methods used are IMAN and a generic range-assisted navigation system (or GRS-assisted
navigation, or GAN). The algorithms corresponding to these two approaches are explained in more detail in Subsec-
tions 6.3.2 and 6.3.3, respectively.

6.2.2 | Phase Transition
As stated in the introduction of this section, phase transitioning is only allowed if the previous phase transition has
not occurred in the prior five minutes, and the given reasoning was that at phase interfaces, transition may be
triggered multiple times consecutively, due to uncertainty in the spacecraft state. In fact, every phase transition is
prompted based on the current altitude of the spacecraft. Table 6.2 shows a detailed overview of the altitude ranges
defining the navigation phases for each navigation method: Table 6.2a is dedicated to IMAN, whereas Table 6.2b
to GAN.
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Table 6.2: Distribution of navigation phases along each orbit, for both IMAN and GAN.
(a) Inertial measurements for aeroassisted navigation.

Above DAIA Below DAIA
Unaided Aided

(b) Generic ranging system-assisted navigation.
Above In-between Below

25× 103 km 7.5× 103 km
Aided Unaided Aided

In Table 6.2a, the reader will notice the introduction of a new abbreviation, namely DAIA. This acronym stands for
dynamic atmospheric interface altitude, whose definition is given by Eq. (6.20), and will be introduced in Section 6.5.

6.3 | State Estimation
Chapter 4 saw the introduction of the equations of motion for both translational and rotational motion. For the
onboard model, the translational motion is expressed in terms of Cartesian coordinates, due to their very simple
state derivative expression, whereas the rotational motion is described by a quaternion vector. Note that, since the
spacecraft is equipped with a gyroscope (included in the IMU), the rotational velocity is not estimated onboard, but
directly taken from this instrument (after being corrected for the bias error, which is indeed included in the state).
Thus, the full state for the onboard navigation system is given by:

x =
[
rT, ṙT,bT

t , η, ε
T,bT

r

]T (6.7)
Clearly the state vector also includes some of the inertial measurement unit errors, namely the accelerometer and
gyroscope biases. The remaining errors, i.e., scaling and misalignment, are not included, since after a few trials, it
was concluded that the filter was not able to converge to their value.
As already stated, the analysis is restricted to the use of Cartesian coordinates as state variables for translational

motion. Investigation in the use of the USM elements in filtering was carried out by Vittaldev (2010), with the prelimi-
nary conclusion that Cartesian coordinates are better than USM for a ground tracking case. Further enquiry into the
comparative performance of these state variables is recommended to properly justify this choice.

In this section, the three main methods used for navigation are explained in more detail. Firstly, in Subsec-
tion 6.3.1 the reader will be reintroduced to the concept of unaided navigation. Then, the IMAN method will be
laid out in Subsection 6.3.2. Here, the system and observation models will be discussed and the necessary equa-
tions will be given. Note that however, this part the analysis will be limited to translational motion. To conclude,
Subsection 6.3.3 will explain the generic range-assisted navigation method, by mainly focusing on the differences
w.r.t. IMAN.

6.3.1 | Unaided Navigation
As mentioned in Section 6.2, one of the navigation phases is not based on filtering, but simply consists of integrating
the expected accelerations. Due to the lack of an estimation process, no system and observation models will be
discusses, as they are undefined.
This approach was chosen over integration of the IMU measurements because of the noise in said instrument.

Unaided navigation is only activated at high altitudes, where aerodynamic accelerations are negligible. Moreover,
the magnitude of the solar radiation pressure is considerably lower (about two orders of magnitude) than the noise
level of the accelerometer, thus neglecting the solar radiation leads to a smaller error than including the IMU data.

6.3.2 | Inertial Measurements for Aeroassisted Navigation
One of the main navigation problems with orbiting any astronomical object different from our home world is that
knowing the spacecraft position can easily become a challenge. On Earth, one can use one of themany GNSS systems
and ground tracking to determine with high accuracy the relative position of a satellite. As soon as one travels too
far away from Earth, however, these two methods are no longer available.
For interplanetary missions, a system of large antennas, the deep space network (DSN), is used to pinpoint the

spacecraft with great accuracy (see Section 6.6 for more details). Nonetheless, despite its usefulness, this method
comes with a major drawback. To continuously know the position of the spacecraft, tracking has to be continuous,
as well. This means that the antennas have to be used 24/7, leading to extremely high operational costs.
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Here is where IMAN comes in the picture. The spacecraft is equipped with a relatively accurate environment
model, which tells the spacecraft which accelerations it is currently experiencing. These are then used as internal
measurements for the ever-running onboard filtering process. The external measurements, on the other hand, are
given by the accelerometer included in the inertial measurement unit.
As mentioned in the beginning of the section, only translational motion is considered for the IMAN analysis. This

is done to limit the analysis to the effects of this method on the root mean square (RMS) position errors. Thus, one
can re-write the state vector definition of Eq. (6.7) for the case at hand:

x =
[
rT, ṙT,bT

t , CD

]T (6.8)
Other than the lack of the rotational state, Eq. (6.8) also sees the introduction of the drag coefficient CD in the statevector. This is a parameter that, despite being known with a relatively high confidence for most spacecraft (especially
for MRO and MOY(5)), is very useful in the estimation of the error in density modeling.
System Model
The system model for translational motion is simply given by Eq. (4.1a) and Eq. (4.2), where the accelerations are
given by the onboard model described in Subsection 4.3.3. Here, one can already see the difference between a
conventional navigation system and the system used with IMAN: the acceleration used in the model is not the one
given by the IMU, but rather, by an onboard model.
For rotational motion, a more standard method is used. This means that the kinematics of rotational motion are

described by Eq. (4.5), and the dynamics are not propagated. In fact, the rotational velocity is directly taken from the
IMU, after being corrected for the bias error.
To conclude, the system model equation can be described as:

ẋ =


ṙ
r̈

ḃt
ĊD

 =


V

−µ r
||r||3 + r̈pert

0

0

 (6.9)

where the 0 vector is of size 3× 1.
Observation Model
The observation model for translational motion is given, as mentioned multiple times in this section, by the IMU
measurements. Note that here, these measurements refer to the externalmeasurement. The internal (or predicted)
observations are given by the accelerations output by the onboard model (where the gravitational acceleration is
removed). To make sure that the filter would also estimate the navigation filter errors, the IMU measurements are
not corrected for the errors. Rather, the errors are added to the predicted observations themselves. This will be
shown in Eqs. (6.10) and (6.11).

In conclusion, the observation model is described by:
z = anon-grav,e|I (6.10)

Of course, depending on when the model from Eq. (6.10) is used, different values need to be input. This is where
Table 6.3 comes in handy: it provides a synopsis of where the internal and external observations are taken from.

In case of the internal measurements, the predicted aerodynamic acceleration needs to be corrupted with the
accelerometer errors. This is done with a similar expression to Eq. (6.1), where the scaling and misalignment terms
are removed (since they are too small and produce a strong non-linear effect that is hard to estimate):

anon-grav,e|I = anon-grav + xbt (6.11)

Table 6.3: Summary of internal and external observations for an IMAN-based navigation system.
Internal External

Translational Onboard model,
with errors applied

Inertial measurement
unit (accelerometer),
with errors included

(5)Dr. Jah, M.K., personal communication – October 17, 2018
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6.3.3 | Generic Range-assisted Navigation
The approach explained in this subsection is similar to the more conventional approach for satellite navigation. The
IMU accelerations, together with an onboard gravity field model, are used as internal measurements, whereas an
unspecified ranging system (the GRS from the previous sections), provides the external measurements.
The method of determining the attitude of the spacecraft is also rather conventional, i.e., a set of star trackers is

used to figure out the orientation of the spacecraft w.r.t. the starry background (which constitutes a pseudo-inertial
reference frame), and thesemeasurements are input to the filtering process as external measurements. The internal
measurement is none other than the current estimated quaternion.
System Model
The system model equation is given by:

ẋ =



ṙ
r̈

ḃt
η̇
ε̇

ḃr

 =



V

−µ r
||r||3 + r̈grav + anon-grav

0

− 1
2ω

Tε
1
2

(
ηω − ωSε

)
0


(6.12)

where once again, the 0 vectors are both of size 3× 1, and the gyroscope errors are removed with:
ω|B = ωIMU − xbr (6.13)

Note that the term xbr means that the part of the state vector expressing the bias for rotational motion, i.e., br , isto be replaced here. Another important remark is that, due to the definition of the equations of rotational motion,
no transformation to inertial frame is needed for Eq. (6.13).
The only difference between Eqs. (6.9) and (6.12) is the split of the term r̈pert into gravitational perturbations (givenby the spherical harmonics terms), and the non-gravitational accelerations given by the IMU, after transformation to

FI and after the bias error, given by xbt , has been removed:
anon-grav|I = CBI aIMU|B − xbt (6.14)

which is the equivalent for translational motion of Eq. (6.13).
Observation Model
In the case of range-assisted navigation, the external measurement for translational motion, is simply a vector de-
noting the current spacecraft position. Thus, the observation model consists of the position and attitude estimated
by the onboard computer, i.e.:

z =

 xr|I
η
ε

 (6.15)

For rotational motion, on the other hand, the observation is provided by the star tracker. This means that this part
of the observation model is simply a quaternion vector, which, as always, describes the rotation from the B-frame
to the I-frame.
One can also rewrite Table 6.3, to adapt the translational observation model, as shown in Table 6.4.

6.3.4 | State Propagation
In some situations, it is necessary to predict the behavior of the spacecraft based on the current or adapted initial
conditions. The model used for propagation is the same as the onboard model introduced in Subsection 4.3.3, with
the propagation and integration characteristics that follow:
◦ Propagator: unified state model with exponential map (USMEM)
◦ Integrator: Runge-Kutta-Fehlberg 5(6) with 10−12 tolerances and minimum and maximum step sizes of 0.1 and
100 s, respectively
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Table 6.4: Summary of internal and external observations for a GRS-assisted Navigation system.
Internal External

Translational Current estimated
Cartesian position

Position measurement
from one of the systems
in Subsection 6.1.3

Rotational Quaternion in state
vector Star tracker

6.4 | Processing of Accelerometer Measurements
Before proceeding to the remaining navigation software, a brief discussion on how the onboard measurements are
analyzed is in order. In fact, before using the accelerometer data, a certain degree of processing is necessary. As
mentioned in the previous section, the IMU measurements are affected by a number of errors, namely bias, scaling,
misalignment and noise. The first element is estimated by the navigation filter (since it is part of the system model),
the second and third ones are too small to be estimated, but for the forth one, something can be done.
The noisy part of the signal can be removed by a very simple smoothing process. As a matter of fact, a moving

average (just like the one defined by Eq. (E.2) in Appendix E) using 60 s of sampling data can do a very good job at
representing the initial signal. This smoothing process is carried out before running the post-atmosphere processes
but after removing the accelerometer errors.
Removal of the accelerometer errors is simply done via the inverse of Eq. (6.1), where scaling and misalignment

are disregarded, resulting in the same formulation as Eq. (6.11).
One important fact, however, is which value of xbt to use. In fact, the state estimator keeps updating the

estimate of this parameter, based on the current available data. However, this constant refresh leads to some subtle
variation in value and consequently to oscillation around a mean value. Hence, the value of xbt for Eq. (6.14) is
replaced by the median of the history of estimated errors, where the median is used due to its strong resistance to
outliers. Equation (6.14), thus becomes:

anon-grav|I = CBI aIMU|B − x̃bt (6.16)

6.5 | Periapse Time Estimator
The function of the PTE is dual: compute the actual periapsis time tp and compute the change in orbit shape (i.e.,semi-major axis and eccentricity offsets) due to drag acceleration. These two functions are performed by analyzing
the accelerometer data collected during the atmospheric sweep.
PERIAPSIS TIME CORRECTION In a perfect scenario, the periapsis time directly corresponds to the maximum of the
drag acceleration curve. Unfortunately, due to accelerometer errors and atmospheric unpredictabilities, this will
most likely not be the case. Because of the accelerometer errors, the data will be affected by noise, and because of
the ever-changing atmosphere, the data will not be a perfect bell-shaped curve. This makes finding the pericenter a
harder task.
The method discussed by Lyons (2001), uses as tp the time that divides the area of the acceleration curve intotwo equal parts, i.e., the centroid. To determine this point, a recursive root-finding algorithm is used. Since no

information on the derivative of the curve is readily available, the bisection root-finder explained in Appendix E.4 is
applied. One of the requirements of the bisection method is that the root-finer function be ever-growing (or ever-
decreasing). Were this not to be the case, the algorithm could converge to the wrong answer. Thus, the function
used for the root-finding process is given by:

f (tguess) =

ˆ tguess

tin
||aaero||dt−

ˆ tout

tguess+∆t

||aaero||dt (6.17)
where tguess is any time between the tin and tout and integration is approximated with the extended Simpson’s rulefrom Appendix E.2.1, since the time steps (∆t) at which the IMUmeasurements are retrieved are equally spaced. The
time bounds of the integral in Eq. (6.17), namely tin and tout, represent the ingress and egress time to and from theatmosphere. Due to the lack of a clear boundary between space and atmosphere, these two parameters are difficult
to define. However, one can introduce a fictitious altitude, above which the atmospheric effect is assumed to be
negligible. This altitude is called atmospheric interface and for Mars it is defined by REQ-AB-8 at 200 km (this is the
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altitude where the density reaches 10−13 kgm−3, and aerodynamic acceleration for an object like MRO is lower than
solar radiation pressure). Finally, the reader can quickly verify that the function above does indeed always match the
requirement described before the introduction of Eq. (6.17).
Table 6.5 shows the initial boundary values and the required convergence criteria for the bisection root-finder

used for this application, where the relative accuracy represents a difference between two consecutive time guesses
of about 0.02 s. The reader will find a more detailed description of the meaning and use of these parameters in the
Tudat documentation.
ORBIT SHAPE CORRECTION To fulfill its second function, i.e., the estimation of the change in semi-major axis, a few
assumptions need to be made. First, the accelerations due to drag are assumed to only occur at periapsis and
secondly (also consequently), they are treated as an impulsive shot. Thus, the simplifications shown in Appendix F.2
apply, and the change in semi-major axis due to an impulsive shot at periapsis is found via:

∆a =
2

n

√
1 + e

1− e
∆VŷL (6.18a)

which is derived (together with Eq. (6.18b)), in Appendix F.3. To complete the correction, the change in eccentricity is
also needed, and it is found with:

∆e = 2

√
a (1− e2)

µ
∆VŷL (6.18b)

The value of the impulsive shot ∆VŷL , is the velocity change along the y-axis of the L-frame and it is obtained byintegrating the drag acceleration. Since the acceleration provided by the IMU is discretized, its value is found by
approximating the integral:

∆VŷL = κ

ˆ tout

tin
||aaero||dt (6.19)

with a summation, such as the extended method mentioned earlier. Note how this equation is corrected by a con-
stant κ. This constant is used to account for the fact that the drag acceleration is not an impulsive shot at periapsis,
but a continuous process that can last several minutes, and is centered at pericenter. The constant κ was deter-
mined empirically, and was given the value of 0.955 by Chabot et al. (2013), and of 0.96 by Lyons (2001). The usage
of this constant factor becomes especially useful for low period orbits, where the time spent in the atmosphere is a
considerable fraction of the orbital period. The value of 0.955 is the one chosen for the present PTE implementation.
CORRECTION TIMING In the paragraphs above, it is stated that the estimated velocity change is computed by inte-
grating the measured (smoothed) accelerations from ingress and egress time to and from the atmosphere. One
would therefore expect the PTE to be executed right at tout. However, during the first trials of running this correctionalgorithm, it became clear that running the PTE while leaving the atmospheric interface altitude, is too premature.
The main reason for this is the effect of the spherical harmonics of the planet. As one can see from Fig. 6.1, the
acceleration arising due to the spherical harmonics terms (hence, with n andm greater than 0) starts acting on the
semi-major axis derivative well before the aerodynamic acceleration reaches a considerable value. The same holds
for when the spacecraft is leaving the atmosphere. Therefore, one can conclude that the harmonic gravity terms
have a longer-lasting impact.
Thus, if the PTE corrections were applied right at the exit of the atmosphere, the value of the semi-major axis

would still be feeling the effect of the conservative force terms. Whereas if one were to wait for the spherical har-
monics effects to dissipate, the value of a would reach its ‘true’ post-atmosphere value, and the effect of drag could
be quantified more easily.
Based on the discussion above, it was decided to perform the correction whenever the altitude of the spacecraft

goes above the threshold set by:
hDAIA = 0.5

[
1 +

(
1− a

a0

)]
(a−R) (6.20)

Table 6.5: Bisection root-finder settings for the PTE estimation of periapse time.
Initial Boundaries Relative

Accuracy
Maximum
IterationsLower Upper

[s] [s]
tin tout 8.46× 10−10 25
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(b) Low eccentricity (e ≈ 0.176). DAIA≈ 720 km.
Figure 6.1: Effect of spherical harmonics gravity on the derivative of the semi-major axis as a function of time, centered at

periapsis, for two different eccentricity regimes. Note that the solid blue line represents the central gravitational
acceleration, and the dashed blue line the higher spherical harmonics degrees and orders (up to 4). In contrast, the solid

red line represents the period above the dynamic atmospheric interface altitude.

i.e., 50% of the osculating average altitude, with a correction based on how deep into the aerobraking phase the
spacecraft currently is. This is an empirically determined formula, which gives the expected result at both high and
low values of eccentricity, as it is shown in Figs. 6.1a and 6.1b, respectively. In these figures, one can see that the
derivative of the semi-major axis above this dynamic atmospheric interface altitude (DAIA), is roughly zero, and thus,
the value of semi-major axis at this condition can be assumed to be constant until the next DAIA.
Note that the same conclusion on DAIA can be achieved if the change in eccentricity over time is used, instead

of the change in semi-major axis. Furthermore, it should be stated that the plots from Fig. 6.1 are taken from the
propagation of the aerobraking test case (i.e., the fifth test case) from Section 10.3.
CORRECTION APPLICATION The way the three values given by the PTE (tp,∆a and∆e) are implemented in navigation,
is to simply correct the estimated Keplerian elements.
Firstly, the periapsis time needs to be converted to true anomaly to be used by the rest of the navigation system.

Thus, the estimated tp is matched to the corresponding ϑp, by matter of simple cubic spline interpolation. Finally,this estimated ϑp becomes the correction factor and is simply added to the current Keplerian state.Then, one can correct the estimated Keplerian state. This is done by using the following elements as starting
point for the correction:
◦ a and e: taken as the values at the previous apoapsis; since the atmosphere is only assumed to act instanta-
neously at pericenter, the orbit is supposed to be a simple Kepler orbit, with constant elements

◦ i,ω,Ω andϑ: taken as the values at tout; despite the fact that the drag acceleration does not largely affect theseelements, they are taken as the final available estimate to account for other accelerations, such as spherical
harmonics

Thus, the correction is done with the following formulation:

[a, e, i, ω,Ω, ϑ]
Tout =


aa
ea
iout
ωout
Ωout
ϑout

+


∆a
∆e
0
0
0
ϑp

 (6.21)

6.6 | Deep Space Network
Despite the discussion done before about the high cost of the DSN, its use is still fundamental. In spite of the
correction carried out by the PTE every orbit, at the exit of the atmosphere interface, the error of the navigation
system keeps cumulating. Thus, the DSN is used every few days to reset this error and restart the navigation filter.
The way this part of the system is modeled is by feeding the real position of the spacecraft at a previous time
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Table 6.6: Values of 1σ accuracy for DSN tracking (position: Berner et al. 2007, velocity: Iess et al. 2012).
Position Velocity Light Time
[m] [ms−1] [s]
10.0 0.01 10−3

(a time corresponding to the latest DSN tracking measurement) to the OBC, after noise has been introduced. This
noise is based on a Gaussian distribution with zero mean and standard deviation from Table 6.6.
Onemay notice that the noise in Table 6.6 is a factor of ten larger than the errors described in the cited reference.

This is to make sure that even in less than optimal conditions, the algorithm that is being tested still functions. Also,
the accuracy in Berner et al. (2007), Iess et al. (2012) is mainly achieved after long communication periods, which may
not always be available for the case at hand.
Another important effect to consider is the light-time error. This element accounts for the fact that communica-

tion between the spacecraft and Earth has a time delay, which depends on the distance between Mars and the DSN
antennas. To take this into account, the position at a previous time is fed to the OBC, which then propagates it with
the onboard model from Subsection 6.3.4 to the current time, thus introducing a small error.
Some considerations on the use of the DSN network are in order. In reality, the position and velocity of the space-

craft are measured as ranges, where the velocity is only the component parallel to the tracking direction. However,
combining this information with the current elevation and azimuth of the spacecraft and amore sophisticatedmodel
of the Martian environment, one can determine the full Cartesian state of the spacecraft. This is what is assumed to
be sent to the OBC.

6.7 | Atmosphere Estimation
The estimation of the atmosphere is done by first retrieving the atmospheric density from the measured aerody-
namic acceleration, and then fitting the data points with one of the least squares methods from Appendix E.6.
To retrieve the density, the smoothed and corrected accelerations measured by the IMU are used as input to:

ρ =
2m

AV 2
A

CD ||aaero|| (6.22)
to determine the estimated value of density. The main sources of errors in estimating the density, then arise from
the noise in the accelerometer measurements. Despite the beneficial effect that smoothing, i.e., the application of
a one-minute moving average to the bias-free data, has on the measurements, the effect of noise is still visible in
the data, as clearly shown in Fig. 6.2. In fact, it was decided to introduce a second atmospheric interface altitude,
called reduced atmospheric interface, which was set to 150 km above ground. The rationale for taking this value
is well explained by the same figure, where the IMU acceleration is plotted together with the actual aerodynamic
acceleration.
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Figure 6.2: Comparison of the acceleration measured by the IMU and the actual aerodynamic acceleration, used for the
definition of the reduced atmospheric interface (represented by the dashed yellow line).
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Fitting of the computed density is then done with least squares. In case of the exponential model from Eq. (4.29),
a simple linear least squares can be applied, if this equation is first transformed to logarithmic space (as explained in
Appendix E.6.3). For the more complex Eq. (4.33), even after transformation to logarithmic space, linear least square
fitting performs very poorly, due to the presence of the sinusoidal terms. Thus, the non-linear Levenberg–Marquardt
method (explained in Appendix E.6.2) is applied. To apply either estimation process, however, knowledge of the
Jacobian of the system is necessary. This matrix represents the derivative of the density function w.r.t. the density
parameters that are to be estimated, and they are derived in Appendix F.1.
After the parameters of the atmosphere model (such as h0, ρ0 andH for the exponential model) are computed

for the current atmospheric sweep, this information is combined with the data from the previous six orbits, by taking
the average of the results. Doing so will allow for a more stable atmosphere estimation, which, on the other hand, is
also capable of incorporating higher than expected density fluctuations.



7Guidance and Control
The remaining parts of the onboard software that need to be discussed are the guidance and control systems. These
two elements are discussed in Sections 7.1 and 7.2, respectively.

In general, one would find the description of the components of a GNC system in a different order, namely the
order dictated by the initialism itself. However, during the thesis work, it became clear that 1) the amount of work
to be dedicated to each of these systems did not match the ‘GNC’ order, and 2) that the development of a robust
navigation system would be a much more critical part of the research, given the various challenges encountered in
the Martian environment.
Thus, it should not come as a surprise that it was decided to dedicate a whole chapter to navigation, and to

combine the G and C elements in this chapter.

7.1 | Guidance
The role of the guidance system for an aerobraking maneuver is to determine the magnitude and direction of the
corrective apocenter maneuvers, to achieve a gradual decrease of the apoapsis altitude, while respecting the heating
and lifetime constraints dictated by the spacecraft material properties.
The reader will find that the objective above has been divided in two main tasks for guidance:
◦ Estimate the periapsis altitude corridor based on requirements REQ-AB-4 through REQ-AB-7 and the current
aerobraking phase

◦ Target the midpoint of the corridor with an apoapsis maneuver
These two tasks are explained in Subsections 7.1.2 and 7.1.3, respectively. Prior to this, however, it is worth spending
some time learning about the concept of aerobraking phase. This is done in Subsection 7.1.1.
Based on the requirements listed in Table 2.2, the targeting information and constraints in Table 7.1 have been

extracted. These elements act as the main drivers for the guidance system developed in this thesis. One will notice
that REQ-AB-4 and REQ-AB-5 differ from the values of maximum allowed heat rate and heat load. This is because
the strategy of Lyons (2012) is applied: the maximum allowed guidance values are set as half of the actual maximum
values the spacecraft is capable of coping with.

7.1.1 | Aerobraking Phases
In Chapter 6 it was shown how an orbit is divided into a few phases, based on the current spacecraft state. As it turns
out, however, to create a robust guidance system, the aerobraking maneuver itself has to be partitioned, as well. In

Table 7.1: Main drivers for the guidance system developed in this thesis, for an aerobraking maneuver around Mars, for a
spacecraft similar in size, shape and initial conditions to MRO.

Target
Periapsis
Altitude

Target
Apoapsis
Altitude

Maximum
Allowed Heat

Rate
Maximum
Allowed Heat

Load

Minimum
Allowed
Dynamic
Pressure

Minimum
Allowed
Predicted
Lifetime

ȟp ȟa q̌max Q̌max ˇ̄qmin Ľmin[km] [km] [Wm−2] [kJ] [Nm−2] [d]
255 320 1400 250 0.19 2.0

57
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fact, it is divided into five phases: the first four are the same ones that were chosen for MRO, and the final one is
introduced to make sure that the final orbit configuration is as expected. The phases can be summarized as:
◦ Walk-in: period in which the periapsis is slowly lowered in the highest layers of the atmosphere, to probe the
atmospheric parameters

◦ Main: phase during which most of the braking occurs; no special precautions or actions need to be taken
◦ Walk-out: part during which the lifetime constraints, dictated by REQ-AB-7, take effect
◦ Termination: orbit during which the periapsis is raised outside the atmosphere and the apoapsis is targeted
to its final value

◦ Aerobraking complete: final orbit used to check the achieved orbit configuration; no special precautions or
actions need to be taken

In the paragraphs below, the reader will find a more detailed description of the aerobraking phases which are
deemed most interesting. In Table 7.2, on the other hand, one will find a summary of the conditions that activate
each phase.
Walk-in
During walk-in, the main objective is to initialize the atmosphere estimator, in order to minimize the risk of over-
and (especially) underestimating the encountered density. This is done by spending the first few orbits (seven orbits
to be exact, as recommended by Murri (2013)) probing the atmosphere, by slowly lowering the periapsis. This slow
reduction is achieved by multiplying the estimated corridor boundaries (see Subsection 7.1.2 for an explanation on
how these are determined), with a simple constant:

κp =

{
1.2− 0.2

7 N N < 7
1.0 otherwise (7.1)

whereN represents the number of orbits performed. Note that the constant factor 1.2 is an empirical value and was
chosen to simply introduce an offset between the actual and effective estimated corridor boundaries.
Walk-out
As mentioned at the beginning of this subsection, during walk-out an extra constraint is activated. This is the lifetime
constraint, which dictates that the spacecraft lifetime shall never be lower than two days.
The effect of this phase is thus the addition of an extra check on the lower bound of the periapsis corridor. The

spacecraft orbit is propagated for three days, and if orbit decay is detected before the two day threshold, the lower
corridor boundary is rejected and the estimation process is repeated with the lifetime constraint, instead.
This phase becomes active whenever the value of eccentricity goes below the 0.3 threshold. Similarity to the

number of orbits for the walk-in phase, this number was determined empirically. The choice of this value becomes
clear when looking at Fig. 7.1, which depicts the evolution of eccentricity and the drop in apoapsis altitude per orbit
(expressed as a percentage of the apoapsis altitude itself) during an uncontrolled aerobraking maneuver.
Clearly, the change in apoapsis altitude becomes very extreme towards the end of the maneuver. As soon as

the eccentricity goes below roughly 0.4 in value, the drop in apoapsis per orbit accounts for more than 5% of the
apoapsis altitude, itself. One may wonder then, why 0.4 was not selected as walk-out threshold, but one should also
keep in mind the uncontrolled nature of the result in Fig. 7.1. In fact, in the last days of aerobraking, the periapsis
altitude is in the range of 90 to 100 km, i.e., well below the target periapsis usually output by the maneuver estimator.
Termination
The termination phase lasts for one orbit only, and is initiated when the apoapsis altitude reaches a value within 25%
of the target ȟa, conveyed by REQ-AB-2. Here the symbol 2̌ is used to represent the target value.
Table 7.2: Summary of aerobraking phases, their activation conditions and the priority used to determine phase order.

Walk-in Main Walk-out Termination Aerobraking
Complete

Condition N < 7 Otherwise e < 0.3 ha < 1.25 ȟa
Previous phase is
termination

Priority 4 5 3 2 1
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Figure 7.1: Evolution of the value of eccentricity and apoapsis altitude change, for an uncontrolled aerobraking
maneuver, based on the initial conditions of the fifth test case of Table 10.1.

Once this phase is detected, the spacecraft will not run the corridor estimator, but directly perform an apoapsis
maneuver, to raise the pericenter outside the atmosphere. Aim is of course set toward the target periapsis altitude,
given by REQ-AB-3. Once said pericenter is reached, the periapsis maneuver is performed. The purpose of this action
should be clear by now, and it is to reduce the apoapsis altitude to its target condition.

7.1.2 | Corridor Estimator
Estimation of the corridor boundaries is done by propagating the state of the spacecraft for one orbit, to estimate
the heating and pressure conditions endured by the structure.
The estimation itself is carried out with the bisection root-finder of Algorithm 1, in Appendix E.4. The root-

finder tries to guess the periapsis altitude, based on the current estimated state for propagation, where the first
two Keplerian elements are adapted according to:

rp,guess = hp,guess +R (7.2a)
a0 =

ra + rp,guess
2

(7.2b)
e0 =

ra − rp,guess
ra + rp,guess

(7.2c)
and the others simply keep their latest estimated value. This state is then propagated for two-thirds of the orbital
period by using the state propagator of Subsection 6.3.4, and the resulting aerothermodynamics conditions are
analyzed.
For the upper altitude bound, the maximum dynamic pressure computed during propagation is compared to

the minimum allowed value of Table 7.1. This gives the root-finder function:
fupper (hp,guess) = q̄max − ˇ̄qmin (7.3)

For the lower altitude, in contrast, the heating conditions are used. Thus, the root-finder formula becomes:
flower (hp,guess) = max

(
qmax − q̌max, Qmax − Q̌max

) (7.4)
In case the lifetime constraint is also active, i.e., the current orbit aerobraking phase is set to walk-out, the orbit is
propagated nominally (thus with the current estimated state as initial conditions) for three days (namely, 1.5 times
the minimum lifetime). If a decay is detected, the lower bound estimation is re-run, but this time the propagation is
also carried out for three days, and the only parameter that is analyzed is the lifetime:

flower (hp,guess) = L− Ľmin (7.5)
The root-finding procedures are run with the settings shown in Table 7.3, where the value of 10−3 corresponds to a
100m difference at 100 km altitude.
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Table 7.3: Bisection root-finder settings for the improvement of the corridor boundary estimates.

Case
Initial Boundaries Relative

Accuracy
Maximum
IterationsLower Upper

[km] [km]
Lower Bound Heat 90 130

10−3 25Lifetime 100 140
Upper Bound 100 130

Due to the assumption of Eq. (7.2), there will be an offset between the propagated periapsis altitude (resulting
from using the conditions in Eq. (7.2) as initial conditions for a 2/3 orbital period propagation), and the altitude guess
hp,guess used by the bisection algorithm. If one were to plot such difference in form of a ratio between guessed andpropagated altitude, one would get what is shown in Fig. 7.2.
From this plot, it is clear that there is a roughly linear relation between the ratio and the altitude guess, in the

range of altitudes shown. Thus, one can use this information to correct the root-finder guess, and improve the
estimate of the corridor boundaries. Said correction is found by simple linear least squares, and yields the following
relation (which is only applied at the end of the root-finding iterative process):

κh = max
[
1.0,

(
0.952 + 2.110× 10−7 hp,guess

)−1
] (7.6)

This correction is important, since Fig. 7.2 shows that the altitude guess is lower than the propagated altitude. Thus,
the guidance algorithm would be aiming an altitude that is lower than the actual altitude that is being probed for
heating conditions.
One can also see from Eq. (7.6), that the maximum between the linear regression and 1.0 is used as correction

factor. This is to make sure that the lowest possible value of the factor is indeed unitary.
Since the onboard environment model keeps evolving, so do the ratios in Fig. 7.2. For this reason, Eq. (7.6) is

updated every orbit, based on the guessed-to-propagated altitude ratios.
In the end the results are the upper and lower periapsis altitudes, hp,upper and hp,lower. It may happen, especiallyduring the walk-out phase, that the lower bound is actually higher than the upper bound. In this case, the restriction

on dynamic pressure is discarded, and the upper bound is replaced with the lower bound, where a margin of 2.5 km
is applied.
Now that the corridor thresholds have been determined, the target periapsis altitude can be found. This will be

the value that is fed to the maneuver estimation, in case a maneuver needs to be performed. In fact, if the predicted
periapsis altitude already falls between the bounds given by the root-finding process, no maneuver is carried out.
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Figure 7.2: Ratio of altitude guess given as input to the bisection algorithm, and altitude resulting from the propagation of
the conditions in Eq. (7.2), for the first corridor estimation performed by onboard computer.
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However, if such condition is not met, the target periapsis value is set to the midpoint of the corridor, i.e.:

ȟp,N =
hp,upper + hp,lower

2
(7.7)

where, once again,N denotes the current orbit number.

7.1.3 | Maneuver Estimator
Themaneuver estimator is that part of the guidance system responsible for the determination of the magnitude and
direction of the apo- and periareionmaneuvers. The apoapsis maneuver is the trajectory correction that is applied at
apocenter, in case the expected pericenter falls outside the corridor estimated by the algorithm of Subsection 7.1.2.
In contrast, the periapsis maneuver is only carried out once, at the very end of aerobraking, and it is used to target
the final apocenter altitude. In this subsection, the computation of the magnitudes of both of these corrections is
described.
Once the final value of the maneuver magnitude is estimated, it is converted to vector format and added to the

apsis state of the spacecraft:
V†
∣∣∣
I

= V + CLI ∆V|L (7.8a)
∆V|L =

[
0,∆VŷL , 0

]T (7.8b)
where the marking2† indicates the post-maneuver value, where it is assumed that no modeling or alignment errors
in the thruster system are present, and where the value of ∆VŷL is determined based on the procedures below.Furthermore, the termCLI represents the rotation from FL to FI , and it is derived at the end of this subsection.
Apoapsis Maneuver
Once the target periapsis altitude is known, the maneuver magnitude can be computed. This task is carried out in
two steps:
◦ Preliminary Maneuver Magnitude Estimate
The first step is to estimate themaneuvermagnitude by assuming a Kepler orbit, and an execution at apoapsis.
These allow to use the simplifications delineated in Appendix F.2, to obtain the following formulation for the
estimated preliminary maneuver magnitude:

∆VŷL = n
∆rp

4

√
1 + e

1− e
(7.9)

Here, the symbol∆VŷL , denotes a maneuver whose magnitude is only along the ŷL axis, which at apoapsis,coincides with x̂T (assuming a null wind speed). Moreover,∆rp is the expected difference in periapsis altitudeafter and before the maneuver, i.e.:
∆rp = řp,N − rp

where the value of řp,N comes directly from the corridor estimator of Subsection 7.1.2 (after the planetaryradiusR is added to the target altitude).
◦ Improved Maneuver Magnitude Estimate
Equation (7.9) was derived after a series of assumptions, which lead to a rather simplified result. Given the
sensitivity of maneuver to heat loads, however, it is deemed important to also account for the environment
perturbations from Subsection 4.3.3. To do this, the use of another bisection root-finder is employed. This
root-finder works by propagating the orbit (see Subsection 6.3.4) with a varying maneuver magnitude and by
comparing the propagated periapsis altitude to the target value, to fine-tune the value of∆VŷL :

f
(
∆VŷL,guess

)
= hp − ȟp,N (7.10)

The settings used for this root-finder are displayed in Table 7.4. It is worth mentioning, however, that the
root-finder is only run in case the magnitude of the preliminary maneuver is larger than 0.15N. This cutoff
value was introduced because it was noticed that below 0.15N the improvement was insignificant.
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Table 7.4: Bisection root-finder settings for the improvement of the maneuver magnitude estimate.
Initial Boundaries Relative

Accuracy
Maximum
IterationsLower Upper

[m s−1] [m s−1]
2 ∆VŷL 0.5 ∆VŷL 10−3 25

Periapsis Maneuver
The procedure used to determine the maneuver at pericenter is virtually the same as shown above. The main differ-
ence is found in Eq. (7.9), but it can be easily demonstrated, following a similar procedure as detailed in Appendix F.2,
that the preliminary periapsis maneuver magnitude is given by:

∆VŷL = n
∆ra

4

√
1− e
1 + e

(7.11)
where the value of∆ra is found with:

∆ra = řa − ra

and in turn, řa is simply taken from Table 7.1, after the planetary radiusR is added to the value of the target altitude,and ra, on the other hand, is the expected apoapsis height.
Rotation from Local Orbit to Inertial Frame
To express this rotation, two steps are taken. First, the rotation is carried out from FL to FT , then from FT to
FI . The first rotation is straightforward and it is shown in Eq. (A.7) of Appendix A.1, where the transformationsbetween the reference frames used in this report are delineated. For the second transformation, a longer discussion
is necessary.

It is known that the DCM matrix, namely CTI , can be determined by expressing the axes of the T -frame in theinertial frame. In the paragraphs below, this method is used to derive the rotation.
First, the x̂T axis can be found, and it is simply equal to:

x̂T |I = V̂A (7.12a)
Then, one can find the relation for ẑT , which by definition, lies in the orbital plane, pointing toward the planet.Hence, one can use the radial distance, from which the component along the velocity vector is subtracted, i.e.:

ẑT |I = −
[
r̂−

(
r̂ · V̂A

)
V̂A

] (7.12b)
Finally, the remaining axis is found with the right-hand rule:

ŷT |I = ẑT × x̂T (7.12c)
A quick check of the transformation, is to verify that the resulting ŷT does indeed point out-of-plane. To do this, onecan expand Eq. (7.12c) (where the subscriptA is dropped, for sake of clarity) as:

ŷT |I =
[(

r̂ · V̂
)

V̂ − r̂
]
× V̂ =

(
r̂ · V̂

)
V̂ × V̂ − r̂× V̂ = −Ĥ

Clearly, the ŷT corresponds exactly to the unit vector in the opposite direction of the specific angular momentum,which is by definition out-of-plane.
Hence, the full rotation from the T -frame to FI is expressed as:

CTI = [ x̂T |I , ŷT |I , ẑT |I ] (7.13)
Finally, combining the above relation with Eq. (A.7), leads to the full transformation matrix:

CLI = CTICLT = [− ẑT |I , x̂T |I ,− ŷT |I ] (7.14)
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7.2 | Control
The control system is the element of GNC that is responsible for enacting the commands of the guidance system,
based on the current state estimated by the navigation system. Control is not deemed an essential part of this thesis,
but it is only developed tomake the aerobraking simulationmore realistic and to get a benchmark of the GNC system
behavior. This will allow for the analysis of how the delayed response of the spacecraft will affect the system.
The development of the control systemwill thus be limited to a simple approach. This consists of the widely used,

and very straightforward, PID control, whose acronym stands for proportional, integral and derivative. This control
method is based on the error between commanded and current state and its purpose is to minimize said error, by
varying the value of u. For attitude control, this control variable is the control momentMc that is generated by thereaction wheels. For position control, the control variable is, on the other hand, the thrust emitted by the thruster
system. Of course, the thruster system would also be used for desaturation of the reaction wheels, but design of
this effect is considered secondary, and thus it is not modeled.

In this section, both controllers are described. First, one will find, in Subsection 7.2.1 a description of the attitude
control, and then later, in Subsection 7.2.2, a discussion on the chosen orbit control method.

7.2.1 | Attitude Control
Attitude control, as the name suggests, deals with the control of the spacecraft orientation. It has already been
mentioned above that the control of the rotational state is achieved via PID control. The principle behind this control
method is embodied by the formulation (Wie, 2008):

Mc = u = −
(

Kpe + Ki

ˆ
e dt+ Kd

de

dt

)
(7.15a)

e = xc − x (7.15b)
whereKp,Ki andKd represent the proportional, integral and derivative gains, and vector e is the error between
the estimated (current) state, and the wanted (commanded) state. The general definition of the error in Eq. (7.15b),
however, does not apply in case quaternions, MRPs or exponential map are chosen as attitude representation, since
their values do not add or subtract in the conventional manner. In fact, the error vector for quaternions is defined
by (Schaub and Junkins, 2002):

εe =
[
−εc ηcI− εS

c

]( η
ε

)
(7.16)

where only the imaginary part is taken as reference (only three parameters are needed for the computation of u).
Then, the derivative term can be expanded as follows, by using the product rule of derivatives:

dεe
dt

=
[
−ε̇c η̇cI− ε̇S

c

]( η
ε

)
+
[
−εc ηcI− εS

c

]( η̇
ε̇

)
(7.17)

meaning that the derivative error is defined by two terms: one depending on the commanded quaternion, and one
on the commanded derivative. In the next paragraphs, both of these terms will be explained.
Commanded Quaternion
The commanded state is determined based on REQ-C-2, which states that the x̂B axis, i.e., the x-axis of the body-fixed frame (FB) always has to coincide with the direction of the periapsis velocity vector. This means that the bothangles of attack and of side-slip shall be null at periapsis. It is clear that one degree of freedom is unconstrained, so
it was decided to make sure that the ẑB axis at periapsis shall lie in the orbital plane and point away from the planet.This is the same strategy used by virtually all aerobraking missions, which compromise on the aerodynamic
angles at the atmospheric interface, to guarantee the correct attitude at the most critical phase. This is to mitigate
the risk of attitude failures.
One may notice that the periapsis attitude condition described above, closely matches the transformation from

T -frame to FI described in Subsection 7.1.3. In fact, the configuration only differs from the fact that the ẑB axispoints away from the planet, instead of towards it. Thus, one can use a similar procedure of the one expressed
in the aforementioned subsection, to derive CBI . For sake of brevity, said derivation is not reported here, but thereader will find a full description of the body-frame axes as expressed in the inertial frame in the paragraphs below.
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The FB axes can be expressed as:
x̂B|I = V̂A,p (7.18a)
ẑB|I = r̂p −

(
r̂p · V̂A,p

)
V̂A,p (7.18b)

ŷB|I = ẑB × x̂B (7.18c)
and thus, the full rotation from body-fixed to inertial frame can be written as:

CBI = [ x̂B|I , ŷB|I , ẑB|I ] (7.19)
which corresponds to the following aerodynamic attitude at pericenter:

αp = βp = 0 deg and σp = 180 deg

Note that the bank angle of 180deg is representative of the difference in the commandedB-frame and the trajectory
frame: FT is defined with its ẑT axis pointing toward the planet.Update of the current orbit commanded quaternion occurs after each atmospheric passage, such that the new
estimated periapsis attitude can be targeted as soon as pericenter is overtaken.
Commanded Quaternion Derivative
To make sure that REQ-C-2 is achieved, one can also command the derivative of the quaternion, such that the re-
quired attitude is achieved at all times.
Since the attitude is to be kept constant, however, the derivative of the commanded quaternion is simply zero,

and the following condition holds: (
η̇
ε̇

)
= 0 (7.20)

where 0 is of size 4× 1.

7.2.2 | Orbit Control
In Subsection 7.1.3, the maneuver estimator was introduced. The purpose of this component is to compute the
required magnitude and direction of the impulsive shots at apo- and periapsis. In reality, the execution of this
maneuver is not instantaneous, but is spread over a short time interval. It can be shown, however, that this time
interval is so short, that it can be neglected.
The thrusters used for orbit corrections by MRO had a maximum thrust of 22N(1). A periapsis raise of 10 km

would then require about 5 s, for an orbit with large eccentricity (e ≈ 0.85), in case four thrusters are fired in unison.
Clearly, the time to perform the maneuver is short enough, and the impulsive shot assumption holds.
Modeling of the maneuver is done as shown in Eq. (7.8a), where the computed ∆VŷL is simply added to boththe current estimated and actual Cartesian states.

(1)Jet Propulsion Laboratory: Mars Reconnaissance Orbiter: Spacecraft Parts: Propulsion – https://goo.gl/9wH4mW [last accessed on
February 6, 2018]

https://goo.gl/9wH4mW


8Software Architecture
Now that the components defining the onboard computer (OBC) have been introduced, it is possible to combine
them into one whole system. This is done with the aid of a software architecture diagram, which shows the flow of
information between the various GNC elements.
Nonetheless, before an architecture can be outlined, one must also set an order with which the functions of

these elements are to be performed. The scheduling sequence defined in Section 8.1 has just this purpose, and it
introduces the order with which the various guidance, navigation and control functionalities are called.
To conclude, Section 8.2 shows the full architecture of the system. As one will notice, a new element is included

here, which represents the brain of the spacecraft, i.e., the OBC. This is the component that interfaces the various
other subsystems, not allowing direct communication between them. Furthermore, one will also see that the sensors
from Section 6.1 have been moved out of the navigation system, and are given a stand-alone position. This need
arises from the way the simulation is built in Tudat.
As mentioned above, Tudat, or TU Delft Astrodynamics Toolbox, is the software library used to simulate the

environment and propagate the state of the spacecraft. One can find documentation for this powerful toolbox at
http://tudat.tudelft.nl, whereas the full software developed for this thesis can be found on GitHub(1).

8.1 | In-orbit Scheduling Sequence
In both Sections 6.2 and 7.1 the reader was introduced to the concept of navigation and aerobraking phases, respec-
tively. These phases partition the orbit and the maneuver into a series of predetermined behavioral patters, that
make the aerobraking operations easier to determine. This, however, is only part of the full aerobraking story.
As a matter of fact, an orbit is split into a few more sections, depending on the current position. In this case,

these divisions are used to determine the sequence of actions that are to be carried out by the spacecraft, and they
are depicted in Fig. 8.1.
Here, one can distinguish five different stages (the coasting phase is repeated twice). However, in this represen-

tation, it is portrayed a slightly different scenario than what is implemented in the software developed for this thesis.
The main processes, namely the phases typeset in bold, and the maneuvering phase, are shown as spread over time,
whereas they are carried out instantaneously in the simulation developed in Tudat. Thus, both the pre-maneuvering
and the maneuvering phases are carried out at the estimated apoapsis condition.

Figure 8.1: In-orbit scheduling sequence for a spacecraft performing an aerobraking maneuver.
(1)Repositories: https://github.com/mfacchinelli/thesisProject and https://github.com/mfacchinelli/

tudat. Branches: masterThesis, masterThesisTransOnly and masterThesisTransOnlyIMAN.
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A brief description of each of the stages from Fig. 8.1 is given later on. One will notice that for the main processes
(as mentioned above, these are the phases typeset in bold in the figure), a list of tasks is shown. In these lists, it may
be that one or more of the elements is preceded by a prefix. In total, three prefixes exist, and they are motivated as:

(optional) Tasks marked with this identifier are, as the name suggests, only carried out under specific conditions; said
conditions are explained on the same line

(IMAN) The discrepancies between the IMAN and GRS navigation methods are highlighted with this identifier; this
means that a task is only part of the IMAN method; note that all tasks performed as part of GRS are also
carried out as part of IMAN

(*) This identifier denotes a special task, that deserves extra clarification; where one can find further informa-
tion is mentioned on the same line

Now that the format of the phase explanation has been introduced, one can find the description of each stage from
Fig. 8.1 below, where the order is from the the current-orbit to the next-orbit apoapsis, and where the states or
conditions triggering an event are always the ones estimated onboard:

1. Pre-maneuvering Phase
This is the first phase undergone by the spacecraft when starting the aerobraking mission, since it is assumed
that the maneuver starts at apoapsis (see the initial conditions from Chapter 12). The functions that are carried
out during this phase are the following:
(a) (IMAN) Process deep space network tracking observation (see Section 6.6)
(b) Determine aerobraking phase (see Subsection 7.1.1)
(c) Determine periapsis corridor (see Subsection 7.1.2)
(d) (optional)Determine apoapsis maneuver magnitude and direction (see Subsection 7.1.3); only carried out
if a maneuver is required

(e) (optional) Update orbit controller (see Subsection 7.2.2); only carried out if a maneuver is required
(f) Run house keeping routines; used to clear the memory of onboard computer, by eliminating the history
of variables only needed for one orbit, such that faster performance can be achieved

(g) (*) Randomize atmosphere perturbations; one can find more information at the end of Section 8.2
2. Maneuvering Phase
This is the part of the orbit where propagation is halted, such that the estimated maneuver can be added
to the simulated state of the spacecraft. Of course, the maneuver, and thus the propagation break, is only
performed in case it is required by the corridor estimator, i.e., in case the predicted periapsis does not fall
in-between the periapsis corridor bounds.

3. Coasting Phase
The coasting phase is nothing but a phase where no actions are taken in terms of control of translational
motion, and where no major onboard processing is needed. The actual processing power required depends
on the active navigation phase (unaided or aided, IMAN or GRS). This is also the phase when other activities,
such as scientific measurements, power collection, communication with Earth, etcetera, can be executed.

4. Atmospheric Phase
The main element of aerobraking is the atmospheric phase. This is when the spacecraft exchanges its orbital
energy with friction, i.e., heat, to achieve a reduction in apoapsis altitude.

5. Post-atmospheric Phase
The post-atmospheric phase starts as soon as the spacecraft overcomes the dynamic atmospheric interface.
The functions undertaken while in this phase are:
(a) Update the commanded attitude based on the estimated periapsis state (see Subsection 7.2.1)
(b) Process current orbit history of accelerometer measurements (see Section 6.4)
(c) (optional,IMAN) Run periapse time estimator (see Section 6.5); only carried out if it is not the first orbit
(d) Run atmosphere estimator (see Section 6.7)

6. Coasting Phase: same as previous coasting phase
Two stages that have not been mentioned above, nor in Fig. 8.1, are the pre-maneuvering and maneuvering phases
associated with the periapsis maneuver. This is the correction to the spacecraft state that is applied at the very last
pericenter, during the termination part of aerobraking. The difference between phases 1 and 2, and the periapsis
equivalents is rather limited. One can hence write the tasks for the pre-periapsis maneuvering phase as:
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(a) Determine periapsis maneuver magnitude and direction (see Subsection 7.1.3), where target apoapsis is taken
directly from Table 7.1

(b) Update orbit controller (see Subsection 7.2.2)
One final part of the onboard software that needs to be discussed is the adaptability of the integration time step (for
both onboard processing and propagation). It was initially noticed that running the simulation at the same time rate
would lead to a very slow and a very memory-heavy result. Thus, it was decided to run the simulation at a lower rate
above 1000 km altitude and at a faster rate below. Table 8.1 shows the step sizes and refresh rates selected for each
navigation method developed as part of this thesis.
As one may recall from Section 6.1, and in particular from Table 6.1, the IMU noise depends on the sampling rate

of the OBC. Hence, whenever the simulation and onboard step size are change, the standard deviation of the IMU
Gaussian noise generators is adapted accordingly.
Table 8.1: Time steps and refresh rates for propagation and onboard processing, based on the (actual) spacecraft state

and on the navigation method being used.
(a) Inertial measurements for aeroassisted navigation.

Above Below
Time Step [s] 0.05 0.005
Refresh Rate [Hz] 20 200

(b) Generic ranging system-assisted navigation.
Above Below

Time Step [s] 0.1 0.02
Refresh Rate [Hz] 10 50

8.2 | Architecture
Figure 8.2 shows the top-level architecture of the software developed for this thesis. The structure is clearly divided
into five main blocks:
◦ Onboard Computer
This is the brain of the spacecraft, i.e., the piece of software responsible for the interfaces between Tudat, the
instrumentation and the various onboard systems. Its main role is to determine the order of execution of the
GNC tasks, based on the orbit scheduling of Section 8.1.

◦ Instrument Models
Modeling of the instruments is done by implementing an interface between the Tudat environment and the
spacecraft model. The main purpose of this interface is to add the required errors and noise, based on the
instrument models of Section 6.1.

◦ Navigation System: the role of this section is to carry out the functions of the navigation system; each sub-
block roughly corresponds to one of the elements of the navigation system as explained in Chapter 6

◦ Guidance System: the role of this section is to carry out the functions of the guidance system; each sub-block
corresponds to one of the elements of the guidance system as explained in Section 7.1

◦ Control System: the role of this section is to carry out the functions of the control system; each sub-block
corresponds to one of the elements of the control system as explained in Section 7.2

In this section, the interactions and connections between the various blocks will not be explained, as they should
become clear after reading Chapters 6 and 7 and Section 8.1. The focus will be put, instead, on the structure of the
architecture.

In Fig. 8.2, one can see that there are two types of arrows, which can be distinguished by their head. Themeaning
of these two tips is as follows:
◦ Main (open tip): used between the main blocks (defining the systems), and denotes the general flow of infor-
mation

◦ Secondary (closed tip): used to indicate specific input/output for a sub-block
One may also notice that some of the main input and output arrows do not show all the variables used by a system,
and some sub-blocks do not have an output arrow. These questions can be explained with the following reasonings,
where the flow of information (in- or output) is always w.r.t. a GNC element:
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◦ if a variable is only on the main input arrow, then it is used internally by every function and it is updated by a
specific set function (not an explicit input)

◦ if a variable is only on the main output arrow, it is retrieved by a specific get function (not an explicit output)
◦ all inputs to the GNC systems come from the OBC, hence they are not repeated on the principal input arrows
◦ all outputs of the GNC systems are fed to the OBC, hence they are not repeated on the principal output arrows

A clear exception to the rules above are the instrument models. In this case, the following rules apply:
◦ all the secondary input arrows retrieve data from the Tudat environment (and are thus located on the left side
of the block, signifying a flow of information from the Tudat suite)

◦ all the secondary output arrows feed data to the onboard computer (and are thus located on the right side of
the block, signifying a flow of information to the spacecraft systems)

◦ the main in- and output arrows from the onboard computer provide the current time and retrieve the simu-
lated measurements, respectively

◦ the sub-block named ‘Atmosphere Randomizer’ will be explained at the end of the section, since it is an excep-
tion of its own kind

One will also notice that in the architecture, three new variables have been introduced. These represents concepts
that were not readily explained in the previous chapters, and as such, they will be elaborated here (note that however,
one will not find them in the list of symbols):
◦ Atmosphere initialization indicators, orA
These parameters provide information, as the name suggests, on whether the atmosphere estimator of Sec-
tion 6.7 has been initialized. In case the initialization is complete, then the guidance system can declare the
walk-in phase complete, and start the main phase of the aerobraking maneuver.

◦ Maneuver indicator, orM
The maneuver indicator is nothing but a simple boolean denoting whether the maneuver is to be performed
or not. In case the maneuver needs to be performed, then propagation is stopped and the∆V estimated by
the guidance element of Subsection 7.1.3, is fed to the simulation.

◦ Phase indicator, or Φ
A phase indicator has a rather clear job: it denotes which (navigation or aerobraking) phase is currently active.
As is clear from Fig. 8.2, the navigation phase ΦN (introduced in Section 6.2), is computed every time step,
whereas the aerobraking phase ΦA (introduced in Subsection 7.1.1), is computed only once per orbit, once
apoapsis has been reached.

Finally, this last paragraph will be dedicated to a brief explanation of the atmosphere randomizer. This sub-block
provides an interface between the computer and the simulated atmosphere. Its job is to call a function that updates
the random perturbation coefficients of Eq. (4.30), based on the model explained in Eq. (4.31) and Table 4.1. Thus,
the secondary output arrow shown does not supply any variables to the Tudat environment, but rather, it is there to
show the flow of instructions.
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9Verification
Verification and validation are two fundamental tasks, used to make sure that the algorithms and equations describ-
ing the motion and behavior of the spacecraft have been correctly implemented, and to know if the GNC system
developed behaves the way it is supposed to.

In this chapter, the verification routines for the onboard software will be presented, whereas one will find the
validation of the aerodynamic analysis in the chapter displaying its results, i.e., Chapter 11.
The GNC features of Chapters 6 and 7 are tested by analyzing the performance of their main components under

various scenarios:
◦ By varying the initial conditions
◦ By varying the accuracy of the state knowledge
◦ By analyzing the results of Chapter 12

The initial conditions that are tested are taken from three different phases of the orbit: walk-in, main phase and walk-
out. In this way, the range of behaviors and scenarios met during an aerobraking maneuver can be analyzed. One
can find the initial conditions in Table 9.1, where the first and third states correspond to the ones used in Chapter 13.

Table 9.1: Initial conditions for the verification and validation of the GNC algorithm. These conditions are such to
represent the spacecraft state in the three main phases of the orbit: walk-in (1), main (2) and walk-out (3).

Initial
Conditions

a e i ω Ω ϑ
t[m] [−] [deg] [deg] [deg] [deg]

1 25 946932.3 0.865 191 2
93.0 43.6 158.7 180.0 June 30, 2007

at 12:00 Noon2 5 287404.0 0.3385648
3 4710 917.5 0.251 5604

Verification is performed by first propagating the orbit of the spacecraft with the same integrator-propagator
combination used in Chapter 10 to compute the reference trajectory. Then, depending on the test case and the fea-
ture that is being tested, an offset and random noise is added, to reproduce the estimated state. Also, interpolation
is applied, to make sure that the estimated elements are generated at a constant step size of 0.1 s.
Table 9.2 shows the types of perturbations used. In the first case, no errors are added, thus the ideal scenario is

analyzed. This is done to set a benchmark of the efficacy of the system being analyzed.
The other test case, is used to reproduce the GAN navigation system developed in this report. Simulation of

estimated states is rather straight forward: random noise is added to the position and velocity estimates.
In case accelerometer measurements need to be simulated, e.g., to test the PTE and the atmosphere estimator,

then the values of noise from Table 6.1 are used to corrupt the actual translational accelerations. Here, as already
mentioned, a time step of 0.1 s is used.

9.1 | Navigation
The two main elements of the navigation system are the state estimator, the state propagator, the periapse time
estimator (PTE) and the atmosphere estimator (AE).
The first element is validated by comparing the results of the developed filters with a reference book, and can

be found in Subsection 9.1.1. The remaining components, on the other hand, were run with the initial conditions of
Table 9.1, and with the test cases from Table 9.2 and their performance is documented in the remaining subsections.
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Table 9.2: Test cases for the reproduction of the accuracy of the GNC system developed in this thesis.

Test Case
Gaussian Noise STD

Aim to ReproducePosition Velocity
[m] [ms−1]

1 − − Ideal scenario
2 50 0.1 GAN, i.e., perturbed scenario

9.1.1 | State Estimation
The state estimator is built upon the filtering schemes of Appendix E.7. Both the EKF and UKF filters were imple-
mented in Tudat and therefore needed to be validated. This is done by using one of the examples in Zarchan and
Musoff (2013). The chosen application represents a very simple case of a falling object, with the additional challenge
of unknown ballistic coefficient.
The filter is set up with the equations of motion and Jacobians (for EKF only) described in the reference. From

here come also the initial conditions and the values for the uncertainty matrices. Moreover, the state x is defined
as a vector of size 3 × 1, whose elements correspond to (in order): position (expressed in ft), velocity (expressed in
ft s−1), and ballistic coefficient (expressed in lb ft−2). The measurement z, on the other hand, is only composed of one
element, i.e., position itself.
By running the filter for 30 s with a step size of 0.1 s (where integration is carried out with the simple Euler inte-

gration, as delineated by Eq. (E.7)), one gets the results shown in Fig. 9.1. The first figure depicts the results obtained
with the software developed for this thesis. Here, one can see the convergence of the three state elements over time,
for both filtering techniques, and includes the bounds defined by the square root of the diagonal of the covariance
matrix, i.e., the standard deviation (STD) of the estimates. In Fig. 9.1b, on the other hand, the respective results of
Zarchan and Musoff (2013) are plotted, but only for the EKF filter.
From Fig. 9.1a, it is clear that convergence in both position and velocity occurs quite quickly. This is expected for

the position estimate, since this is the value that is directly measured. For the velocity, in fact, one can see some
larger oscillations in the estimated value, and a larger and less constant uncertainty, which is embodied by the value
of the STD. A slower, but still steady, convergence is witnessed for the ballistic coefficient, which over the 30 s of the
simulation shifts from having an error of 60% (the actual value is 500 lb ft−2), to less than 1% for both filters.
The same discussion can be done for the results of Zarchan and Musoff (2013). As a matter of fact, the conver-

gence and behavior of the velocity and ballistic coefficient match very closely. A larger difference is noticed for the
position, where the Tudat estimate is subject to oscillations with greater amplitude. This can be attributed to the fact
that the noise parameter used to generate the position estimates was increased from 25 to 100m.

9.1.2 | State Propagation
The onboard translational state propagator is part of the Tudat suite, which has been extensively validated. For
this section, focus will be placed on the comparison with a more complete propagation environment, to check the
differences that arise due to the different modeling choices. To do this, the periapsis altitude and velocity estimated
by propagating the initial conditions of Table 9.1 (with both the ideal and perturbed test cases), with both environ-
ment models, are compared. Choice of the periapsis conditions as discriminants, are justified by the fact that the
pericenter is the most sensitive part of the orbit and these two parameters are used by the rest of the GNC system
for various purposes.
The results of this test are shown in Table 9.3, where one can see that the maximum error in altitude is about 3%

(which occurs in the walk-in phase), and that the onboard environment always results in a larger estimated pericen-
ter altitude. For the main and walk-out phases, the error never exceeds 0.6%, despite the error in initial conditions.
Regarding the velocity, instead, it is clear that the effect of both the error in initial conditions and the difference

in environment models, do not cause noticeable offsets. In fact, their difference can be considered negligible, and
the source of most uncertainty is observable exclusively in position.

9.1.3 | Periapse Time Estimator
As mentioned in Section 8.1, the periapse time estimator is only used during IMAN navigation. To verify the PTE, one
would want the estimated change in Keplerian elements to agree closely enough with the actual values, such that
the introduced error in position is less than the one achieved with GRS-assisted navigation.
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(a) Results obtained with the developed software.

(b) Results obtained by Zarchan and Musoff (2013).
Figure 9.1: Difference between actual and estimated states over time, including standard deviation of the estimates, with

both EKF and UKF, for the example of a free-falling object, based on Zarchan and Musoff (2013).

Table 9.3: Comparison of periapsis altitude and velocity estimated by the onboard and propagation environments with
the initial conditions from Table 9.1 and test cases from Table 9.2.

(a) Periapsis altitude.

Initial
Condition

Actual
Altitude Ideal Perturbed
[km] [%] [%]

1 110.5 0.613 3.238
2 113.8 0.021 0.554
3 114.8 0.059 0.525

(b) Periapsis velocity.

Initial
Condition

Actual
Altitude Ideal Perturbed
[kms−1] [%] [%]

1 4.778 −0.014 −0.048
2 4.045 0.001 −0.009
3 3.917 −0.005 −0.014

The results for running the PTE with the test initial conditions, are shown in Table 9.4. Note that only the results
produced with the second test case, i.e., where the uncertainty in state and accelerations are included, are shown.
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Table 9.4: Verification of the results of the PTE element of the navigation system.
Initial

Condition
∆V ∆a ∆e ∆ϑ tp[m s−1] [m] [−] [deg] [s]

1 Computed −4.270 −641 479.0 −0.00333 −0.004 63446.5
Actual NA −635706.0 −0.00333 NA 63436.5

2 Computed −2.968 −15 685.9 −0.001 96 0.092 5839.69
Actual NA −27366.9 −0.002 07 NA 5846.82

3 Computed −2.763 −11 159.1 −0.001 77 −0.108 4890.49
Actual NA −11 096.9 −0.001 88 NA 4890.6

The only requirement on the PTE was REQ-N-2, which stated that the periapsis time shall be estimated with an
error of at most 225 s. From Table 9.4, it is clear that this is met in every tested case, with an error of at most 10 s.
For the remaining elements, no accuracy requirements were set, but the change in eccentricity is estimated

within a very narrow margin. The same cannot be said, however, for the estimated change in semi-major axis. In
fact, the∆a for the second test case, i.e., the one representing themain phase, is almost twice as large. Since the PTE
is not used for the main navigation method utilized in for this work, i.e., the GAN method, no further investigation
on the discrepancies shown in the table was carried out. Nevertheless, these are recommended as future research
the PTE were to be implemented as outlined in Section 6.5. As will be shown in Chapter 13, this may be of particular
interest in case the IMAN method were to be chosen.

If one were to only use the PTE to estimate the periapsis time, more testing is also recommended. The main
challenge for this part of the software is the processing of the measured acceleration data. Experimentations with
more perturbed and representative atmosphere models should be performed before even this part of the algorithm
can be considered validated. Furthermore, the current analysis started out by considering a rather small error in
initial conditions. As one will see in Chapter 13, the navigation error under IMAN can grow to significantly larger
values. Thus, these circumstances should also be analyzed in future testing.

9.1.4 | Atmosphere Estimator
Running the atmosphere estimator for the initial conditions mentioned and with the exponential atmosphere model
from Eq. (4.29), yields atmospheric density estimates that are always within −5 to +30% of the actual value, with the
smallest error near pericenter. This is shown in Fig. 9.2 for the worst case examined. In this figure, one can also
see the estimate generated by the MATLAB fit function, and also for the five-parameter atmosphere model from
Eq. (4.33).
Given the very close agreement with the MATLAB fitting functions (the MATLAB results are exactly superimposed

to the Tudat ones), the atmosphere model is considered verified, and the discrepancies in the estimate (i.e., the
aforementioned +30%) can be attributed to the noise in acceleration values.

Interestingly, if one compares the actual values of the atmospheric parameters estimated by Tudat and MATLAB,
these differ quite significantly. However, as Fig. 9.2 is proof, there exist multiple solutions to the least square problem
at hand, and the algorithms simply converge to different minimizing conditions.

9.2 | Guidance
The underlying elements of both main components of the guidance system, i.e., the corridor and maneuver estima-
tors, are a bisection root-finder and the onboard propagator from Subsection 6.3.4. Both of these elements have
been verified within Tudat, and are thus accepted as-is. Thus, what remains to be discussed is the performance of
the combined effect of the guidance system elements.

9.2.1 | Corridor Estimator
The performance of the corridor estimator depends on the accuracy of the propagation and on the efficacy of Eq. (7.6).
The onboard propagator was already analyzed in Subsection 9.1.2, and thus, the combination of the altitude correc-
tion factor κp and the general functioning of the estimator is analyzed by checking that under ideal and perturbedconditions, the threshold aerothermodynamic values defining the boundaries are respected.
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(a) Exponential model from Eq. (4.29).
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(b) Five-parameter exponential model from Eq. (4.33).
Figure 9.2: Comparison of actual and estimated (both by developed software and by MATLAB) density, based on the data

measured by the onboard accelerometer.
Table 9.5: Pericenter aerothermodynamics parameters at the corridor boundaries estimated by the corridor estimator,

with the initial conditions from Table 9.1 and test cases from Table 9.2.
(a) Ideal conditions.

Initial
Condition

Dynamic
Pressure

Heat
Rate

Heat
Load

[Nm−2] [Wm−2] [kJm−2]
1 0.195 1432.2 169.3
2 0.190 1317.5 249.4
3 0.191 1154.6 250.4

(b) Perturbed conditions.

Initial
Condition

Dynamic
Pressure

Heat
Rate

Heat
Load

[Nm−2] [Wm−2] [kJm−2]
1 0.191 1406.7 169.2
2 0.190 1317.9 249.4
3 0.191 1154.6 250.4

Indeed, from Table 9.5, it is clear that the estimated aerothermodynamic parameters are targeted properly by
the estimator (where the minimum and maximum allowed values are given by Table 7.1). One can even notice the
shift in thermodynamic constraint from heat rate to heat load in the second and third initial conditions.

9.2.2 | Maneuver Estimator
Verification of the maneuver estimator is done in two steps:
◦ compute by hand the result of Eq. (7.8) based on the initial conditions and the required periapsis altitude
difference (where a slight discrepancy is expected, due to the use of the maneuver improvement root-finder)

◦ compare the actual post-maneuver periapsis altitude to the target altitude
The first test results are displayed in Table 9.6, whereas the second ones can be found in Table 9.7. From the former
table, one can see how the agreement between the estimated (by the OBC) and the verification (computed by hand)
values is very close, both for the ideal and perturbed conditions. This is proof that the evaluation of Eq. (7.8) is carried
out correctly, and that the root-finder supplement does have an effect on the final value.
Shifting the focus to the values shown Table 9.7, and especially the ones from Table 9.7a, the reader can notice

how the maneuver estimator manages to aim the target periapsis altitude. Thus, it can be concluded that the ma-
neuver estimator performs as expected, and that transformation of the maneuver magnitudes from Table 9.6, to a
vector in FI is done correctly. The small differences seen in Table 9.7a are due to the differences in propagationenvironments (simulation vs. onboard model) and due to the finite accuracy of the root-finder. To these, one has to
add the error in initial state, when looking at the results of Table 9.7b.
Finally, without written proof, it is stated that the introduction of the root-finder to improve the maneuver mag-

nitude estimate, leads to a reduction of the error in actual periapsis altitude, ranging from 2 to 35% in the tested
scenarios.
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Table 9.6: Apoapsis maneuver magnitude (expressed as∆V ) to target the midpoint of the pericenter corridor as
estimated by the maneuver estimator and as computed by hand, with the initial conditions from Table 9.1 and test cases

from Table 9.2.
(a) Ideal conditions.

Initial
Condition

Velocity Increment
Estimated Verification
[m s−1] [m s−1]

1 1.1203 1.1233
2 1.1699 1.1662
3 −4.2070 −4.1876

(b) Perturbed conditions.

Initial
Condition

Velocity Increment
Estimated Verification
[m s−1] [m s−1]

1 0.9916 0.9928
2 1.0557 1.0554
3 −4.3172 −4.3036

Table 9.7: Periapsis altitude as targeted by the maneuver estimator and actually achieved after the apoapsis maneuver,
with the initial conditions from Table 9.1 and test cases from Table 9.2.

(a) Ideal conditions.

Initial
Condition

Periapsis Altitude
Target Actual
[km] [km]

1 135.522 134.661
2 113.818 113.867
3 114.873 114.834

(b) Perturbed conditions.

Initial
Condition

Periapsis Altitude
Target Actual
[km] [km]

1 135.599 132.043
2 113.818 113.235
3 114.873 114.267
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“Yesterday is history, tomorrow is a mystery, but today is a gift. That is why it is called the present.”
Master Oogway, Kung Fu Panda, 2008



10Unified State Model Performance
As mentioned in Subsection 3.3.4, a comparison of the performance in propagation of the unified state model (USM)
is carried out as part of this thesis. The comparison is done w.r.t. Cartesian coordinates, implemented with Cowell’s
method for propagation. Firstly, however, some considerations on numerical propagation of the USM7 and USMEM
coordinates, will be made. They relate to some of the issues that arose while implementing these coordinates
in Tudat.
The rest of the chapter is dedicated to the performance analysis of all three USM models in propagation. The

reader will find a full explanation of the set up for this comparison. Section 10.2 will describe the settings for the
simulation, and Section 10.3 provides the selected test cases. Finally, in Section 10.4, one can found a discussion on
the results obtained.

10.1 | Considerations on Numerical Integration
In this section, some general considerations on the numerical integration of the USM and rotational dynamics prop-
agators will be given. These discussions reflect problems that were encountered while implementing the new prop-
agators in Tudat, and are structured as follows. First, a discussion about normalization of quaternions is done. This
will be followed by a brief analysis on why the state expressed in exponential map and USMEM has been modified
to include a shadow flag, just like the one for MRP (and SMRP).

10.1.1 | Unified State Model with Quaternions
As was seen in Subsection 3.3.1, one of the characteristics of quaternions is that the square of their sum equals
unity. In some situations, this property can be viewed as an advantage, leading to simplifications in the equations
of motion. During numerical propagation, however, this becomes a disadvantage. Round-off and truncation errors,
add small variations in the value of the quaternions, which leads to a norm that differs from one. In general, this
problem can be tackled in two different ways, which will be explained below. Note that, for sake of simplicity, the
quaternion state, in this section is expressed as q, whose definition is as follows:

q
4
=

(
η
ε

)
Furthermore, a normalized state is represented with the symbol2.
◦ Corbett-Wright Orthogonality Control
According to Phillips (2004), the error in the norm can be kept within acceptable limits by modifying the kine-
matic equations in term of quaternions, i.e., Eq. (4.5) (or Eq. (4.14)), such that the diagonal elements act as
controllers for the error in the norm. In fact, taking Eq. (4.5), the kinematics would be expressed as:

q̇ =
1

2

KeI +


0 −ω1 −ω2 −ω3

ω1 0 ω3 −ω2

ω2 −ω3 0 ω1

ω3 ω2 −ω1 0


q (10.1a)

whereK is a gain factor, and e the error in the norm, expressed as:
e = 1− qTq (10.1b)

The author also suggests using the magnitude of the rotational velocity vector, i.e.,K = ω, as gain. The use
of a gain that depends on the current orbit conditions, would increase the accuracy of the normalization, but
also increase the computation time.

79
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◦ Normalization after Propagation
The other strategy, recommended by Fukushima (2008), involves normalizing the state after every propagation
step. If an integrator with multiple function evaluations is begin used, normalization should be performed
after every evaluation. For instance, for an RK4 integrator, each time step corresponds to four normalizations.
Furthermore, Fukushima (2008) also discusses the correction of the derivative of the state, to guarantee its
orthogonality condition, by performing the correction:

q̇ = q̇−
(
qTq̇

)
q (10.2a)

where the normalized state is given by:
q =

q√
qTq

(10.2b)

Both methods were implemented in propagation with Tudat to compare their performance. In particular, the follow-
ing settings were tested:

1. No normalization, i.e., the control case of this experiment
2. Phillips method with the magnitude of the current rotational velocity vector as gain
3. Phillips method with constant gain, equal to 10−5 (which after some tuning seemed to give the best compro-
mise between accuracy and number of function evaluations)

4. Fukushima method with normalization of quaternion after the integration step
5. Fukushima method with normalization of quaternion derivative during the integration step
6. Fukushima method with normalization of quaternion derivative during and normalization of quaternion
after the integration step

The results for each of these methods are as shown in Fig. 10.1. Note that the simulation conditions are the same as
for test case 2, from Section 10.3, and row two of Table 10.1. The only difference is that the simulation duration in this
case is 100 days.

In Fig. 10.1a, one can see the offset in quaternion norm (w.r.t. unity), for each of the cases in the list above and in
Fig. 10.1b one can see the RMS error as a function of function evaluations and computation time. Clearly, the method
based on Phillips (2004) with constant offset, i.e., the third method, gives the largest error in position, whereas the
second one gives the largest difference in number function evaluations and computation time. As a matter of fact,
this method does a very good job at reducing the error, but indeed at the cost of performance.

It is interesting to notice how the RMS position error does not necessarily correlate to the offset in quaternion
norm. In fact, the third method does a discrete job at maintaining said offset at a constant value of less than 10−8,
despite displaying the largest error.
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Figure 10.1: Comparison of results of various normalization methods for USM7 during propagation, for a Molniya orbit.
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The lack of correlation can also be seen by looking at the results of the fifth method, hence the method based
on Fukushima (2008), where only the derivative of the quaternions is normalized. In this case, the norm of the
quaternion steadily increases, following the behavior of the control case, reaching a value of almost 10−6 at the end
of the propagation. Nevertheless, the error corresponding to this case is slightly less than the control value.
The best performance, however, is seen in the forth and sixth cases, i.e., when the state is normalized after

propagation. From Fig. 10.1a, one can see that the offset from the norm barely gets larger than 10−16. This is because
of the clause that the error shall be kept below 5× 10−15. In fact, normalization is not actually carried out every step,
but only when this threshold is overcome. Regardless, these methods manage to reduce the error, while keeping
the number of function evaluations and computation time roughly constant.
To conclude, the chosen method is method number four, thus the method that performs the normalization step

after integration (if the above-mentioned tolerance is exceeded). The choice is based on the fact that the norm of
the quaternion is kept extremely close to unity, and most importantly, that the RMS error in position is reduced and
that the performance is not significantly affected.
For sake of completeness, it is stated that performing the above comparison while considering the RMS velocity

error, leads to the same conclusions.

10.1.2 | Unified State Model with Exponential Map
In Subsection 3.3.1, the exponential map was introduced, and in Subsection 4.1.2 its derivative. Here, it was explained
that both the equations of motion and the conversion equations are the same, regardless of the use of shadow
parameters. Thus, there is no need to track whether EM or SEM is currently being propagated.
The above discussion, however, is not always true. As also stated by Vittaldev (2010), in case one needs to look

at the full history of the exponential map, for instance for interpolation, then a flag denoting the use of the shadow
elements needs to be introduced. This is also true if the elements being interpolated are not the EM themselves,
but a set of quaternions derived from the EM history. In fact, conversion from exponential map to quaternions will
always lead to a positive η, which as the readermay recall from Subsection 3.3.1, is the condition for the conventional,
i.e., not shadow, exponential map (since when ξ < π, η > 0). Hence, a shadow flag parameter is added, such that
whenever the flag is active, the resulting quaternion is inverted in sign.
One may think that the advantage of exponential mapping over MRPs is then gone, since now both attitude

elements aremade up of four elements. However, for EM, the flag element is only used in the one occasion explained
above. All the relations derived thus far, are in fact valid for both EM and SEM, irrespectively.

10.2 | Simulation Settings
The unified state model was analyzed in terms of accuracy and speed by Vittaldev (2010), Vittaldev et al. (2012), where
the authors compared the USM7, USM6 and in Vittaldev et al. (2012) also the USMEM state variables, to the very
commonly used Cowell propagator. A brief summary of their conclusions was provided in Section 3.3, but for sake
of completeness, they will be repeated here.
Themain takeaway here was that the USM coordinates perform very well in terms of RMS error and computation

time, when compared to a propagation with Cartesian coordinates and similar tolerances. In case of perturbed
circular orbits, perturbed highly elliptical orbits, low-thrust orbits and for an aerobraking maneuver (without GNC
system) around Mars, the advantage of using USM was always clear and distinct.
The reason why the performance analysis is performed as part of this thesis work is dual:
◦ To verify the correct implementation of the USM models in Tudat.
◦ To extend the test case scenarios to include more challenging environments.

In fact, the reader will find to types of simulations. The first type are based on the same initial conditions as Vittaldev
et al. (2012), whereas the second ones, are based on arbitrary conditions.
To make the analysis more comparable to the results by the referred authors, other than initial conditions and

environment, also the integration settings are kept as similar as possible. In fact, due to the different simulation soft-
ware used (Tudat vs. MATLAB), the exact same integration settings could not be used. However, the same principles
were kept in mind when choosing the integrators: high-order for the reference case and a lower order for the actual
test cases.
INTEGRATORS Three integration settings are used. The first one is the one that is used to generate the benchmark,
i.e., the reference trajectory. This integrator uses a variable step size, low tolerances and a high-order integration
scheme, to make sure that the integration error is kept to a minimum. The remaining two integrators are used to
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compare the performance of the propagators in case of constant and variable step sizes, where the accuracy is less
than the benchmark, to reduce the computational load.

In particular, the three integrators are:
◦ Runge-Kutta-Fehlberg 7(8) variable step size with both relative and absolute tolerances at 10−15 and with
free step size; this propagator is used as benchmark

◦ Runge-Kutta-Fehlberg 5(6) variable step size with varying tolerances
◦ Runge-Kutta 4 constant step size with varying step size

When the term ‘free step size’ is used, it is implied that the minimum and maximum allowed step sizes are so small
or large, that they are never reached (10−5 and 105 s, respectively).

It should be pointed out that the integrators used in Vittaldev et al. (2012) are slightly different. In particular, for
variable step size the authors use an RK4(5) integrator, instead of RKF7(8) and RKF5(6), whereas for the constant step
size, they also use an RK4.
Other than the integration routine, two other important parameters are the relative and absolute tolerances.

Whereas the relative tolerances are depend on the test case, the absolute tolerances are set as follows:
◦ Position and velocity: absolute tolerance set to 10−6
◦ Quaternion: absolute tolerances set to 10−15; such a low value is used due to the normalization of the quater-
nion state (a larger value would result in excessive errors)

The equivalent of tolerances for constant time step integration, is the step size. Similarly to the relative tolerances,
they vary per application.

10.3 | Test Cases
The main reason why the performance of the USM model is carried out yet again, is because of its new implemen-
tation in Tudat, the astrodynamics toolbox of the aerospace engineering faculty at TU Delft. Therefore, the results
obtained with this new implementation need to be compared to the ones obtained with the implementation by
Vittaldev et al. (2012). This justifies the selection of the first three test cases, i.e.:

1. Circular orbit at LEO with the initial conditions in the first row
2. Molniya Orbit with the initial conditions in the second row
3. Low-thrust trajectory with the initial conditions in the third row, and continuous thrust with the following
characteristics:
◦ Constant magnitude varying from 5× 10−3 to 50N with tenfold increments
◦ Direction opposite to the current velocity vector

where the row number refers to a row in Table 10.1. Then, some other tests will be performed, to analyze the
performance of the propagators in situations similar to the aerobraking conditions that will be met later in this
thesis, and for other more general cases:

4. Aerocapture around Mars with the initial conditions in the forth row
5. Aerobraking around Mars with the initial conditions in the fifth row
6. Interplanetary orbit with the initial conditions in the sixth row, corresponding to the Hohmann transfer from
Earth to Mars

The full details on the simulation environment can be found in Appendix G.

10.4 | Results
In this section, the results obtained for each test case will be displayed. The way these results are analyzed, depends
on the integration method: for variable step size integration the RMS error in position is plotted against the number
of function evaluations and the computation time, whereas for constant step size the RMS error is plotted against
the constant time step used and the computation time.
The results are split in two subsections. First, Subsection 10.4.1 will look at the results of the first three test cases,

i.e., the ones taken directly from Vittaldev et al. (2012). Then, in Subsection 10.4.2, the reader will find a discussion
on the last three test cases, thus the ones introduced in this thesis. Finally, Subsection 10.4.3 will conclude the
comparison of the propagators.
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Table 10.1: Initial conditions for USM propagators comparison test cases.

Test Case a e i ω Ω ϑ ∆t
t[km] [−] [deg] [deg] [deg] [deg] [d]

1 6936.0 0.0 28.5 272.3 194.8 0.0 10.0

June 30, 2007
at 12:00 Noon

2 26 559.0 0.7 206.3 281.6 63.2 0.0 25.0
3 7378.1 0.0 0.0 0.0 0.0 0.0 10.0
4 −17 305.0 1.2 93.0 23.4 158.7 230.0 0.625
5 27 228.5 0.869 218 93.0 23.4 158.7 180.0 145.0
6 188 768611.5 0.207 506 2.5 147.8 328.6 0.0 260.0

10.4.1 | Test Cases 1, 2 and 3
Comparing the results shown in Figs. 10.2 to 10.4 to the ones given by Vittaldev et al. (2012), one can see a lot of
resemblance. Of course, due to the different integrators and programs used, the results do not coincide exactly, but
the general behavior is very comparable.
At equal value of the x-axis parameters, the USM propagators are about one order of magnitude more accurate

than Cowell when looking at variable step size integrators, and from two to three orders of magnitudemore accurate
when constant step size is considered. The USMEM coordinates appear especially interesting for the Molniya orbit
case with constant time step. It should be noted however, that as the time step decreases, all propagation methods
start to converge to the same accuracy.
Looking at these figures, the following can be said about the two integration methods:
◦ Variable Step Size
Since the same level of accuracy in USM and Cowell corresponds to a lower number of function evaluations
for the former, it would appear that the USM coordinates are inherently less prone to errors than Cowell, thus
allowing for a larger time step in integration, and in turn, reducing the total computation time.

◦ Constant Step Size
Given a constant step size, the USM coordinates provide much more accurate results in terms of RMS error,
but with a slightly larger computation time. This is due to the more complicated equations of motion needed
for USM (compare e.g., Eqs. (4.3), (4.8) and (4.9) of USM6 to Eq. (4.1) for Cowell) and due to the transformation
to/from Cartesian coordinates (needed to determine the accelerations). However, the larger computation
time, in virtually all of the step sizes analyzed for test cases 1, 2 and 3, is almost negligible.

10.4.2 | Test Cases 4, 5 and 6
Some rather different conclusions are reached when looking at Figs. 10.5 to 10.7. Once again, the performance
analysis will be split based on the two integration methods, which one can find in the paragraphs below.
VARIABLE STEP SIZE Results for the variable step size integration are inconclusive for the aerobraking and the inter-
planetary trajectories. In the first case, i.e., when looking at Figs. 10.6a and 10.6b, one can see a similar general trend
as for the previous test cases: the RMS position error decreases with increasing number of function evaluations (that
is, with decreasing tolerances). However, the benefit of using the USM coordinates is no longer visible. As a matter of
fact, the error is smaller for Cowell integration, when the lowest values of tolerances are used (and the computation
times are comparable).
For the interplanetary case (see Figs. 10.7a and 10.7b), the aforementioned general trend is also no longer clear.

It would appear that the combination of long propagation time and detailed dynamics, overshadow the advantage
of the USM, and that the position error grows to the same level, in spite of the value of tolerance.
A different verdict is drawn for the aerocapture test case. Both the overall trend and the performance gain of

the USM are visible when examining Figs. 10.5a and 10.5b. However, one will notice that the USM models reach a
performance plateau rather early, in terms of function evaluations. This is a similar result as was seen in Fig. 10.4 for
the highest value of thrust. It is clear then, that the complex environment does indeed influence the accuracy of the
USM propagation coordinates, but only when this is very dynamic, and especially when the propagation duration is
large.
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(a) Variable step size. Error vs. number of function evaluations.
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(b) Variable step size. Error vs. computation time.
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(c) Constant step size. Error vs. constant time step value.
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(d) Constant step size. Error vs. computation time.
Figure 10.2: Comparison of RMS position error for USM and Cowell propagators, for a circular LEO orbit.

CONSTANT STEP SIZE In the case of constant step size, one can once again see very different behaviors for the final
three test cases:
◦ Aerocapture, or test case 4
The results shown in Figs. 10.5c and 10.5d depict a situation that is very different from the expectation. It
would appear that not only the RMS error is not highly affected by the integration time step (nor propagation
coordinates), but most incredibly, that a higher accuracy is achieved with a larger time step. An investigation of
the reasons behind this behavior has not been carried out, but it is highly recommended to fully understand
the behavior under these conditions.

◦ Aerobraking, or test case 5
When looking at Fig. 10.6c, the behavior is as expected: the USM models have a higher precision than Cowell
propagation for all time steps. Nevertheless, as the time step gets smaller, the RMS curves tend to converge to
the same accuracy. The same can be said about Fig. 10.6d. Due to the more complex equations of motion and
the extra conversion steps, the USMmodels are considerably slower than Cowell, especially at small step sizes.

◦ Interplanetary, or test case 6
Results for the interplanetary trajectory show similar trends as seen for test cases 1, 2 and 3. The position error
is smaller for USM, but these coordinates also lead to a slightly larger computation duration. The advantage
of USM, then, disappears for larger time steps. One should keep in mind, nonetheless, that the error value
does not decrease considerably when USM is chosen. Hence, selection of USM over Cowell is less justifiable
in this case.

10.4.3 | Conclusion
When considering variable step size propagation, it would appear, based on the tests carried out, that USM provides
a great advantage both in terms of computation time and accuracy, but only if:

1. the environment of the system is not highly dynamic and evolving with time
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2. the propagation time is not too large
The above conditions define even stricter constraints, if they are used simultaneously. Defining a threshold for each
of the elements above, would require the execution of a large number of tests with different dynamics and simulation
durations. Said analysis was not deemed necessary for the case at hand, since for an aerobraking mission requires
a constant step size to simulate onboard processing.
Regarding the constant step size simulations, on the other hand, Cowell integration is less accurate in virtually

every tested scenario. This statement is only challenged when the dynamics of the system are highly dynamic and
the time step is small (as is the case for the largest thrust value in Fig. 10.4). The combination of USM and constant
time-step, comes nonetheless with one downside: the propagation is slightly more time-consuming.
To conclude, considering the very small onboard time step (in the neighborhood of 10−3 to 10−1 s), the conditions

chosen for integration and propagation settings of the aerobraking maneuver are the following:
◦ Propagator: Cowell (Cartesian coordinates)
◦ Integrator: Runge-Kutta 4 with constant step size depending on the current (actual) state and navigation
method (see Table 8.1)

This choice is justified by the fact that when t� 1 s, the gain in accuracy of the USMmodel becomes negligibly small
(if not negative), and the computation time deficit in computation time, very large.
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(a) Variable step size. Error vs. number of function evaluations.
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(b) Variable step size. Error vs. computation time.
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(c) Constant step size. Error vs. constant time step value.
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(d) Constant step size. Error vs. computation time.
Figure 10.3: Comparison of RMS position error for USM and Cowell propagators, for a Molniya orbit.
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Figure 10.4: Comparison of RMS position error for USM and Cowell propagators, for a low-thrust trajectory, with varying
thrust magnitude.
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(a) Variable step size. Error vs. number of function evaluations.
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(b) Variable step size. Error vs. computation time.
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(c) Constant step size. Error vs. constant time step value.
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(d) Constant step size. Error vs. computation time.
Figure 10.5: Comparison of RMS position error for USM and Cowell propagators, for an aerocapture maneuver.
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(a) Variable step size. Error vs. number of function evaluations.
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(b) Variable step size. Error vs. computation time.

0 50 100 150

Constant Time Step [s]

104

106

108

1010

1012

R
M

S
 P

o
s
it
io

n
 E

rr
o
r 

[m
]

Cowell

USM7

USM6

USMEM

(c) Constant step size. Error vs. constant time step value.
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(d) Constant step size. Error vs. computation time.
Figure 10.6: Comparison of RMS position error for USM and Cowell propagators, for an aerobraking maneuver.
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(a) Variable step size. Error vs. number of function evaluations.
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(b) Variable step size. Error vs. computation time.
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(c) Constant step size. Error vs. constant time step value.
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(d) Constant step size. Error vs. computation time.
Figure 10.7: Comparison of RMS position error for USM and Cowell propagators, for an interplanetary orbit.



11Aerodynamic Modeling
As mentioned in Section 5.3, the aerodynamics of a vehicle depend on various conditions, not only related to its
shape, but also to the environment it operates in. In this chapter, the aerodynamic coefficients of the spacecraft
model developed for this thesis (whose description is provided in Appendix B) will be computed. This will be done
for both the force and moment coefficients, and as a function of angle of attack, angle of side-slip and altitude.
Modeling of these coefficients is generally an important part of any atmospheric flight, but particularly for an

aerobraking maneuver, where the success and duration of the mission are highly dependent on the aerodynamics
(and atmospheric parameters). Thus the need of this chapter, and of Appendix C.3.
The chapter is structured as follows. Firstly, Section 11.1 introduces the reader to the force coefficients of the

discretized MRO model. Then, in Section 11.2, one will find the description of the aerodynamic moment coefficients,
together with an analysis of the solar panel bending moment. Finally, Section 11.3 will present the verification and
validation for the current analysis.
Related to the investigation of the aerodynamics portrayed in this chapter is Appendix D. Here, an explanation

of the use of the SPARTA software and how its output was processed, will be delineated.

11.1 | Aerodynamic Force Coefficients
In this section, the force coefficients resulting from the SPARTA simulation and the modified Newtonian method
will be shown. Also, the bridging function introduced in Subsection 5.3.3 will be applied to this data, to obtain the
coefficients for the transition regime.

11.1.1 | Rarefied Regime
Figure 11.1 shows the drag, side and lift coefficients for the rarefied regime, where drag and lift are shown as a function
of α, whereas the side force coefficient is plotted against β. Despite not being shown, this same coefficient is almost
zero, regardless of the angle of attack. This is in line with what is expected, due to the symmetry of the geometry
around the x̂B− ẑB plane. The reason why there may be slight offset from zero, stands in the fact that the modelingby Monte Carlo simulation leads to some uncertainty.

In Figs. 11.1a and 11.1c, the effect of different flow compositions and angle of attack becomes clear. The first effect
can be explained by the fact that variation in molecular composition of the incoming flow (which for the altitudes
shown in the figure can be found in Table D.2) gives raise to different molecular reactions and interactions with the
surface. The latter effect, on the other hand, is due to the change of inclination w.r.t. the flow. In particular, it is clear
that at low angles of attack (in magnitude), the drag coefficient is larger, and it slowly decreases with the increasing
magnitude of α. In fact, at high angles of attack, the cube with three flat plates which constitutes the spacecraft
model, is seen by the incoming gas as inclined. An inclined cube and inclined flat plates are clearly more streamlined
than with zero angle-of-attack, thus the reduction in drag.
The lift coefficient, on the other hand, performs as expected: it increases with angle of attack, starts to level off

at high α, and it has a low value. One interesting fact is that its value is non-zero at zero angle-of-attack.
The behavior of CD and CL as a function of side-slip angle, can be described as being independent, i.e., theirvalues remain approximately constant as β varies. For this reason, their plots are not shown in this report.

11.1.2 | Continuum Regime
The results of the aerodynamic analysis with modified Newtonian method are shown in Fig. 11.2: Fig. 11.2a shows a
combined plot of drag (left) and lift (right) coefficients as a function of angle of attack, and Fig. 11.2b on the other
hand, shows the side force as a function of side-slip.
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(a) Drag coefficient vs. angle of attack (β = 0 deg).
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(b) Side coefficient vs. angle of side-slip (α = 0 deg).

-30 -20 -10 0 10 20 30

Angle of Attack [deg]

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

L
if
t 

C
o

e
ff

ic
ie

n
t 

[-
]

h = 125 km

h = 150 km

h = 200 km

h = 300 km

h = 500 km

(c) Lift coefficient vs. angle of attack (β = 0 deg).
Figure 11.1: Aerodynamic force coefficients for a range of aerodynamic angles and altitudes in the rarefied regime,

computed by SPARTA with atmospheric properties based on the Mars Climate Database.
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(a) Drag and lift coefficients vs. angle of attack (β = 0 deg).
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(b) Side coefficient vs. angle of side-slip (α = 0 deg).
Figure 11.2: Aerodynamic force coefficients for a range of aerodynamic angles at the altitude belonging to the continuum
regime, computed with the modified Newtonian method and with atmospheric properties based on the Mars Climate

Database.

In general, the behavior of CD , CS and CL in the continuum regime is the same as for the rarefied flow. Somenoticeable differences are the larger decrease in CD with increasing angle of attack (in magnitude), and the higherside and lift coefficients.
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(b) Lift coefficient.
Figure 11.3: Aerodynamic force coefficients for a range of angles of attack and altitudes in the transition regime,

computed by SPARTA with atmospheric properties based on the Mars Climate Database.

11.1.3 | Transition Regime
For computation of the values in the transition regime, the bridging function from Subsection 5.3.3 is used. The result
is a set of aerodynamic coefficients that depend on angle of attack, angle of side-slip and altitude. The boundary
values (for altitude) used correspond to:
◦ 65 km altitude (Kn ≈ 10−3) for the lower bound (continuum regime)
◦ 125 km altitude (Kn ≈ 101) for the upper bound (rarefied regime)

The resulting coefficients for the transition flow are shown in Fig. 11.3. The values for the side force coefficients are
not displayed, since they provide less fundamental information for aerobraking.

11.2 | Aerodynamic Moment Coefficients
In this section, the moment coefficients resulting from the SPARTA simulation and the modified Newtonian method
will be shown. Also in this case, the bridging function will be applied to the data, to obtain the coefficient for the
transition regime.
Subsection 11.2.4 will conclude this section, by inspecting the bending moment experienced by the solar panels.

It is in fact essential to make sure that at no instant, the structural integrity of the solar array is compromised. A
failure in this part of the structure would clearly result in a mission failure.

11.2.1 | Rarefied Regime
Figure 11.4 shows the aerodynamic moments about the x̂A, ŷA and ẑA axes for the rarefied regime. The first (Cl)and third (Cn) moment coefficients are shown as a function of angle of side-slip, whereas the second moment, i.e.,the one about the y-axis, or Cm, is plotted against angle of attack. The value of Cl and Cn is always zero at zero-angle-of-side-slip (no matter the value of α), whereasCm shows a low dependency on β, slightly decreasing in valueas β increases in magnitude.
Looking at these plots, one can see that the only large moment is the one about the ŷA axis. The other twomoments are generally low in magnitude at the α = 0 deg condition, due to the symmetry of the spacecraft around

the x̂B−ẑB and ŷB−ẑB planes. In reality, themoment about ẑA axis gives some larger fluctuations when comparedto the x̂A axis, but as will be shown in Subsection 11.3.1, these tend to flatten out when more accurate simulationconditions are used.
One interesting phenomenon that is clear from Fig. 11.4b, is that the curve representing the moment coefficient

about the ŷA axis is asymmetric w.r.t. 0 deg. The reason behind this shape can be explained by the asymmetry ofthe vehicle in the x̂A − ŷA plane, due to the presence of the flat plate representing the antenna. At negative anglesof attack, the antenna is fully ’visible’ to the flow, and can thus counteract the effect of the lower surfaces of the solar
panels and the bus (note how due to the shift in CM due to the antenna, the moment generated by the solar panels
and the bus about ŷA does not cancel out). On the other hand, at positive angles of attack, the antenna is partiallyshadowed by the spacecraft body, and can no longer counteract the solar panel-bus imbalance.
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(a) Rolling moment vs. angle of side-slip (α = 0 deg).
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(b) Pitching moment vs. angle of attack (β = 0 deg).

-15 -10 -5 0 5 10 15

Angle of Side-slip [deg]

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

Z
-M

o
m

e
n

t 
C

o
e

ff
ic

ie
n

t 
[-

]

h = 125 km

h = 150 km

h = 200 km

h = 300 km

h = 500 km

(c) Yawing moment vs. angle of side-slip (α = 0 deg).
Figure 11.4: Aerodynamic moment coefficients for a range of aerodynamic angles and altitudes in the rarefied regime,

computed by SPARTA with atmospheric properties based on the Mars Climate Database.
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Figure 11.5: Aerodynamic moment coefficient about ŷA for a range of angles of attack and side-slip at the altitudebelonging to the continuum regime, computed with the modified Newtonian method and with atmospheric properties
based on the Mars Climate Database.

11.2.2 | Continuum Regime
Figure 11.5 shows the aerodynamic moment coefficient computed with the modified Newtonian method, for contin-
uum flow. Note that only the plot for the moment around ŷA is shown, since the other two equal zero.One will notice two clear differences in this plot w.r.t. the result from the rarefied flow analysis. Firstly, the plot is
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Figure 11.6: Aerodynamic moment coefficients for a range of angles of attack and altitudes in the transition regime,
computed by SPARTA with atmospheric properties based on the Mars Climate Database.

symmetric w.r.t. the zero-angle-of-attack plane. This is because the model used for the calculation of the coefficient
does not take into account shadowing. Thus, the discussion made in the previous subsection about shadowing of
the antenna does not apply to this scenario. Secondly, the modified Newtonian method neglects the shear forces,
and thus, no ’bump’ at an angle of attack of 0deg is present.

11.2.3 | Transition Regime
The final plot that will be shown for themoment coefficients is the one corresponding to the transition regime. As for
the force coefficients, the same method is applied here to find the transitional values. This means that the bridging
function in Eq. (5.15) is used, and the altitudes of 65 and 125 km are used as boundaries. The result is displayed in
Fig. 11.3.

11.2.4 | Solar Panel Bending Moment
Another factor to consider for the design of a spacecraft performing aerobraking, is the load felt by the structure. In
particular, the bending moment at the root of the solar panels may be a limiting factor. Since the design used in this
analysis is a pre-existing one (i.e., no re-designing is considered in this thesis work), in this section, the analysis will
be limited to laying the theoretical background to estimate the bending moment felt by the solar panels, due to the
aerodynamic load.

In case the moment were to exceed a threshold, a different spacecraft configuration will have to be used for the
aerobraking phase. For instance, the spacecraft could enter the atmosphere facing the negative ẑB side, rather thanthe positive x̂B one.Using the results from the SPARTA analysis, the bending moment is computed with:

MSA =
∑
i

Li × Fi,aero (11.1)
where i runs over all the surface elements comprising the solar arrays, L is the distance from the centroid of the
surface element to the root of the solar panel, and Faero is the aerodynamic force, computed by summing up thepressure and shear stress output by SPARTA, with the surface area of the i-th element.
This analysis results in the moments shown in Fig. 11.7a, where the magnitude of the moment is taken for sim-

plicity. Note however, that the moment is largest around the ẑB axis. Moreover, the moment is largest at zeroangle-of-attack, which is indeed the condition shown in Fig. 11.7a, for a range of altitudes and −5deg of side-slip
angle.
The maximum value of bending moment at the root of the panel, is thus experienced at 100 km, and it rapidly

decreases with altitude. Said maximum value is equal to 64.2Nm. For sake of completeness, one can see the values
of each component ofM for a range of angles of attack, at a side-slip of −5deg and 100 km, in Fig. 11.7b. Here, it is
clear that, in fact, the moment is largest around the ẑB axis, and that due to symmetry, almost no moment is feltaround the ŷB axis. The reason why this component is not exactly zero, is due to the asymmetry in the pressuredistribution in the ŷB − ẑB face of the solar panel. The upper part of the solar panel feels a slightly larger pressureforce, as one can see from the dark red color of the solar panel in Fig. 11.8a.
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Figure 11.7: Aerodynamic bending moment, based on the rarefied flow analysis with SPARTA, with atmospheric properties

based on the Mars Climate Database.
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(c) x̂B − ẑB plane, i.e., side view.
Figure 11.8: Aerodynamics forces acting on the spacecraft at 30 deg angle of attack, angle of side-slip of −5 deg and

100 km altitude, based on the rarefied flow analysis with SPARTA, with atmospheric properties based on the Mars Climate
Database. Note that the axes are used as scale, and they have length 1N. Also, the spacecraft plates are color-coded based

on the magnitude of the force acting on it.

At first, the reader might be confused by the value of the moment about the longitudinal axis, i.e., x̂B. As theflow is coming itself from the x̂A direction, one would not expect a moment about this axis. However, the subtledifference between x̂B and x̂A is exactly where the value of the bending moment arises. At non-zero angles ofattack, the flow will impact the solar panels at an angle, and thus the total force felt by the panel will be slightly
tilted in the same direction as the incoming flow. This can be seen in Fig. 11.8, where three orthogonal views of the
spacecraft are provided.



11.3. Verification and Validation 95

11.3 | Verification and Validation
In the sections above, the aerodynamic modeling of the discretized spacecraft shape of Appendix B was described.
This analysis was carried out with SPARTA, whose general use and implementation was described in Appendix D. In
this section, the verification and validation of the aerodynamic coefficients obtained will be carried out.
Verification is performed by comparing the results withmore accurate settings. As wasmentioned in Appendix D,

one has to choose some simulation parameters based on the geometry of the spacecraft. In Subsection 11.3.1, the
aerodynamic coefficients will be compared with more strict settings, to make sure that the selected values do not
lead to inaccurate results. Finally, Subsection 11.3.2 will portray the validation of the results, by comparing them with
the data obtained by an accurate DSMC analysis of the actual MRO spacecraft model.

11.3.1 | Comparison with Accurate Settings
As mentioned in Appendix D.1, the settings for ratio of real to simulated particles was selected such that the program
would simulate 17.5 particles per cell. Moreover, the grid spacing, i.e., the length of the sides of each cell was chosen
to be 0.25m.
To make sure that such parameters would not give a too simplified result, the simulation was run three more

times (for only one altitude, namely 125 km) with the following parameters:
1. Accurate Parameters

◦ Number of particles per cell: 35
◦ Grid spacing: 0.15m

2. Accurate Number of Particles
◦ Number of particles per cell: 50
◦ Grid spacing: 0.25m

3. Accurate Grid Spacing
◦ Number of particles per cell: 17.5
◦ Grid spacing: 0.1m

The same procedure as explained in the previous sections were used to analyze the results of the new simulations,
and the resulting drag, lift and moment (about ŷA) coefficients are shown in Fig. 11.9, where the previous results(with baseline, i.e., less accurate, parameters) are also shown. For sake of completeness, values of the computation
times are also given, and can be found in Table 11.1.
Table 11.1: Computation time to run a SPARTA simulation for 13 angles of attack and one altitude, when using the TU Delft

servers (Intel® Xeon® Processor E5-2683 v3) with 14 cores.

Baseline Accurate
Parameters

Accurate
Number of
Particles

Accurate
Grid Size

0.5 h 12 h 12 h 32.5 h
Clearly, the baseline results agree very closely with the simulations using both accurate number of particles and

accurate grid spacing. However, such agreement is not foundwhen both parameters are set tomore accurate values.
As can be seen in Fig. 11.9a, the offset is especially large in the computed drag coefficient. The fact that only when
both parameters are changed gives a different result, can be explained by a strong coupling of the two parameters.
Due to the preliminary nature of this research, this effect will be disregarded, and the aerodynamic coefficients from
Sections 11.1 and 11.2 will be assumed to represent the MRO coefficients.
Moreover, one can see from Fig. 11.9d that the moment coefficient about the ẑA axis is indeed zero, when theprecision of the simulated environment is increased.
The last considerations made are regarding the computation times from Table 11.1. Clearly, SPARTA can be a very

computationally expensive task, and that is why the parameters have been given the values of 17.5 and 0.25m.

11.3.2 | Validation
From the analysis carried out by Gallis et al. (2004), on the aerothermal characteristics of MRO, the authors extracted
a logarithmic fit to the behavior of the drag coefficient w.r.t. the atmospheric density, which was determined by
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(c) Moment coefficient about ŷA.
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Figure 11.9: Comparison of aerodynamic coefficients computed by SPARTA, with baseline and all three accurate settings
(based on number of particles per cell and grid size), and with atmospheric properties based on the Mars Climate

Database, corresponding to 125 km altitude. The number in the legend for the accurate settings, corresponds to the list
shown above.

performing a DSMC . This fitting line is expressed as:
CD (ρ) = 1.47952− 0.032578 log (ρ) 10−10 ≤ ρ < 2× 10−7 (11.2)

Comparing the values obtained at zero angle-of-attack at various altitudes, with the values output by this function,
gives the plot in Fig. 11.10. Note that for this comparison, the SPARTA simulation was run by assuming a constant
atmospheric composition, given by 100% carbon dioxide. It should be specified, however, that the authors do not
specify which gases were used in the simulation, apart from mentioning the presence of CO2.Table 11.2, shows the same values of drag coefficient as displayed in the figure, and also gives the altitudes
corresponding to the densities, and the offset in percentage, w.r.t. the validation data.
Clearly, the results generated by SPARTA agree quite closely to the validation data, by even showing the two

‘bumps’ at 10−7 and 10−9 kgm−3, and the flattening after 10−10 kgm−3.
One interesting fact, however, is the high dependency of the simulation results, on the atmosphere gases. In

fact, looking at Fig. 11.11, one can see the zero angle-of-attack results from Section 11.1, plotted against density. Note
that the drag coefficients at conditions corresponding to an altitude of 100 km is added in this figure, where the
atmosphere is assumed to be composed solely of CO2.The effect of varying atmospheric gases becomes very clear from this graph. Whereas the drag coefficient is
about 2.14 at 125 km altitude with 100% CO2, the addition of 8% nitrogen, causes a drop in drag coefficient, whichreaches the value of 1.87. The difference becomes even larger at 150 km height, where CD reaches the value of 1.69.It would therefore appear, that the varying atmospheric composition cannot be disregarded.
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(a) Results from the SPARTA analysis carried out for validation with
constant atmospheric composition. The solid line represents the
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Figure 11.10: Validation of drag coefficient at zero angle-of-attack, as a function of atmospheric density, by comparing to
aerothermal analysis of MRO.

Table 11.2: Validation of results from the SPARTA simulation described in this chapter, with output of Eq. (11.2), for various
atmospheric density conditions. Note that the altitude corresponding to the density is also given.

Altitude Density Computed Reference Difference
[km] [kgm−3] [−] [−] [%]
100 1.8× 10−7 1.99 1.99 0.3
105 9.5× 10−8 2.04 2.01 1.4
110 4.9× 10−8 2.06 2.03 1.7
115 2.4× 10−8 2.08 2.05 1.4
120 1.1× 10−8 2.11 2.08 1.7
125 5.3× 10−9 2.14 2.10 2.1
130 2.5× 10−9 2.16 2.13 1.8
135 1.2× 10−9 2.17 2.15 1.2
140 6.6× 10−10 2.18 2.17 0.5
145 3.8× 10−10 2.18 2.19 −0.3
150 2.3× 10−10 2.18 2.20 −0.9
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Figure 11.11: Drag coefficient of MRO at zero angle-of-attack, as a function of atmospheric density, based on the rarefied
flow analysis with SPARTA. The points correspond to the simulation altitudes and conditions from Table D.2, and the

shaded area is the region of validity (domain) of Eq. (11.2).
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12Aerobraking
In this chapter, the results of the application of the aerobraking guidance, navigation and control system outlined in
Part II will be applied to a maneuver around Mars. Section 12.1 will describe the full simulation settings used for this
analysis, by describing the environment and spacecraft characteristics, whereas Section 12.2 will provide a thorough
description of the results obtained, by comparing them to the reference MRO mission and by critically examining
the guided conditions and their dependent attributes. Finally, Section 12.3 concludes this section, by looking back
at the requirements listed in Section 2.3, in order to 1) see which of these have been met, and 2) revisit the ones
that were defined as ‘to be defined’ or ‘determined’ (TBD). Before continuing to the sections just marked out, a few
considerations are in order.
Unfortunately, due to time constraints, the simulation was only run with the exponential model from Eq. (4.29).

Usage of Eq. (4.33), i.e., of the five-parameter exponential model, however, in some preliminary testing, did not seem
to produce better results. This can be blamed on the fact that the two coefficients of the trigonometric functions
were always close to zero, thus yielding an atmospheric model very close to the exponential one.

12.1 | Simulation Settings
The environment settings used for the simulation of the aerobraking mission have been introduced in Section 4.3.
In particular, a distinction was made between the propagation (Subsection 4.3.2) and the onboard (Subsection 4.3.3)
implementations. For sake of completeness and clarity, a brief summary of the simulation settings is found in
Table 12.1. One can obtain the full Tudat settings in Appendix G.
Now that the environment has been defined, one can set the initial conditions. These are the ones shown in

Table 12.2, and they represent a highly elliptical orbit, with an inclination and peri- and apoareion altitudes very
similar to the ones of MRO at the beginning of aerobraking.
Finally, the last elements to be introduced are the ones that were tuned during the results generation process,

i.e, the noise matrices for filtering and the PID gains for control.
The process and measurement noise matrices used for the state estimation of the navigation system (explained

in Section 6.3) are given by:
Q = diag

(
102, 102, 102, 10−1, 10−1, 10−1, 10−4, 10−4, 10−4,

10−4, 10−4, 10−4, 10−4, 5× 10−9, 5× 10−9, 5× 10−9
)2

R = diag
(
5× 103, 5× 103, 5× 103, 10−6, 10−6, 10−6

)2
Table 12.1: Propagation and onboard environment settings used for the simulation of the GNC system for an aerobraking

maneuver around Mars.
Spherical
Harmonics Atmosphere Solar Radiation Third

Bodies Aerodynamics

Propagation (21, 21)
Tabulated MCD

from
Appendix C.3

From Sun, Mars
as occulting body,
and parameters
from Table G.1

Sun
Tabulated
aerodynamic
coefficients from
Chapter 11

Onboard (4, 4)
Exponential
model from
Table G.2

NA NA
Constant drag
coefficient,
CD = 1.9

99
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Table 12.2: Initial conditions for the main test case for the analysis of the performance of the GNC system developed in
this thesis for an aerobraking maneuver. These conditions correspond to a highly elliptical orbit, similar to the injection

orbit of MRO (adapted from Long et al., 2008).
a e i ω Ω ϑ ∆t

t[km] [−] [deg] [deg] [deg] [deg] [d]
26 021.0 0.859882 93.0 43.6 158.7 180.0 1.4 June 30, 2007

at 12:00 Noon

and were optimized to reduce the uncertainty in position, velocity and attitude. Moreover, their units are such that
they match the units of state and measurement vectors defined by Eqs. (6.7) and (6.15), respectively.
The proportional, integral and derivative gains, on the other hand, were tuned to reduce the error between the

commanded and actual attitude, a process which yielded:
Kp = [15.0, 22.5, 12.5]

T

Ki = [3.75, 17.5, 5.0]
T

Kd = [7.5, 20.0, 10.0]
T

12.2 | Results
In this section, the results of the aerobraking maneuver based on the onboard computer software of Part II, the
environment and equations of motion of Part I and the initial conditions of the previous section, will be discussed.
The section is divided into three parts. In the first part, the results corresponding to a the first orbit will be

analyzed. Here, the filtering results and the rotational motion will be described. In Subsection 12.2.2, on the other
hand, the full aerobraking trajectory will be analyzed. Thus, one will find the examination of the final orbit and of the
behavior of the Keplerian elements over time. Then, in Subsection 12.2.3, the reader will be shown the performance
of the elements of the OBC responsible for the targeting of the pericenter altitude.

It should be noted that the implementation of the rotational motion from Section 4.2 and, consequently, of
the attitude control system from Subsection 7.2.1 is only carried out for the single orbit analysis of Subsection 12.2.1.
Hence, the results shown in the last two sections describe an aerobraking maneuver with ideal control. Furthermore,
the commanded attitude differs from the one shown in Subsection 7.2.1, and instead is the attitude that corresponds
to the following condition:

α = β = 0 deg and σ = 180 deg

which is valid throughout the orbit (and not just at periapsis as previously defined). As a result of the omission
of control of rotational motion, the state and measurement vector for state estimation of Section 6.3, had to be
adapted. The new vectors are described by the following system:

x =
[
rT, ṙT,bT

t

]T (12.1a)
z = xr|I (12.1b)

12.2.1 | Single Orbit
Analysis of a single orbit is carried out to inspect both the behavior of the navigation filter of Section 6.3, and of the
attitude control system of Subsection 7.2.1. Note that for this analysis, the periapsis scaling of Subsection 7.1.1 (which
is active during walk-in) is switched off, i.e, the pericenter will enter deeper layers of the atmosphere (115 vs. 138 km,
to be exact). This is to make sure that the aerodynamic loads used to test the control system are consistent with the
worst case scenarios.
The filter convergence plots are shown in Fig. 12.1 for translational motion only. In the plots, one can see both

the difference between estimated and actual position of the spacecraft, and the standard deviation (STD) of the
estimate. Note that the large gaps in the image refer to those times when the navigation system is in the unaided
phase, and thus does not use the onboard filter.
Figure 12.1 shows how the estimate of the translational state matches very closely the actual position and velocity

of the spacecraft. In fact, the standard deviation is in general at a constant sub-kilometer value. The only regions
where the estimate of the state exceeds the standard deviation is in the transition from unaided to aided navigation,
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Figure 12.1: Convergence plots for the Cartesian elements estimated by the navigation filter over the first orbit. The
dashed line represents the standard deviation of the estimates.

i.e., when the OBC has to correct for the error in estimated state that cumulated over time.
A similar convergence pattern is noticed when looking at the estimation of the IMU bias errors. The filter quickly

manages to estimate their values, converging to within 2.5% of the actual value in the first orbit.
Then, one can also look at the rotational motion. Figure 12.2 shows the offset between actual and commanded

quaternions (Fig. 12.2a) and the values aerodynamic angles (α, β and σ) over time (Fig. 12.2b). Note that the value of
the commanded quaternion (before the next periapsis) is given by:

qc = [0.907,−0.102,−0.383,−0.140]
T

and corresponds to the condition explained in Subsection 7.2.1.
Before the atmospheric phase, which occurs roughly 0.75 days after the beginning of the maneuver, the actual

quaternions match very closely the commanded value. During and right after the atmospheric phase, however, the
equilibrium of the spacecraft is perturbed and as a consequence, the attitude angles undertake an oscillation around
their default values. Nevertheless, the PID controller manages to constrain the rotational motion of the spacecraft
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Figure 12.2: Rotational motion over the first orbit.
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to a ±0.1 quaternion range, which can be roughly translated to a variation of ±10deg in aerodynamic angles, if the
small angle approximation is considered, based on (Sola, 2017):

∆q ≈
[
1, 1

2∆ϑT
]T

Soon after, in fact, the oscillations in quaternions (and thus in aerodynamic angles) dissipate and the attitude is re-
stored to the wanted value.
As stated at the beginning of Section 7.2, the development of the controller is only added to establish a bench-

mark of the GNC system behavior, thus no requirement was set on the attitude error. Looking back to the results
obtained, it is clear that the PID controller is enough to achieve the required attitude at the first periapsis, but there
is no guarantee that this will hold for following orbits, since the prolonged behavior has not been probed. Therefore,
further testing and possibly development of a more sophisticated controller is recommended as future work.
Looking again at the plot of the aerodynamic angles over time, one will notice that the angle of attack spans

the full range of possible angles (from −180 to +180deg). This is to be expected, since the commanded attitude is
based on periapsis conditions. It is clear then, that REQ-SC-8 is incompatible with REQ-C-2, and that the full range of
aerodynamic angles should have been applied for the aerodynamics analysis of Chapter 11.
From the discussion above, it follows that the values of aerodynamic coefficients used at high altitudes, i.e.,

where the aerodynamic angles are beyond the modeled values, are a result of extrapolation, and have no physical
meaning (at angles of attack of ±180deg, the spacecraft should present the same aerodynamic coefficients as for
0deg, due to symmetry, but the values differ significantly in the simulation). Gladly, since the altitudes are indeed
large, the aerodynamic loads are negligible and the results of this simulation are not affected, but this should be
considered for orbits where the circularization has already occurred, i.e., for later stages of aerobraking.
Finally, one can look at the rotational velocity of the spacecraft during the atmospheric phase, to determine the

value of momentum to be generated by the reaction wheels (RWs), in order to stabilize the spacecraft. Figure 12.3
shows just these values: the angular rates about each body axis.
From Fig. 12.3, one can see that the atmospheric phase (at around 0.75 days), causes the spacecraft to start

rotating around each axis. These rotations can be transformed to momentum according to (Wie, 2008):
H = Jω (12.2)

where J follows from the analysis in Appendix B.2. The result of this equation would then be the required angular
momentum to be generated by the reaction wheels. If then one takes the largest of these products, one can set a
preliminary minimum threshold of said value. For the current analysis, this is:

HRW,min = 47.5Nm s

where the assumption of REQ-SC-6 is applied, and the value represents the maximum angular momentum reached
around a single axis. Judging of whether achieving this value is feasible, is not deemed part of this research, but
rather it should give insight during the sizing of the reaction wheel system. However, for sake of completeness, the
reaction wheels of MRO were each capable of delivering a momentum of 100Nms at the maximum rotational veloc-
ity (Lee et al., 2003). Clearly, this would be enough to preform the necessary corrective adjustments. Nonetheless,
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Figure 12.3: Angular velocity of the spacecraft around each axis, over the first orbit.
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usage of a more robust control algorithm (which also takes into account the maximum RWmomenta), could provide
an even more efficient and less demanding control scheme. Not to mention that the magnitude of oscillations in
quaternions could be reduced both in amplitude and duration.

12.2.2 | Aerobraking Trajectory
To analyze the full aerobraking results, propagation of rotational motion and active control of attitude are turned off.
This is in accordance with the investigation of the control system done in the previous subsection, where it became
clear that a more complete aerodynamic analysis (in terms of tested aerodynamic angles) is needed.
Figure 12.4 shows the result of 82 days, or 210 orbits, of aerobraking around Mars. Here, one can see the clear

braking effect, which arises due to atmospheric drag. The orbit starts off as highly elliptical, and over the course
of three months decreases its eccentricity, until it achieves a quasi-circular configuration. In fact, as is reported in
Table 12.3, the mean eccentricity during the ‘aerobraking complete‘ phase is approximately 0.016, which together with
the other Keplerian elements, gives an average altitude of about 315 km.
FINAL ORBIT CONFIGURATION Comparing the peri- and apocenter altitudes from Table 12.3, with the target values
set for the guidance system in Table 7.1, one can compute their relative offset: −0.3% for periapsis and +15.7% for
apoapsis. Since no requirement on the targeting accuracy was set, one cannot say whether the mission is success-
ful. However, one can compare the accuracy achieved by this simulation, and the one achieved by the actual MRO
mission. According to Long et al. (2008), the final orbit configuration of MRO after aerobraking, was one ranging in
altitude between 215 and 485 km.
Of course, this comparison is rather unfair. The aerobraking maneuver performed by MRO was a real-life sce-

nario, i.e., a much more challenging and demanding environment. Moreover, it is possible that the reason for the
final aerobraking orbit to be different, is unrelated to the aerobraking maneuver itself. Thus, the MRO final configu-
ration simply sets the lowest bar in acceptable accuracy, which in this case, is overtaken with a relatively largemargin.
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Figure 12.4: Full aerobraking trajectory for the initial conditions in Table 12.2. The blue lines represent the spacecraft
trajectory, whereas the multi-colored sphere represents Mars.

Table 12.3: Final orbit configuration after an aerobraking maneuver around Mars, expressed as mean Keplerian elements
and mean peri- and apoapsis altitudes.

ā ē ī ω̄ Ω̄ h̄p h̄a t[km] [−] [deg] [deg] [deg] [km] [km]
3701.7 0.015 657 78.8 3.5 179.8 254.2 370.11 September 18, 2007

at 7:10pm
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KEPLERIAN ELEMENTS EVOLUTION In Fig. 12.5, the Keplerian elements as a function of time are shown. The plots that
are of highest interest are the ones depicting the semi-major axis a, and the eccentricity e, i.e., Fig. 12.5a.
From this image, one can distinguish two main features: a series of spikes, followed by a drop in value. The

spikes are due to the presence of the spherical harmonics gravity model. The consequence of this conservative
force, is in fact, to add to the Keplerian elements oscillations centered at periapsis, whose magnitude is especially
large for highly elliptical orbits. This was also very clear in the plots shown in Fig. 6.1, where the concept of DAIA was
introduced. Arising due to a conservative force, the oscillation only have a temporary impact.
The overall reduction in the value of a and e, is given by the presence of atmospheric drag. This force, on the

other hand, is not conservative, and leads to a very significant and permanent impact on their value. The effect can
be seen right after the aforementioned oscillations, where a step-like jump can be spotted.
Other step-like kinks are present around some apocenter regions. This is the time when the apoapsis maneuver

is performed. Since this maneuver is assumed to be instantaneous, the effect on the Keplerian elements is a sudden
jump in a and e. Nonetheless, due to the small thrust magnitude these maneuvers partake, these characteristics are
not visible at this scale.
The result of the maneuver on the other Keplerian elements, portrayed in Fig. 12.5b, is less prominent. As a

matter of fact, the rate of change of these elements becomes larger only when the eccentricity is low, and the
spherical harmonics gravity has a more prolonged influence.
AEROBRAKING DURATION Another parameter of interest that can be extracted from Fig. 12.5 is the duration of the
aerobraking maneuver. Clearly, the maneuver lasts short of 82 (Earth) days, which correspond to 210 orbits around
Mars. Compared to the duration of the maneuver performed by MRO, this is roughly half (140 days and 425 orbits).
This difference can be interpreted in the following ways:
◦ The guidance algorithm implemented in this thesis is more ‘aggressive’, meaning that the periapsis altitude is lowered
into deeper layers of the atmosphere.
This is clearly not the case when comparing the periapsis altitudes of Fig. 12.6 and Fig. 2.6b. In the latter plot,
one can see that the average periareion altitude for MRO was about 105 km, compared to 115 km for ones
resulting from the algorithm developed in this thesis. In fact, if anything, it would appear that the heating
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Figure 12.5: Full evolution of Keplerian elements for an aerobraking maneuver around Mars. The plot for true anomaly is

not reported, due to the low amount of information it provides.
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values allowed are stricter than in the MRO case (remember how REQ-AB-4 and REQ-AB-5 are set based on
the values set for TGO).

◦ Scheduling of the maneuvering sequence and of the other GNC activities, delayed the aerobraking since they had to
be performed on the ground.
This would also appear to be a flawed hypothesis, since as shown in both Figs. 2.6b and 2.6c, the pericenter
altitude, and consequently the heat rate, remained rather constant throughout the 140-day period.

◦ The tabulated atmosphere used to represent the Martian atmosphere described a thicker atmosphere than encoun-
tered by MRO.
Since the atmosphere values from Appendix C.3 are based on time-average values, the density could have
been in a local minimum, in the period and region where MRO was operating. As it turns out, also this propo-
sition may have to be discarded, considering that 2007 was a year that saw the complete enshrouding of Mars
in a global dust storm. These type of events always lead to a factor of two increase in density, even in higher
layers of the atmosphere. Looking at the values describing the corridor boundaries in Fig. 2.6c, however, one
can see that the heat rates encountered are in the same range as set by REQ-AB-4. Thus, one can conclude that
the atmosphere model used in this thesis is indeed more conservative than the real atmosphere experienced
by MRO.

Looking back at the definition of the aerodynamic acceleration, i.e., Eq. (4.23), the only parameters that have not been
mentioned yet, are the spacecraft aerodynamic parameters. These however, have been validated in Section 11.3,
where it was shown that the values of drag coefficient match very closely the results of similar studies.
Clearly, there must be other forces at play here. Examination of where these discrepancy arise is significant,

and is recommended as a further analysis of the results. The most likely explanation is that not all of the periapses
altitudes are shown in Fig. 2.6b, but only the ones where aerobraking was conducted. Therefore, the duration of
aerobraking itself, for MRO, is lower.
FILTERING PROCESS Regarding the filtering process, the average per-orbit STD position and velocity uncertainties
during both aided and unaided navigation are shown in Table 12.4. Clearly, thanks to the GRS system, the spacecraft
knows its position within a 1σ certainty of 50m, in each direction.

Table 12.4: Value of 1σ uncertainty in position and velocity during aerobraking, for both navigation methods.
(a) Aided navigation.
Position Velocity
[m] [ms−1]
50.0 0.1

(b) Unaided navigation.
Position Velocity
[m] [ms−1]

1500.0 0.04
During unaided navigation, on the other hand, this uncertainty grows considerably larger. This is because of

two main reasons: the initial value of the spacecraft state propagated already has a small error (given by the values
of STD from Table 12.4a), and the propagation with reduced environment introduces even more errors, due to the
simplified onboard environment model. Due to limitations in onboard computational power, the latter cause cannot
be tackled without knowing proper OBC processing specifications, but the former could be mitigated: one could
take the median of the Keplerian elements estimated in the few minutes before, to reduce the uncertainty in state
knowledge. Use of the median would smooth out the noise, and use of Keplerian elements is justified due to their
slow variation over time. True anomaly is the only Kepler coordinate that does not show a small time-dependency,
and as such may require a more sophisticated fitting model, such as linear or quadratic regression.
Nonetheless, as already shown in Subsection 12.2.1, when it is time to switch between unaided and GRS-assisted

navigation, the filtering scheme does a great job at correcting the state estimate, by converging to the actual position
(within the STD shown above), within a matter of minutes. This is actually one of the reasons why simulation of
aerobraking with uncertainty in initial conditions was not carried out. It is in fact known from the transition between
navigation phases, that the state estimation process is perfectly capable of reproducing the initial position value,
despite the initial offset. This is true, however, only for the GAN method (since a direct measurement in position is
available), but would require further investigation for the IMAN method.

12.2.3 | Periapsis Targeting
Periapsis targeting consists of the combined functionalities of estimating the periapsis corridor and computing the
required maneuver to aim for the target altitude. It is arguably the most distinctive feature of an aerobraking soft-
ware, and also one of its most sensitive.
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In Fig. 12.6 the periapsis corridor estimates are plotted against the orbit number. Here, the actual and estimated
periapsis altitude are also shown, together with the apoapsis maneuvers (distinguished between up or down, based
on whether their purpose is to raise or lower the periapsis).
AEROBRAKING PHASES From the image, one can clearly see the various aerobraking phases described in Subsec-
tion 7.1.1. The gradual lowering of the corridor between the first and seventh orbit is a sign of the walk-in phase. The
rather constant corridor values between the eighth and the 147th orbits, on the other hand, are part of the main
phase. The walk-out phase, finally, can be spotted beyond the 148th orbit, and is also clearly visible in Fig. 12.5a,
where one can observe, in the values of a and e, a tendency to plateau. Note that termination and ‘aerobraking
complete’ cannot be seen on this graph, since corridors are not defined for these two cases: the target values of
periapsis and apoapsis from Table 7.1 are used directly, without any need of corridor estimation.
Two main features are worth noting from Fig. 12.6: the slow decrease of the periapsis corridor bounds during the

main phase, and the zig-zag-looking behavior of the boundaries during walk-out. These behaviors can be explained
as follows:
◦ The negative slope of the corridor threshold in the main phase is related to the lowering of the eccentricity
(and semi-major axis) of the orbit. As a matter of fact, as the aerobraking mission evolves, the orbital energy is
slowly dissipated. This leads to a slower velocity through the pericenter passage, and thus, lower aerodynamic
heat rate. Of course, however, as the eccentricity decreases even further, the time spent in the atmosphere
increases considerably, and the cumulative heating becomes more prominent and in turn more constraining.
This is (together with the lifetime constraint), the same reason why during the final orbits of the main phase
and during walk-out, the pericenter corridor shows an overall positive trend.

◦ Regarding the other feature, i.e., the zig-zag behavior during the walk-out phase, the blame is in the fact
that the guidance algorithm is not future-oriented. The system only thinks about meeting the heating and
lifetime requirements for the next orbit, without considering how this will affect the same estimation the next
time around. In fact, the zig-zag behavior mainly arises whenever the lifetime constraint is not met. Take
the sequence of orbits 188 to 190, for instance. On orbit 188, the onboard computer sees that the lifetime
requirement would not be met, if only the heating constraints are used for defining the corridor conditions.
Therefore, it decides to raise the periapsis. Now, on orbit 189, the periapsis is rather high (about 126 km),
and the next periapsis would result in a rather low dynamic pressure. Consequently, the corridor estimator
decides to lower the periapsis, such that more drag can be experienced and aerobraking can last a shorter
amount of time. However, now that the pericenter is low again, the lifetime constraint is, once again, no longer
met and the system decides to raise the periapsis. One can see how this could (and in fact, it does) lead to a
back-and-forth game between lifetime constraint not being met, and low dynamic pressure.

Amore optimized guidance, would take into consideration these very contrasting requirements, and possibly provide
amore gradual atmosphere-exit strategy. For instance, one could define a simple multiplier function, such as Eq. (7.1)
for walk-in, but for the walk-out phase. Removal of the zig-zag behavior would thus considerably reduce the amount
of ∆V consumed during walk-out, which, as will be reported in Table 12.5, accounts for roughly 30% of the total
aerobraking velocity increments.
MANEUVER ESTIMATOR Looking now at the targeting of the pericenter conditions, it can be seen that the periapsis
stays within the defined corridor for most of the orbits. However, there are quite some exceptions to this statement,
and they are all highlighted with a filled blue dot. The periapsis value at orbit 40 is one example of this. Clearly,
the apoapsis maneuver which aims to target the midpoint of the corridor fails to do so, and instead undershoots
by a large margin, reaching a value of almost 110, instead of 115 km. The fault is clearly in the maneuver estimator,
since the corridor bounds are inline with the previous values. In fact, if one looks closely at the other cases where
the corridor is missed, the faulty value is almost always preceded by a maneuver. This is a clear sign that the
maneuver estimator of Subsection 7.1.3 does not perform as expected, when combined with the rest of the software.
A discussion on the possible sources of errors is provided in the next paragraphs.
CORRIDOR ESTIMATOR A similar discussion can be had, however, about the corridor estimator. In fact, when looking
at Fig. 12.7, which depicts the peak dynamic pressure, heat rate, heat load and density for each orbit, the maximum
values of the two heat parameters are overtaken on a number of occasions. Interestingly, their values are exceeded
in different phases of aerobraking (disregarding the outliers, or rather misfires, such as orbit 40):
◦ Heat rate: the value of heat rate is mainly exceeded in mid main phase
◦ Heat load: heat load is mainly exceeded at the end of the main phase and at the beginning of walk-out; this
is when the orbit eccentricity is low enough such that the spacecraft spends a longer amount of time in the
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Figure 12.7: Comparison of peak actual and estimated values of some aerothermodynamic parameters encountered in
each orbit.

atmosphere, and despite the lower velocities, reaches a large cumulative heat; this is the reason why Fig. 12.7c
shows the spike around orbit 175, which is not visible in Fig. 12.7b

Note that the maximum values of heat rate and heat load are overtaken, in spite of the strategy of using half of
the limiting values as maximum allowed targets (see Section 7.1 and in particular Table 7.1, for a refreshment of
these concepts).
The excess in aerodynamic heating can be attributed to four main sources:
◦ Low Density Estimate at Pericenter
As is shown in Fig. 12.7d, the peak density per orbit is in general underestimated by a few percentage points. As
was shown in Section 9.1, this arises due to the fitting of the noisy accelerometer data (converted to estimated
density via Eq. (6.22)). A lower estimated density leads to a lower periapsis targeting, which in turn results in
higher actual aerodynamic heating. This problem could be solved in three ways (possibly combining multiple
together):
• Giving a larger weight to lower altitudes (by using a weighted least squares as defined in Eq. (E.14b))
• Further lowering the value of the reduced atmospheric interface altitude, which in Section 6.7 was set
to 150 km

• Applying a more sophisticated smoothing algorithm to the accelerometer data, instead of the simple
one-minute moving average described in Section 6.7
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◦ Error in Initial Position
In the previous subsection it was described how the initial error in state knowledge when switching from aided
to unaided navigation gives rise to an ever-growing offset between the estimated and actual state (during the
unaided phase of navigation). This is also true during periapsis estimation, and as such, a similar strategy can
be applied: the first five Keplerian elements could be replaced by the median of their respective one-minute
history, and a linear or quadratic regression used to correct the value of true anomaly. In this case, since this
adjustment is applied at apoapsis, the correction would lead to an even more accurate result, since the values
of Keplerian elements are roughly constant at this height, especially for highly elliptical orbits.

◦ Error in Propagation
Similar to the discussion above, this hypothesis is linked to the discussion made in the previous subsection
when discussing the filtering process. Thus, the simplified environment model used onboard, combined with
the low tolerances used for integration and the integration scheme itself, give rise to a propagation errors.

◦ Root-Finder Convergence
Looking back to Table 7.3, one can see that the root-finder is considered to have converged to a solution
whenever two consecutive guesses are within approximately ±100m of each other (note that the limit on
iterations has never been reached in the tested scenarios). This introduces another small yet noticeable error
in the corridor values, which could be mitigated by reducing the convergence threshold.

By analyzing the results of those orbits where no maneuver was taken, the following results are obtained. In 80% of
orbits with no maneuver, the estimated periapsis altitude is overestimated by on average 0.6%, which corresponds
to roughly 1 km. This, combined with the lower estimated density (on average the peak density is underestimated
by −2%), leads to the conclusion, for an average main phase orbit (which is the aerobraking stage where most of the
surpluses in heat rate and heat load occur), that the heat rate should be underestimated by −2.5%.
One final consideration is that in case the apoapsis altitude falls between the range of unaided navigation alti-

tudes, then the error in initial conditions is even larger than what is achieved with the GAN method, as detailed in
Table 12.4b. In fact, the first apocenter to fall within this range, is in orbit 40. Clearly, one can see the large effect
that this has on the corridor and maneuver estimator. In fact, most of the heat rate excesses are achieved while
apocenter is in unaided navigation, i.e., until orbit number 102.
However, the violations in heat load in the range of orbits between 150 to 200, are not attained under these

conditions. Clearly, there are other elements at play that lead to the excessive values of the aerodynamic heating.
Investigation of these sources are recommended as further work for this research.
VELOCITY INCREMENTS Going back to the analysis of the∆V usage, Table 12.5 shows the distribution of∆V over each
aerobraking phase. As it appears, the main phase is the one that requires the least amount of propellant (assuming
the maneuvering burns negligibly affect the spacecraft mass). Despite having a rather large amount of maneuvers
(especially in the first part, between orbit 8 and 40), the maneuvers performed in this phase, only raise or lower
the periapsis by a few kilometers at most. In the walk-in phase, on the other hand, since the maneuvers lower the
periapsis by a cumulative 23 km, the∆V value reaches a slightly higher value.
However, even larger, is the value of the velocity increment consumed during walk-out. As explained earlier in

this section, this is due to the sub-optimal guidance routine developed in this thesis.
Finally, the largest contributions come from the last phase, which uses more than half of the total∆V . The need

of such a large value arises from the fact that, during termination, the periapsis needs to be raised by more than
100 km, going from roughly 120 to (an expected) 255 km, and that the apocenter needs to be lowered from the last
value reached, to its target.
Reduction of the this phase’s ∆V could also be achieved. The main reason behind the large ∆V value is, in

fact, because aerobraking is interrupted whenever the apoapsis falls below 25% of the final target value. This has
been set as a rather arbitrary threshold, at an early stage of the GNC system development. A reduction in this value,
combined with a more robust walk-out phase, could give rise to more propellant savings.
Nonetheless, compared to the nominal ∆V needed to reduce the apoapsis for an interplanetary trajectory,

Table 12.5: Distribution of velocity increments∆V (expressed in [m s−1]) over each aerobraking phase for both the
simulated trajectory and for MRO (Long et al., 2008). The total values sums up to 82 and 43ms−1, respectively.

Walk-in Main Walk-out Termination
Simulation 5.86 4.48 25.9 46.0
MRO 14.5 3.40 25.0
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which is in the range of 1 to 1.5 kms−1 (Long et al., 2008), the value described in Table 12.5 would already lead to
noticeable cut in propellant mass, and thus to a lowering of the mission cost.
Finally, one can compare the obtained total ∆V estimated for this aerobraking maneuver, with the total used

by MRO. As stated in Section 2.1, the total velocity change exhausted by MRO was about 44.1ms−1. Excluding
the 1.2ms−1 used for collision avoidance (which as mentioned in Subsection 4.3.2 is not modeled in this thesis),
results in the breakdown shown in Table 12.5, on the second line.
The∆V discrepancy during walk-in can be explained by comparing the drop in altitude achieved for the simula-

tion developed in this thesis, and the drop attained by MRO: 23 vs. 320 km. The velocity change used during the main
phase is rather comparable, denoting the fact that during this phase, no major maneuvers are undertaken by either
guidance system. Finally, for walk-out and termination (which for MRO are reported as one) the reader is reminded
once again of the sub-optimal guidance described by Section 7.1.
PROPELLANT MASS Looking back to REQ-SC-3, the propellant mass for the maneuver was set to 50 kg. Using the
inverse of the Tsiolkovsky equation (Curtis, 2013):

mprop = mdry
[
exp

(
∆V

Ispg0

)
− 1

]
(12.3)

and assuming a specific impulse Isp of 250 s (which represents an average conservative value for a chemical rocket (Leyet al., 2009)), leads to a total used propellant mass of 34 kg. Clearly, there is a large margin w.r.t. the requirement.
Of course, the process used to determinemprop above, is very simplified. For starters, the simulation is run withconstant mass, hence the∆V computed is not representative of the actual∆V that would be used. Furthermore,

the∆V is not ejected in one maneuver only, but it is spread over 210 orbits. Nonetheless, given the low value of the
velocity change, these assumptions hold.

12.3 | Analysis of Requirements
In Section 2.3, a list of requirements for an aerobraking maneuver around Mars for a spacecraft resembling the
aerodynamic and physical characteristics ofMROwas laid out. Some of these requirements, were not fully constraint,
but were left to be specified during the thesis work. In this section, this is what will be done, together with an analysis
of whether the other requirements were met.
REQUIREMENTS TBD The requirements that were marked as either to be defined or to be determined are shown in
Table 12.6. Here, one can see that the requirements have been updated and are now given a numeric value.
The only requirements that were determined as part of this research are REQ-N-3, REQ-N-4 and REQ-C-4, and

they all refer to the sampling rate of some of the GNC elements. As it has already been mentioned, the refresh rate
of the navigation system depends on two things: the navigation method and the current spacecraft (actual) state.
Thus, these requirements are variable, and depend on the conditions of Table 8.1.
The other requirements in Table 12.6 are defined based on the results shown earlier in this chapter. The first two

requirements, i.e., the ones denoting the accuracy with which the apo- and periapses altitudes shall be reached, are
worth some more considerations. The values shown in the table, are chosen based on the final orbit configuration
obtained with the current algorithm. As repeatedly stated, the sub-optimality of the guidance algorithm could be
improved to achieve both a lower propellant consumption and better final conditions.
REQUIREMENTS TO BE MET Now that the final requirements have been derived, the reader’s attention is brought to
the remaining requirements of Table 2.2.
The first requirements to be surveyed are the ones related to the aerothermodynamic characteristics, i.e., REQ-

AB-4 and REQ-AB-5. As it has already been seen in Fig. 12.7, these requirements are not met. In fact, the values of
heat rate and heat load are exceeded on multiple occasions. Related to these requirements, is REQ-G-1. Despite
the inclusion of a simplified model for atmosphere perturbations (given by Eq. (4.30), Eq. (4.31), and Table 4.1), said
requirement is not met, due to the excess values of heating.
Note that, technically speaking, REQ-AB-6 was not met on multiple orbits, as is visible from Fig. 12.7a. However,

this was necessary 1) to respect the lifetime requirement (REQ-AB-7) and 2) to perform the walk-in maneuver. As
such, this requirement is considered applicable only during the main phase.
Another requirement that is not met and is related to the thermal analysis, is REQ-G-4. Indeed, no ability of

performing a contingency periapsis maneuver is present in the guidance developed in Section 7.1. Nevertheless, this
would be a great addition to the system, and would definitely contribute to the overall safety of the maneuver.
Regarding the rotational motion and the control system, it was already mentioned that REQ-SC-8 was not for-

mulated properly. In fact, it is inconsistent with the commanded attitude. A rectification would lead to the new
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Table 12.6: Finalization of the requirements on the aerobraking phase and on the guidance, navigation and control
systems, for a spacecraft orbiting Mars.

ID Requirement
AEROBRAKING

REQ-AB-2 The aerobraking phase shall reduce the apoapsis altitude to 320± 50 km.
REQ-AB-3 The periapsis post-aerobraking phase shall be 255± 5 km.

NAVIGATION
REQ-N-3 The state estimation shall run at a rate dictated by Table 8.1.
REQ-N-4 The inertial measurement unit shall have a sampling rate dictated by Table 8.1.
REQ-N-7 The position error during autonomous navigation shall be less than 50m.
REQ-N-8 The translational velocity error during autonomous navigation shall be less than 0.1ms−1.
REQ-N-9 The attitude error (expressed as error in quaternion) during autonomous navigation shall

be less than 10−5.
CONTROL

REQ-C-4 The star trackers shall have a sampling rate dictated by Table 8.1.
REQ-C-6 Each reaction wheel shall provide a maximum angular momentum of at least 47.5Nms.

requirement: the aerodynamic coefficients shall be available for the rarefied and transition regimes, for an angle of
attack range from −180 to +180deg. Moreover, a new requirement would need to be added for the side-slip angle,
requesting a range of −90 to +90deg.
Note that if a requirement has not been named in the paragraphs above, then it can be considered met.
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13Inertial Measurement for AeroassistedNavigation
In this chapter, the results obtained with the Inertial Measurement for Aeroassisted Navigation, or IMAN, method
will be analyzed. This method was introduced by Jah (2001), and further developed by the same author in more
recent publications, such as Jah (2005), Jah and Lisano (2004), Jah et al. (2008). The reader will also find more details
about this method, and how it is modeled in this thesis, in Chapter 6. The main purpose of the outlined algorithm,
as the name suggests, is to use accelerometer measurements as the sole source of external data for the onboard
filtering process. The internal measurement, in contrast, is provided by an onboard description of the simplified
environment.
This application differs rather significantly from more conventional navigation softwares, which use the data

provided by inertial measurement units as a replacement for the internal model of non-gravitational forces. With
this approach, the only uncertainty in the onboard model arises from the difference in modeling of gravitational
accelerations (arising from both the central and third bodies), and from the noise present in the accelerometer
measurement. In the case of IMAN, instead, despite the adaptation of the onboard atmosphere model (thanks to
the atmosphere estimator from Section 6.7) and the addition of CD to the state vector (see Eq. (6.9)), the onboardmodel is still an approximation of the real environment and is especially susceptible to unexpected changes in the
environment.
The chapter is structured in the following manner. Firstly, the reader will be introduced to the simulation settings

used for this analysis. The navigation system was tested by increasing the discrepancies between onboard and
simulated environment, a process which in turn increases the complexity of the problem. The various cases analyzed
are detailed in Section 13.1. Note that the initial conditions and simulation settings are the same as described in the
previous chapter, with the exception that a secondary set of (translational) initial conditions is also considered, to test
the implementation of the IMAN method for lower eccentricities. Finally, Section 13.2 will show the results obtained
and provide a discussion on the sensitivity to the changes in test case.

13.1 | Test Cases
The term ‘test case’ in this context is used to describe the various environment and spacecraft characteristics tested
in this analysis. Each test case setting is assigned either a simplified or a complete value, such that the sensitivity of
the system to this setting can be investigated.
The parameters that were modified are listed below, where the values for the simplified and for the more com-

plete scenarios are both listed. Note that for the former, the values are equal for both the propagation and onboard
environment, whereas for the latter, they differ. These discrepancies are also shown below:
◦ Spherical harmonicsmodel of Mars:

• SIMPLIFIED: (0, 0)

• COMPLETE: propagation: (21, 21); onboard: (4, 4)

◦ Atmospheremodel of Mars:
• SIMPLIFIED: exponential atmosphere with parameters from Table C.2
• COMPLETE: propagation: tabulated atmosphere based on MCD from Appendix C.3 (without random per-
turbations); onboard: exponential atmosphere with parameters from Table C.2

◦ Aerodynamicsmodel of the spacecraft:
• SIMPLIFIED: CD = 1.9

• COMPLETE: propagation: full model from Chapter 11; onboard: CD = 1.9
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A total of eight simulations have been carried out, to achieve the full combination of simulations. Moreover, to
confine the analysis to the characteristics above, the simplifications below have been made:
◦ No randomized perturbations in the atmosphere model (see Eq. (4.30))
◦ No third body acceleration from the Sun
◦ No solar radiation pressure from the Sun

It is worth noting, however, that the latter two simplifying steps listed above are also applied in the work by Jah et al.
(2008). To simplify the presentation of the results, each simulation was assigned a number. Table 13.1 shows the full
list of environment and spacecraft settings for each test case.
One may recall that in Section 6.2, it was mentioned that the IMAN method only becomes active below the DAIA.

However, to make sure that the analysis only focuses on the performance of IMAN, rather than the combination of
the aided and unaided methods, the latter method is not used, leading to a full IMAN implementation.
Another parameter that is varied during the simulations, is the refresh rate of the onboard computer. This rate

is defined as the rate at which the navigation system runs the filtering process, thus corresponding also to the sam-
pling rate of the instrumentation (in particular of the IMU). In Jah et al. (2008), the refresh rate was set to 20Hz, but
for sake of completeness, it was decided to test two more sampling frequencies: 200 and 2Hz. The way this was
simulated was by running the simulation with a time step of 5× 10−3 s, corresponding to a frequency of 2000Hz, and
running the onboard computer every 10, 100 or 1000 time steps.
Finally, as mentioned in the introduction of this chapter, the results corresponding to two initial conditions are

examined. The first initial condition is technically the same as shown in Section 12.1, with the exception that the
apoapsis maneuver is already applied, and the periapsis scaling from Eq. (7.1) (which is active during walk-in) is
turned off, such that the atmospheric sweep is deeper and IMAN can be more effective.
Following from the discussion above, the adjusted initial conditions, i.e., the conditions after the apoapsismaneu-

ver, are listed in Table 13.2. Here, one can also find the second case that is being analyzed. These Keplerian elements
represent an orbit with lower eccentricity and average altitude, such that the efficacy of the IMAN algorithm can also
be probed in these conditions (which roughly correspond the orbit configuration of a spacecraft approaching the
end of an aerobraking maneuver).
One important fact to mention, is that it soon became clear that the trajectory corresponding to the second

conditions of Table 13.2, produced too large and prolonged (time-wise) aerodynamic accelerations, for the onboard
navigation refresh rate of 2Hz to be a viable option. Hence, for this part of the analysis, the decision was made to
restrict the analysis to the refresh rates of 200 and 20Hz.
Last, but not least, the following values for theQ andRmatrices for the filtering processes were used, which are

Table 13.1: List of test cases used to analyze the performance of the IMAN algorithm, based on the environment and
spacecraft characteristics. A dot, i.e., •, signifies an active model.

Settings Test Case
1 2 3 4 5 6 7 8

Spherical
Harmonics

Simplified • • • •
Complete • • • •

Atmosphere Simplified • • • •
Complete • • • •

Aerodynamics Simplified • • • •
Complete • • • •

Table 13.2: Initial conditions for the analysis of the IMAN algorithm performance. These conditions correspond to a highly
elliptical orbit with a periapsis altitude of approximately 110 km, and a less elliptical and lower altitude orbit, similar to

what a spacecraft would undergo during the last days of aerobraking.
Initial

Conditions
a e i ω Ω ϑ ∆t

t[m] [−] [deg] [deg] [deg] [deg] [h]
1 25 946932.3 0.865 191 2 93.0 43.6 158.7 180.0 33.6 June 30, 2007

at 12:00 Noon2 4710 917.5 0.251 5604 2.7
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of the same order of magnitude as the ones used by Jah (2005), and are meant to optimize the RMS position error
value of test case 8 at 20Hz:

Q = diag
(
102, 102, 102, 10−1, 10−1, 10−1, 10−4, 10−4, 10−4, 104

)2
R = diag

(
102, 102, 102

)2
13.2 | Results
The results of the IMAN analysis are show in Table 13.3 for the first initial conditions, and in Table 13.4, for the second
ones. In these tables, the values of the RMS position error achieved after one orbit is shown for each test case.
Table 13.5, on the other hand, displays the errors attained by Jah et al. (2008) for a simulation corresponding to test
case 8 at 20Hz.

In this section, firstly, the results obtained for the one orbit simulation will be analyzed, then Subsection 13.2.2
will extend the simulation time to two orbits, to see how the error grows over time. Finally, Subsection 13.2.3 will
collect the considerations produced in the previous subsections, and discuss on the possible realizations of IMAN.

13.2.1 | Single Orbit
From both Tables 13.3 and 13.4 it is clear that by making the environment and system models more complete, the
position error increases. This is inline with what is expected, since the larger the difference between the onboard
and propagation environments, the less effective the filtering process.
One notable exception is test case 8 at 20Hz, of Table 13.3. Here, one can see that the RMS error is very small,

and undergoes a large decrease in magnitude from the previous scenarios. This is because, as mentioned at the
end of Section 13.1, the values of the process and measurement noise matrices,Q andR, have been optimized for
this scenario.
A similar, but much less drastic, decrease in RMS is also noticed for test case 8 at 20Hz of Table 13.4. Once again,

the error is lower for this simulation than for some of the previous ones. In general, however, the error for these
initial conditions are small in magnitude, regardless of the tested case.
Comparing the results of Table 13.3 to the ones shown in Table 13.5, it is clear that for a highly elliptic orbit, the

error agrees very closely to the one published in Jah et al. (2008). For the lower eccentricity orbit, the errors are
rather different. In the reference publication, the errors are larger than what is obtained in this work.
The reason behind such discrepancy likely has to do with the difference in data used in the two research projects.

In Jah et al. (2008), the IMU accelerations are taken from real missions. In particular, the results of Table 13.5 are ob-
tained by using accelerometer data from the MOY mission. Thus, these contain real-life effects, such as atmosphere
variability and unpredictability, which add uncertainty to the estimation process. In fact, since in the highly elliptical

Table 13.3: Values of the RMS position error (expressed in [m]) for each combination of simulation environment and
refresh rate, achieved after one orbit, with the first set of initial conditions from Table 13.2.
Onboard

Refresh Rate Test Case
[Hz] 1 2 3 4 5 6 7 8
200 60.24 20.45 109.9 192.1 695.8 765.0 826.9 898.7
20 4.147 16.19 127.5 105.2 695.4 609.6 99.63 34.19
2 476.1 50.45 2065.0 2526.0 785.4 406.3 5018.0 6113.0

Table 13.4: Values of the RMS position error (expressed in [m]) for each combination of simulation environment and
refresh rate, achieved after one orbit, with the second set of initial conditions from Table 13.2.

Onboard
Refresh Rate Test Case

[Hz] 1 2 3 4 5 6 7 8
200 0.703 14.14 5.772 18.72 57.71 68.77 58.65 69.96
20 10.17 22.09 9.130 20.74 59.49 71.77 59.88 70.91
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Table 13.5: Values of the RMS position error (expressed in [m]), achieved after one orbit, for a large, medium and small
orbit configurations (Jah et al., 2008).

Large Orbit Medium Orbit Small Orbit
e ≈ 0.774 e ≈ 0.563 e ≈ 0.054

30.00 167.0 441.0

orbit condition the atmospheric sweep is relatively short (about 15min), the error accumulated is low. But as soon
as the spacecraft starts spending more time in denser layers of the atmosphere, the error starts growing. Of course,
this growth is slowed down by the estimation of the drag coefficient, which as stated in Subsection 6.3.2, incorpo-
rates part of the atmosphere modeling and other navigation errors.
Another possible source of difference is the non-optimality of values of the process and measurement noise

matrices. As is clear from Table 13.3 there is a large sensitivity of the RMS errors on the noise parameters used.
Nonetheless, the potential of the IMAN navigationmethod is clear. Despite its simplicity, it manages to reproduce

the actual trajectory flown with high accuracy and also provides a way of reconstructing the density value, by exploit-
ing the difference between the estimated drag coefficient, i.e., xCD , and the actual (known) drag coefficient, which is
approximately 1.9 at pericenter altitudes. Before drawing full conclusions on this method, however, its performance
over multiple orbits needs to be analyzed. This is done, for two orbits, in the next section.

13.2.2 | Two Orbits
In the previous section, it was shown how the IMAN method implemented in this thesis manages to reproduce the
error accuracy of the reference work. This section, however, extends the simulation time to two orbits, to analyze
the performance of this navigation system over longer time spans.
Table 13.6 shows the values of RMS position error for a propagation lasting two orbits, for both initial conditions,

and a refresh rate of 20Hz.
Table 13.6: Values of the RMS position error (expressed in [m]), achieved after two orbits, with both sets of initial

conditions from Table 13.2, and with a refresh rate of 20Hz.
Conditions 1 Conditions 2

7727.0 55.65

In the table above, one can see that the error behaves rather differently in the two conditions. For the highly
elliptical orbit case, the error shows a staggering 200 folds increase, whereas in the second case, the error decreases.
It would appear that in the latter example, the navigation filter manages to reduce the error by adapting the drag co-
efficient estimate. However, when looking at the former instance, two main concerns arise, related to this navigation
system:
◦ seemingly unbound growth of the drag coefficient estimate
◦ large standard deviations of the state (given by the square root of the diagonal of the covariance matrixP)

The growth of the drag coefficient is especially alarming. In fact, as shown in Fig. 13.1b, the drag coefficient reaches a
value of almost 20, which causes a large error in the estimation of the aerodynamic drag force, which in turn leads
to an underestimation of the first two Keplerian elements, a and e. Such error can also be seen in Fig. 13.1a, and in
the RMS value of Table 13.6.

In the same figure, one can also see the values of the standard deviation of the estimates. Clearly, the confidence
of the estimate is low, given that the value of STD for position approaches 108 and shows no sign of decreasing. The
same can be said for the values of σ for velocity.

13.2.3 | Considerations
Despite the very promising results achieved after one orbit, the usage of IMAN for large orbits (i.e., orbits with high
eccentricity), leads to a quick divergence in state knowledge. This is of course to be expected, since two orbits for a
highly elliptical orbit correspond to almost three days of propagation, whereas the same number of revolution last
less than six hours, for an orbit similar to the one denoted by the second initial conditions of Table 13.2.
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Figure 13.1: Absolute value of difference w.r.t. estimated and actual values of the state elements of the navigation filter,

with IMAN as navigation method, for two orbits and with the first set of initial conditions from Table 13.2.

It then follows that, if IMAN were chosen as the preferred navigation method, one would need to update the
onboard state estimation with external measurements (such as the ones provided by the DSN of Section 6.6), with
a frequency of less than three days (the actual number depending on the required accuracy during the aerobraking
phase). This recurrence is inline with REQ-N-1, which sets the threshold at a minimum of one day.
Trying to keep the navigation system as autonomous as possible, instead of using external measurements, one

could implement a more robust version of the periapse time estimator of Section 6.5. In this manner, after each
atmospheric sweep, the estimated Keplerian state could be corrected based on the measured aerodynamic acceler-
ation.
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14Conclusions and Recommendations
This thesis saw the introduction of a guidance, navigation and control (GNC) system, specifically designed to perform
an aerobraking maneuver. In particular, the focus was placed on a mission centered at Mars, and performed by a
spacecraft, whose design and model was based on the Mars Reconnaissance Orbiter (MRO). In this chapter the main
conclusions drawn in Chapters 12 and 13 will be summarized and a series of recommendations will be given, based
on the discussions made in said chapters.
Onboard Software
First, it is worth spending a few lines in detailing the GNC system functions developed:
◦ Navigation System
The purpose of this part of the software is to determine the current spacecraft state (position, velocity and
possibly attitude). Two navigation systems have been implemented:
• The first system is called inertial measurements for aeroassisted navigation (IMAN), and was detailed in
the work by Jah (2005). This method uses accelerometer measurements as external observations for a
Kalman filter, whereas the internal data is provided by an onboard model. This model was limited to the
analysis of translational motion.

• The second system, on the other hand, called GRS-assisted navigation (GAN), is based on the use of a
generic ranging system (GRS) as external measurements, whereas the internal observations come from
a combination of inertial measurement unit (IMU), two star trackers and an onboard gravitational model.

These two systems were complemented by a few other elements, whose functions are explained below:
• Unaided Navigation
The navigation systems above correspond to aided navigation, i.e., navigation using sensors to improve
the onboard estimation process. However, another navigation method is introduced to reduce the com-
putational strain and to increase the fidelity of the simulation. This is called unaided navigation, and
consists of direct integration of the accelerations estimated by the onboard model.

• Periapse time estimator (PTE): in case IMAN is used as navigation method, this element analyzes the
accelerometer measurements to estimate the periapsis time and the changes in velocity, semi-major
axis and eccentricity, due to atmospheric drag, to improve the spacecraft translational state estimate

• Deep space network (DSN): once again, this element is only active in case of IMAN navigation, since this
method is only based on onboard sensor fusion; processing of the DSN tracking data is performed to
update the spacecraft translational state, every few days

• Atmosphere estimator (AE): this element is run regardless of the navigationmethod and it has the purpose
of determining the parameters of the onboard atmosphere model, by fitting the density values derived
from the accelerometer data

◦ Guidance System
The guidance system that was developed has two main task: to estimate the periapsis corridor boundaries
and to target the midpoint of said corridor. The first function is achieved by considering the thermodynamic
limitations of the spacecraft and the restrictions on aerobraking duration, and by splitting the aerobraking
maneuver into five different phases:
• Walk-in: the pericenter is slowly lowered into the highest layers of the atmosphere
• Main: most of the braking effect is achieved
• Walk-out: the periapsis is slowly lifted outside the atmosphere
• Termination: the peri- and apocenters are matched to their target values
• Aerobraking complete: the achieved orbit configuration is compared to said targets

119
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To attain the second purpose, in contrast, use is made of a maneuver estimator. As the name suggests, this
element estimates the magnitude and direction of the apo- and periapsis maneuvers, where the latter is only
carried out once, during termination, and the former is carried out whenever the estimated periapsis altitude
falls outside the intended corridor.

◦ Control System
Two control systems are employed onboard the spacecraft: one for attitude and the other for orbit control. A
proportional, integral and derivative (PID) controller is used to regulate the rotational motion of the spacecraft,
by correcting for the errors in current attitude. It should be stated that this element is only modeled to get an
idea of the spacecraft response and of its controllability. Conversely, orbit control is realized by assuming an
impulsive shot, and ismodeled by simply adding or subtracting the velocity change estimated by themaneuver
estimator to and from the spacecraft velocity.

Performance of the control system was briefly analyzed for the first orbit. It became clear that a PID controller,
combined with the hardware present on MRO, is enough to control the spacecraft attitude, but that a more sophisti-
cated algorithmmay have to be designed to constrain the oscillations in aerodynamic angles (which as of the current
implementation, show variations from the commanded state of about ±10deg, after the atmospheric phase) and to
reduce the required reaction wheel momentum.
Research Questions
Now that the reader has an overview of the work that has been carried out for this thesis, the research question
reported in Chapter 1 can be analyzed, to see if and how it has been answered. The main primary question was:
Can the mass of an interplanetary spacecraft be decreased by using a robust guidance, navigation and control system

for aerobraking, without jeopardizing the safety of the spacecraft and maintaining a low navigation error?
and was partly answered in Chapter 12. The use of the adverb ‘partly’ here, is to highlight the fact that indeed, the
guidance, navigation and control system developed in this thesis 1) is able to reduce the mass of an interplanetary
spacecraft, by requiring the employment of 82 instead of more than 1000ms−1 of velocity increments, and 2) it main-
tains a low navigation error (for most of the orbit the position error is within 50m), but, on the other hand, it is not
capable of meeting the conditions set by the adjective ‘robust’. In particular, the excessive heating experienced dur-
ing the atmospheric phases of the mission, poses a large threat to the thermal and overall integrity of the spacecraft,
possibly jeopardizing the whole mission.
The lack of robustness will be explained below, under the heading of ‘Guidance’, however, the focus is now

brought to the sub-questions for this research.
CONSTRAINTS ON BRAKING EFFECT To answer the first question about the constraints on the braking effect, use was
made of an extensive mission heritage study. The major constraints encountered by previous missions, were com-
bined with strategies that are currently being developed for future missions, to create the GNC system described in
Part II. The main constraint is dictated by the temperature of the spacecraft, which is highly affected by the dissipa-
tion of orbital energy into heat, vibrations and noise, during the atmospheric phase of the orbit.
AUTONOMY OF NAVIGATION The second question, namely how long the spacecraft can navigate autonomously, has
not been fully answered. As mentioned in the beginning of this chapter, two main navigation methods were made
use of. The first method (IMAN) is solely based on the use of accelerometer data to estimate the spacecraft position,
via a simple Kalman filtering process. The second method (GAN), also applies filtering techniques to estimate the
spacecraft state, but in contrast, uses position measurements as external observations.
The latter navigation system is completely autonomous, in the sense that no information or instructions from

Earth need to be received (at least, these are not needed for navigation), thus making this research question inap-
plicable. For the former method, on the other hand, ground updates are indeed necessary. As was discovered in
Chapter 13, these updates should occur with a frequency of at most one every three days, before the position error
grows too large. Discussion of more reflections on this method will follow later, under the heading of ‘Navigation’.
DEVIATIONS IN INITIAL CONDITIONS The question regarding the sensitivity to deviations from the initial conditions, has
a similar answer to what was given above. For the GAN navigation method, deviations in the initial conditions are
handled as expected: the filtering algorithm converges to the actual state within minutes of the start of the process.

In case of IMAN, by contrast, the sensitivity of deviations in initial conditions has not been studied. For this
navigation method, such an activity would, however, be very insightful, especially since the initial conditions in the
current and previous studies, are never perturbed. However, this decision has been made for a very specific reason:
IMAN is not an absolute navigation system, and as such it requires the use of quasi-perfect initial state knowledge,
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such as it is provided by ground station tracking. Nevertheless, even the most precise DSN observations carry with
them some uncertainty, and this could be at the basis of the sensitivity analysis.
UNCERTAINTY IN AERODYNAMIC AND ATMOSPHERE MODELING The spacecraft aerodynamic coefficients were studied in
Chapter 11, where it was shown that the value of drag coefficient (CD) is in the range of 1.9 at the average periapsisaltitude, and for an angle of attack range within ±10deg, thus showing a rather stable behavior in the most critical
phases of the maneuver. In fact, this was the value of CD used for the onboard estimation. However, no study onthe variation of this parameter has been made. Moreover, it was concluded in Chapter 12 that the angles used for
the aerodynamic analysis of Chapter 11 consisted of a too limited range.
Regarding the atmosphere modeling, it was explained how the unpredictability and uncertainty in the density is

increased by introducing a multiplication factor, which is adapted every orbit, by means of a random walk.
Two more research questions were posed to help guide the thesis development, namely which state variables are
best suited for the propagation of the spacecraft state and which sensor configuration provides the optimal naviga-
tion strategy.
The question about state variable performance was answered in Chapter 10, where Cartesian coordinates were

compared to the very promising unified state model (USM) elements. Despite proving that indeed, in the test cases
analyzed by Vittaldev et al. (2012), the USM variables provide a more accurate and faster (for variable step size prop-
agation) solution, as soon as the dynamics of the system and the propagation time are increased, the advantage
of USM tends to disappear (even more so, if both characteristics are added simultaneously). Thus, for propagation
of the main aerobraking simulation, Cartesian coordinates with constant step size, are selected as propagation and
integration settings. For onboard propagation, on the other hand, since both the propagation duration and the
number of accelerations modeled (i.e, the system dynamics) are reduced, one of the USM models with variable step
size, was chosen.
Finally, the focus can be brought to the remaining question, concerning the optimal sensor configuration. By

comparing the two navigation methods analyzed during the thesis work, it is clear that the GAN method provides a
smaller navigation error, w.r.t. IMAN. However, the feasibility of such method is debatable. At the time of writing,
no existing navigation method would be able to provide the information required by GAN (i.e., the value of position
of the spacecraft) at the modeled frequency and accuracy. Therefore, this method cannot be considered optimal.
Looking now at the performance of IMAN, it is true that the root mean squared error in position quickly grows after
the first orbit, however, inclusion of measurements of the DSN and of the corrective action of the PTE, would signifi-
cantly increase its capabilities. This justifies the enthusiasm of the author of Jah (2005), who stated that IMAN could
potentially be used in future aerobraking missions, to make the GNC routines more (if not fully) autonomous(1).
Nonetheless, before claiming the optimal conditions of IMAN, further testing is required. The reader is referred

to the next paragraphs for a discussion on the recommended steps to take.
Navigation
In multiple occasions throughout this chapter, it was explained how two main navigation methods have been ana-
lyzed. Recommendations for further development of these systems are found below.
The main assumption behind GRS-assisted navigation, is the availability of position measurements. It was also

mentioned earlier, that no real fully functioning system is available to meet the modeled accuracy and frequency of
observations. Thus, one of the first steps necessary to continue the development of an aerobraking GNC, would be
to finalize this part of the network.
Concerning the development of IMAN, further testing over multiple orbits and over multiple eccentricity values

are needed. In particular, focus should be placed on the tuning of the noise parameters of the filtering methods,
which as was shown in the results, have a very large influence on the error in estimated position. Moreover, said
tuning may even have to be adapted in-orbit, as the shape and thus, the orbital conditions, evolve with time.
Furthermore, the combination of IMAN with the orbit corrections provided by the PTE need to be investigated.

The PTE did seem, in most cases, to yield accurate estimates of the effects of drag on the shape-related Keplerian
elements; nevertheless, their integration has not been analyzed enough to lead to definitive conclusions, despite the
full development of the necessary software.
Finally, since the IMAN analysis was only carried out with an extended Kalman filter, use of more filtering tech-

niques, such as the unscented Kalman filter, could provide more accurate (but possibly more computationally ex-
pensive) results. Another insightful addition to the testing regimes, would be the analysis of the sensitivity to initial
conditions, as was already stated.

(1)Dr. Jah, M.K., personal communication – October 17, 2018
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Guidance
The main takeaways from Chapter 12 regarding the guidance system developed, can be summarized with the follow-
ing two statements:
◦ The aerobraking maneuver reduces by more than a factor of ten the required velocity change needed to circularize
the orbit of a Mars-bound spacecraft.
As mentioned at the beginning of this chapter, 82ms−1 is the velocity change employed by the maneuver
analyzed. However, it was also stated that this value could be lowered by improving the robustness of the
guidance design. In particular, from the discussion in Chapter 12, it appeared that the highest reduction in
propellant used could be achieved in two manners:
• by enhancing the walk-out routine: as of the current version, the walk-out phase activates the use of
an extra constraint while estimating the lower corridor bound; however, such restriction seems to cause
a behavior where the periapsis corridor keeps being raised and lowered in a consecutive maneuvers,
leading to a wasteful usage of propellant

• by setting a lower threshold for the triggering of the termination phase: as soon as the apoapsis reaches
a value below 1.25 times the target value, aerobraking is halted and the target apo- and pericenter are
aimed; lowering this value would lead to less expensive maneuvers

◦ The guidance algorithm requires more accurate translational state estimates to respect the target aerothermody-
namic conditions set for the periapsis corridor.
It was also shown in Chapter 12, that the error in position estimates during the unaided phase reach values in
the order of kilometers. These lead to an inaccurate estimation of the corridor bounds and of the maneuver,
which in turn cause excessive values of the heating parameters during the atmospheric sweep. Moreover, it
should be stated that during the end of the main phase, the thermodynamic limits were also surpassed, but
further investigation in why this behavior arises in necessary.

A recommended step that follows from the last point above, is to undertake the analysis of the sensitivity of the
corridor andmaneuver estimators to uncertainties in the navigation conditions. As it became clear from, errors in the
values of position, have negative consequences on the performance of the guidance software. Hence, a sensitivity
analysis would lead to the definition of requirements on the maximum allowed uncertainty in the spacecraft state.
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ATransformations
In this appendix, one will find the description of the frame and coordinate transformations, which are used through-
out the report and the developed software. Extensive use of trigonometric identities (both Euclidean and spherical)
is done. These identities are summarized in Appendix H.

A.1 | Frame Transformations
Transformations between the reference frames shown in Section 3.2 are expressed using unit-axis rotations. This
means that a sequence of one or more rotations is necessary to convert between reference frames. Rotations about
the three axes are given by:

Rx̂ (ξ) =

 1 0 0
0 cos ξ sin ξ
0 − sin ξ cos ξ

 (A.1a)

Rŷ (ξ) =

 cos ξ 0 − sin ξ
0 1 0

sin ξ 0 cos ξ

 (A.1b)

Rẑ (ξ) =

 cos ξ sin ξ 0
− sin ξ cos ξ 0

0 0 1

 (A.1c)

where a positive rotation is carried out in the direction given by the right-hand rule. Intermediate frames are denoted
with an apostrophe. Reference for this section is Mooij (1994), unless otherwise stated.
FROM I TO O (Vittaldev, 2010) Transformation from I to O requires the knowledge of the right ascension of the
ascending node Ω and the inclination i of the spacecraft orbit. This transformation is best described by using an
Euler eigenaxis rotation, where ê is the line of nodes and the angle ξ is the inclination. The line of nodes is defined
as

n̂ = [cos Ω, sin Ω, 0]
T ,

and the full DCM is:
CIO = I cos i+ (1− cos i) n̂n̂T − n̂S sin i =

=

 cos i+ cos2 Ω (1− cos i) sin Ω cos Ω (1− cos i) − sin i sin Ω
sin Ω cos Ω (1− cos i) cos i+ sin2 Ω (1− cos i) sin i cos Ω

sin i sin Ω − sin i cos Ω cos i

 (A.2)

FROM O TO L (Vittaldev, 2010) Transforming from O to L, also required the knowledge of some of the Keplerian
elements of the spacecraft. In particular, one needs Ω, as earlier and the argument of perigee ω and true anomaly
ϑ. The full transformation is given by Eq. (A.3a), where λ is given by Eq. (A.3b), and is referred to as right ascension
of latitude, The argument of latitude u, instead, is found with Eq. (A.3c).

1 L ← O with rotation about ẑO ≡ ẑL by λ

COL = RẑO (λ) =

 cosλ sinλ 0
− sinλ cosλ 0

0 0 1

 (A.3a)
λ = Ω + u (A.3b)
u = ω + ϑ (A.3c)
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FROM I TO R Since frames I and R coincide at the reference epoch, and their ẑ axes always coincide, one only
needs to rotate about said ẑ axis by the time t elapsed since the reference period, multiplied by the rotation rate of
the planet ω.

1 R ← I with rotation about ẑI ≡ ẑR by ωt given by Eq. (A.4)

CIR = RẑI (ωt) =

 cosωt sinωt 0
− sinωt cosωt 0

0 0 1

 (A.4)

Note that this transformation is very simplified. In reality, one would need to take into account many factors such as
nutation, precession, sidereal motion and polar motion, together with the variation of the rotation rate of the planet
over time (excess length of day).
FROM R TO V This transformation is based on the position in spherical coordinates of the spacecraft, and thus
depends on its latitude δ and longitude τ . The full transformation is given by Eq. (A.5).

1 R′ ← R with rotation about ẑR ≡ ẑR′ by τ
2 V ← R′ with rotation about ŷR′ ≡ ŷV by−δ − π/2

CRV = CR
′

V CRR′ = RŷR′

(
−δ − π

2

)
RẑR (τ) =

 − sin δ cos τ − sin δ sin τ cos δ
− sin τ cos τ 0

− cos δ cos τ − cos δ sin τ − sin δ

 (A.5)

Note that this transformation is also simplified, due to the assumption that the body is a perfect sphere. Thus,
geodetic and geocentric altitude and latitude are assumed to coincide.
FROM V TO T This transformation depends on the airspeed velocity vector of the spacecraft. The direction of the
velocity is defined in the vertical frame with the heading (angle from x̂V to projection of velocity on x̂V − ŷV plane)and flight-path (angle from projection of velocity on x̂V − ŷV plane to velocity vector) angles, χ and γ, respectively.The full transformation is given by Eq. (A.6).

1 V ′ ← V with rotation about ẑV ≡ ẑV′ by χ
2 T ← V ′ with rotation about ŷV′ ≡ ŷT by γ

CVT = CV
′

T CVV′ = RŷV′ (γ) RẑV (χ) =

 cos γ cosχ cos γ sinχ − sin γ
− sinχ cosχ 0

sin γ cosχ sin γ sinχ cos γ

 (A.6)

FROM L TO T The local and trajectory frames are closely related. Despite being centered at different locations (L is
centered at the planet and T at the SC), they both rotate with the spacecraft, and their axes are always parallel. In
fact, it can be shown that the relationship between these two axes is simply given by two 90deg rotations. The full
transformation is given by Eq. (A.7).

1 L′ ← L with rotation about ẑL ≡ ẑL′ by π/2
2 T ← L′ with rotation about x̂L′ ≡ x̂T by−π/2

CLT = CL
′

T CLL′ = Rx̂L′

(
−π

2

)
RẑL

(π
2

)
=

 0 1 0
0 0 −1
−1 0 0

 (A.7)

FROM T TO A As mentioned in Section 3.2, the x̂ axes of the T and A frames always match. This is because to go
from one frame to the other, only one rotation about said axis is needed. This rotation is done by −σ, the negative
of bank angle (angle between the lift vector and the local vertical). The full transformation is given by Eq. (A.8).

1 A ← T with rotation about x̂T ≡ x̂A by−σ

CTA = Rx̂T (−σ) =

 1 0 0
0 cosσ − sinσ
0 sinσ cosσ

 (A.8)
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FROM A TO B Transformation from A to B frames is done by using the angles of sideslip β (angle between the
x̂B − ŷB plane and the velocity vector) and of attack α (angle between the projection of the velocity vector on the
x̂B − ŷB plane and the x̂B vector). The full transformation is given by Eq. (A.9).

1 A′ ← A with rotation about ẑA ≡ ẑA′ by−β
2 B ← A′ with rotation about ŷA′ ≡ ŷB by α

CAB = CA
′

B CAA′ = RŷA′ (α) RẑA (−β) =

 cosα cosβ − cosα sinβ − sinα
sinβ cosβ 0

sinα cosβ − sinα sinβ cosα

 (A.9)
Any transformation that was not shown above, can be easily found by combining transformation matrices. For
instance, the inverse transformation from B to I is defined as:

CBI = CRI CR
′

R CVR′C
V′
V CTV′C

A
TCA

′

A CBA′ =

=
(
CIR

)T (
CRR′

)T (
CR

′

V

)T (
CVV′

)T (
CV

′

T

)T (
CTA

)T (
CAA′

)T (
CA

′

B

)T

=

=
(
CA

′

B CAA′C
T
ACV

′

T CVV′C
R′
V CRR′C

I
R

)T

A.2 | Coordinate Transformations
This section is dedicated to the transformations between the state variables introduced in Section 3.3. Attitude co-
ordinates are treated first, and they are followed by the only remaining set of coordinates, i.e., position and velocity.

A.2.1 | Attitude
In Section 3.3, the relations to obtain the DCM for all attitude states have been shown. In this subsection then, the
inverse transformations will be given.
DIRECTION COSINE MATRIX TO QUATERNIONS (Schaub and Junkins, 2002) Given a DCM C, the real and imaginary part
of the quaternions can be found with:

η = ±1

2

√
trace (C) + 1 (A.10a)

ε =
1

4η

 C23 − C32

C31 − C13

C12 − C21

 (A.10b)

where trace (C) is the sum of the diagonal elements ofC and Cij represents the element ofC in the i-th row and
j-th column. Note that the sign in Eq. (A.10a) can be chosen arbitrarily, since the rotations expressed by (ε, η) and
(−ε,−η) are the same. Nonetheless, in general, one should choose the sign based on the quaternion history.

In case the value of η equals zero, a singularity arises in Eq. (A.10). This singularity is bypassed by solving the
system of nine equations from Eq. (3.5), where η is replaced with zero.
DIRECTION COSINE MATRIX TO MODIFIED RODRIGUES PARAMETERS (Schaub and Junkins, 2002) If the DCM of the full
rotation is known, the MRP can be found by using:

ξ = arccos

[
1

2
(trace (C)− 1)

]
(A.11a)

ê =
1

2 sin ξ

 C23 − C32

C31 − C13

C12 − C21

 (A.11b)

to find the rotation angle ξ and the eigenaxis ê and then, by substituting their values in Eq. (3.6a). The singularity at
ξ = 0 rad can be avoided by using a strategy analogous to the one used for quaternions. Hence, one would solve
the system of nine equations that arises from Eq. (3.3a), where ξ is given the value of 0 rad.
DIRECTION COSINE MATRIX TO EXPONENTIAL MAP (Schaub and Junkins, 2002) Similarly to the procedure for MRP, the
EM can be found by replacing ξ and ê in Eq. (3.9a), with the values from Eq. (A.11).
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A.2.2 | Position and Velocity
This subsection summarizes the transformations between state variables for position and velocity. Transformations
to and from Keplerian elements will be given for Cartesian coordinates, unified state model, and spherical coordi-
nates.
Note that transformation to and from Keplerian elements is only done by considering elliptical orbits. In fact,

singularities arise in these definitions in case circular, parabolic or hyperbolic orbital elements are used, instead.
Keplerian Elements to Cartesian Coordinates (Mooij, 1994)
Transformation from Keplerian to Cartesian is done with the aid of the auxiliary variableΞ:

Ξ =

 cos Ω cosω − sin Ω sinω cos i − cos Ω sinω − sin Ω cosω cos i
sin Ω cosω + cos Ω sinω cos i − sin Ω sinω + cos Ω cosω cos i

sinω sin i cosω sin i

 (A.12)

Then, one can find the Cartesian coordinates with:

r =

 x
y
z

 = r Ξ

(
cosϑ
sinϑ

)
(A.13a)

ṙ =

 ẋ
ẏ
ż

 =
µ

H
Ξ

(
− sinϑ
e+ cosϑ

)
(A.13b)

where r is given by Eq. (3.1) and the specific angular momentum can be found with:
H =

√
µa (1− e2) (A.14)

Cartesian Coordinates to Keplerian Elements (Wertz, 2009)
To transform from Cartesian to Keplerian coordinates, it is first useful to define the position and velocity vectors, as:

r = [x, y, z]
T (A.15a)

ṙ = [ẋ, ẏ, ż]
T (A.15b)

Using the definitions in Eq. (A.15), one can find the specific angular momentum vector, the vector along the line of
nodes and the eccentricity vector:

H = r× ṙ (A.16a)
n = [0, 0, 1]

T × Ĥ (A.16b)
e =

ṙ×H

µ
− r̂ (A.16c)

Then, the Keplerian elements are computed with:

a =

(
2

||r||
− ||ṙ||

2

µ

)−1

(A.17a)
e = ||e|| (A.17b)
i = arccos

(
H3

||H||

)
(A.17c)

ω = sign [(n̂× e) ·H] arccos (ê · n̂) (A.17d)
Ω = arctan2

(
n2√
n2

1 + n2
2

,
n1√
n2

1 + n2
2

)
(A.17e)

ϑ = sign [(e× r) ·H] arccos (ê · r̂) (A.17f)
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Keplerian Elements to Unified State Model (Vittaldev, 2010)
The velocity components C andR are found with:

C =

√
µ

a (1− e2)
(A.18a)

R =

(
R1

R2

)
= eC

(
− sin (Ω + ω)
cos (Ω + ω)

)
(A.18b)

where µ is the standard gravitational parameter of the orbited planet.
QUATERNIONS In case of the use of quaternions, the quaternion of the transformation from the I-frame to the L-
frame is given by: (

η
ε

)
=


sin (i/2) cos

(
Ω−u

2

)
sin (i/2) sin

(
Ω−u

2

)
cos (i/2) sin

(
Ω+u

2

)
cos (i/2) cos

(
Ω+u

2

)
 (A.19)

where u is the argument of latitude, given by Eq. (A.3c).
MODIFIED RODRIGUES PARAMETERS The transformation from orbital elements to modified Rodrigues parameters is
done by using:

σ =
1

1 + cos (i/2) cos
(

Ω+u
2

)
 sin (i/2) cos

(
Ω−u

2

)
sin (i/2) sin

(
Ω−u

2

)
cos (i/2) sin

(
Ω+u

2

)
 (A.20)

EXPONENTIAL MAP Vittaldev (2010) only provided transformations to and from quaternions and MRPs. Hence, the
equations relating to EM had to be derived. This process is shown below.
Starting from the quaternion in Eq. (A.19), one can find the exponential map equivalent of the transformation to

Keplerian elements, by using:
e = ξê (A.21a)
ξ = 2 arccos (η) (A.21b)
ê =

1

sin (ξ/2)
ε (A.21c)

which are the inverses of Eqs. (3.4a) and (3.4b), respectively. Applying the transformation from Eq. (A.21), yields:
ξ = 2 arccos

[
cos

(
i

2

)
cos

(
Ω + u

2

)]
(A.22a)

ê =
1

sin (ξ/2)

 sin (i/2) cos
(

Ω−u
2

)
sin (i/2) sin

(
Ω−u

2

)
cos (i/2) sin

(
Ω+u

2

)
 (A.22b)

Clearly, a singularity arises when ξ equals 0 and 2π rad. The second singularity will be avoided, as explained in Sub-
section 3.3.1, by switching to and from the shadow exponential map, otherwise known as SEM. The first singularity,
on the other hand, is resolved by knowing that when ξ is small, the term sin (ξ/2) can be replaced with its Taylor
expansion, such that:

ξ sin−1

(
ξ

2

)
≈ 48

24− ξ2
(A.23)

Unified State Model to Keplerian Elements (Vittaldev, 2010)
The semi-major axis, eccentricity, true anomaly and argument of periapsis can be found with:

a =
µ

C2 (1− e2)
(A.24a)

e =
||R||
C

(A.24b)
ϑ = arctan2

(
R1 cosλ+R2 sinλ

||R||
,
R2 cosλ−R1 sinλ

||R||

)
(A.24c)

ω = λ− Ω− ϑ (A.24d)
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where the value of λ depends on the chosen attitude representation and is shown in the respective paragraphs
below.
QUATERNIONS If quaternions are implemented, the remaining orbital elements are given by:

i = arccos
[
1− 2

(
ε2

1 + ε2
2

)] (A.25a)
Ω = arctan2

(
ε1ε3 + ε2η√

(ε2
1 + ε2

2) (ε2
3 + η2)

,
ε1η − ε2ε3√

(ε2
1 + ε2

2) (ε2
3 + η2)

)
(A.25b)

Here, the value of λ is given by:
λ = arctan2

(
2ε3η

ε2
3 + η2

,
η2 − ε2

3

ε2
3 + η2

)
(A.26)

MODIFIED RODRIGUES PARAMETERS The same procedure as explained by Vittaldev (2010) for the determination of the
transformation from USM7 will be applied here. Thus, the reader is referred to pages 68 – 69 of this reference for
more details.
To start, one needs to express the inverse transformation from the O-frame to I-frame in terms of MRPs. This

is done by taking the transpose of Eq. (3.8), i.e.:

COI = I +
4
(
1− σ2

)
σS − 8

(
σS
)2

(1 + σ2)
2 (A.27)

It is known that Ω is the angle between the x̂I axis and the line of nodes, n̂, and from Vittaldev (2010), one knownsthat the line of nodes can be expressed in terms of the DCM in Eq. (A.27), as:
n = [−C23, C31, 0]

T

where one should keep in mind that the vector does not have a unit magnitude. Thus, one can then find the sine
and cosine of Ω by using the definitions of inner and outer products:

sin Ω =
||x̂I × n||
||n||

cos Ω =
x̂I · n
||n||

Then, the value of the right ascension of ascending node is found by using the inverse tangent function with quadrant
information, that is:

Ω = arctan2

(
2σ1σ3 + σ2

(
1− σ2

)√
(σ2

1 + σ2
2) [4σ2

3 + (1− σ2)]
,

σ1

(
1− σ2

)
− 2σ2σ3√

(σ2
1 + σ2

2) [4σ2
3 + (1− σ2)]

)
(A.28)

where the denominators are the expansion of:√
[2σ1σ3 + σ2 (1− σ2)]

2
+ [σ1 (1− σ2)− 2σ2σ3]

2

The value of inclination, on the other hand, can be found by using the following definition, also extracted from
Vittaldev (2010):

cos i = C33

where, once again, the DCM from Eq. (A.27) is used. Thus, this yields the equation for inclination:

i = arccos

[
4
(
σ2

3 − σ2
1 − σ2

2

)
+
(
1− σ2

)2
(1 + σ2)

2

]
(A.29)

where the value of σ is simply the magnitude of the MRP vector:
σ = ||σ||

Recalling what was said at the beginning of this part, one also needs the value of λ, the right ascension of latitude,
to successfully convert to Keplerian elements. Its value was derived by Vittaldev (2010), and is given by:

λ = arctan2

(
4σ3

(
1− σ2

)
4σ2

3 + (1− σ2)
2 ,

(
1− σ2

)2 − 4σ2
3

4σ2
3 + (1− σ2)

2

)
(A.30)
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Note that in case of shadow modified Rodrigues parameters, the equations shown above differ. For starters,
Eq. (A.27) becomes:

COI = I +
4
(
1− σ2

s

)
σS
s − 8

(
σS
s

)2
(1 + σ2

s)
2 (A.31)

which was derived by replacing σ and σ with the respective definitions of SMRP, i.e.:
σ = −σs

σ2
s

σ = − 1

σs

This, in turn, results in a slightly modified version of Ω and λ:

Ω = arctan2

 2σs,1σs,3 + σs,2
(
σ2
s − 1

)√(
σ2
s,1 + σ2

s,2

) [
4σ2

s,3 − (σ2
s − 1)

] , σs,1
(
σ2
s − 1

)
− 2σs,2σs,3√(

σ2
s,1 + σ2

s,2

) [
4σ2

s,3 − (σ2
s − 1)

]
 (A.32a)

λ = arctan2

(
4σs,3

(
1− σ2

s

)
4σ2

s,3 + (σ2
s − 1)

2 ,

(
σ2
s − 1

)2 − 4σ2
s,3

4σ2
s,3 + (σ2

s − 1)
2

)
(A.32b)

where, λ is derived with the same procedure as highlighted by Vittaldev (2010) on page 53, where the quaternion
elements are replaced with their SMRP values:

ε = − 2

σs + 1
σs

η =
σ2
s − 1

σ2
s + 1

Note that, since the term σ2
s − 1 is always squared, there is actually no difference between Eq. (A.30) and Eq. (A.32b).

Finally, the equation for i, is not affected, since it only depends on a diagonal element of the DCM.
EXPONENTIALMAP For the exponential map, the same derivation is followed. Thus, the DCM fromFO toFI , in termsof EM is given by the inverse of Eq. (3.11), i.e.:

COI = I cos ξ − (1− cos ξ) êêT + êS sin ξ (A.33)
Then, the right ascension of ascending node and inclination can be found with the same procedure, yielding:

Ω = arctan2

 ê1ê3 (1− cos ξ) + ê2 sin ξ√
(ê2

1 + ê2
2)
[
sin2 ξ + ê2

3 (1− cos ξ)
2
] , ê1 sin ξ − ê2ê3 (1− cos ξ)√

(ê2
1 + ê2

2)
[
sin2 ξ + ê2

3 (1− cos ξ)
2
]
 (A.34a)

i = arccos
[(
ê2

3 − 1
)

(1− cos ξ)− 1
] (A.34b)

As for the MRP case, the denominators in Eq. (A.34a) are obtained by expanding:√
[ê1ê3 (1− cos ξ) + ê2 sin ξ]

2
+ [ê1 sin ξ − ê2ê3 (1− cos ξ)]

2

The equations derived here, are in fact in terms of Euler eigenaxis elements. However, the relation between these
and EM is very straightforward, being expressed as:

ξ = ||e|| and ê =
e

ξ

Finally, the value of λ needs to be determined. This can be extracted from the definition of the Euler eigenaxis
rotation. In particular, it is known that the third element of the ê vector is given by:

ê3 = sin−1

(
ξ

2

)
cos

(
i

2

)
sin

(
λ

2

)
Furthermore, the rotation angle ξ can be expressed as:

cos

(
ξ

2

)
= cos

(
i

2

)
cos

(
λ

2

)
Thus, combining the two equations yields:

λ = arctan2

(
ê3 sin

(
ξ

2

)
, cos

(
ξ

2

))
(A.35)
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Keplerian Elements to Spherical Coordinates
The first element that is found, is the orbital distance. This is easily found by first computing the semi-latus rectum:

p = a
(
1− e2

) (A.36a)
r =

p

1 + e cosϑ
(A.36b)

Then, the velocity can be found with the vis-viva equation, hence with:

V =

√
µ

(
2

r
− 1

a

)
(A.37)

Using the two definitions of specific angular momentum H in Eq. (A.38a), one can find the flight-path angle γ, by
equating the two equations. The result is:

H =
√
µp = rV sin γ (A.38a)

γ = arcsin

(√
µp

rV

)
(A.38b)

Since γ is defined between [−π2 ,
π
2 ], Eq. (A.38b) does not lead to quadrant ambiguity. With the aid of Fig. A.1, the

latitude δ and longitude τ can be found. Using the law of cosines for arc lengths, with Ω, u (= ω + ϑ) and (π − i)
(the angle highlighted in purple in Fig. A.1), one can find a (the arc length highlighted in red):

a = arccos2 (cos Ω cosu− cos i sin Ω sinu, π − i) (A.39a)
Furthermore, using the same triangle and the cosine rule, the angle α (highlighted in blue) can be found:

α = arccos2

(
cosu− cos Ω cos a

sin Ω sin a
, u

)
(A.39b)

The use of (π − i) and u as second terms for the arccos2 function is extracted fromWertz (2009), where the arccos2function computes the arccosine with quadrant information, and is defined in Appendix H by Eq. (H.10). Using
Napier’s rules for right angled triangles, one can find δ and τ , as:

δ = arcsin (sin a sinα) Q (δ) = Q (α) (A.40a)
τ = arctan (tan a cosα) Q (τ) =

{
Q (a) a 6 π/2
mod4 (Q (a) + 2) + 1 a > π/2

(A.40b)

Figure A.1: Representation of Keplerian Euler angles i, Ω and ω (adapted from Wakker, 2015).
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where Q is the function that determines the quadrant. Finally, the heading angle χ, is found by considering the
complimentary spherical triangle of the one shown in Fig. A.1, i.e., the one with sides π/2, (π/2− δ) and (2π − a).
Using the Napier’s rule for quadrantal spherical triangles, the result is:

χ = arctan2

(
cos i

cos δ
,

tan δ

tan a

)
(A.41)

Spherical Coordinates to Keplerian Elements (Wakker, 2015)
Transformation from spherical to orbital elements is done with:

a =
r

2− rV 2

µ

(A.42a)

e =

√
1− rV 2

µ

(
2− rV 2

µ

)
cos2 γ (A.42b)

i = arccos (cos δ sinχ) (A.42c)
Ω = τ − arctan

(
cos i

cosχ
tan δ

)
(A.42d)

ω = arctan

(
tan δ

cosχ

)
− ϑ (A.42e)

ϑ = 2 arctan

(√
1 + e

1− e
tan

E

2

)
(A.42f)

where the eccentric anomalyE is given by:
E = arctan

(√
a

µ

rV sin γ

a− r

)
(A.43)
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BSpacecraft Modeling
In the literature study preceding this thesis, a preliminary version of the discretized spacecraft shape was introduced.
However, as it turns out, this model was not compliant with the SPARTA shape requirements, and thus needed to be
adapted. This process is shown in Appendix B.1.
Appendix B.2, on the other hand, shows the derivation of the mass moment of inertia for the spacecraft, where

the design introduced in the previous section is used as reference, with the aid of some further simplifying assump-
tions.

B.1 | Shape
The spacecraft design developed during the literature study is shown in Fig. B.1, which is based on the design of MRO.

z

yx

(a) Isometric view.

x

y
z

(b) x̂B − ŷB plane, i.e., top view.

x

zy

(c) x̂B − ẑB plane, i.e., side view (rotated by −90deg).

y

z

x

(d) ŷB − ẑB plane, i.e., front view.
Figure B.1: Discretization of the design of Mars Reconnaissance Orbiter, from a 3D view and three perpendicular points of

view. Note that the positive direction of the axes is given by the arrows in the figure.
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In these images, one can see that the shape of MRO is simplified with the use of three main components:
◦ Solar Array: the two solar panels are modeled as flat rectangular plates, that extend for 4.75m and with a
height equal to the bus height, such that the total area is 12m2 (representing the 10m2(1) of MRO’s solar array
surface, plus 2m2 of extra material to account for hinges and other supports)

◦ Antenna: the antenna is modeled as a spherical cap with a diameter of 3m(2), which given the small cap extent
is a good approximation to a paraboloid

◦ Bus: the bus is represented as a cube, whose edges are 2.5m long, such that the total frontal area approxi-
mates the real MRO value

To summarize, the dimensions of the spacecraft are:
Lbus = 2.5m LSA = 4.75m Dant = 3m

This results in a surface area vector of:
A|B = [37.5, 6.55, 7.20]

T m2

where the values correspond to the cross-sectional area along each body axis. Furthermore, the modeled dry mass
and mass moment of inertia of the spacecraft are:

mSC = 1000 kg JSC = diag (5750, 1215, 5210) kgm2

respectively, where the inertia matrix is derived in the following section. Another interesting characteristic to look at
is the location of the center of mass of the spacecraft. Its position, w.r.t. the center of the bus is:

rCM = [0, 0, 0.1375]
T m

which is also derived in the next section, i.e., Appendix B.2.
Given REQ-SC-4, the spacecraft will be equipped with eight vectorial thrusters. These are assumed to be placed

at the corners of the bus structure. As mentioned in the introduction of this appendix, however, the model shown
in Fig. B.1 had to be modified for it to be used in SPARTA. For starters, SPARTA requires the shape to be watertight,
which translates to saying that all the edges definedmust be part of exactly two triangles, and that every point needs
to be part of at least two triangles. With this in mind, it was clear that the solar array and the antenna needed to be
modified. Hence first, the solar array was transformed to a very elongated and thin box (i.e., the flat plate was given
some thickness, 5 cm to be precise), and the sides of the bus were divided in three sections to accommodate for the
new solar panel design and to make sure that the solar panel edges were connected to the main body.
Furthermore, the antenna had to be modified. This is because the spherical cap from Fig. B.1 was only touching

the surface, and there was no real link between it and the bus. To simplify themodeling and the analysis, the antenna
was replaced with a thin box the same length of the bus, and with a height of 3m, to achieve an antenna area of
roughly the same value (7.5m2 compared to the previous 7.1m2).
The modifications explained above, resulted in the final simplified triangular discretization of Fig. B.2.
One will notice another slight difference between Figs. B.1 and B.2, other than the discretized shapes. The tri-

angular panels in the model for the aerothermodynamic analysis have been reduced in size, by adding two extra
wedges per plate. This modification was done to more accurately model the aerodynamic moment coefficients. In
fact, when the model with only two triangles per face was used in the SPARTA analysis, the moments generated were
not representative of the real configuration.

B.2 | Mass Moment of Inertia
In this section, the moment of inertia of the spacecraft will be computed. For this, a few assumptions have been
made:
◦ Spacecraft Design
The design was already introduced in Appendix B.1, and in particular by Fig. B.1. Here it was shown that the
spacecraft is discretized with three main shapes: a cube for the bus, two flat rectangular plates for the solar
panels and a spherical cap for the antenna.

(1)Jet Propulsion Laboratory: Mars Reconnaissance Orbiter: Spacecraft Parts: Electrical Power – https://goo.gl/bv6Fnk [last accessed
on February 15, 2018](2)Jet Propulsion Laboratory: Mars Reconnaissance Orbiter: Spacecraft Parts: Antennas – https://goo.gl/rPuYFk [last accessed on
February 15, 2018]

https://goo.gl/bv6Fnk
https://goo.gl/rPuYFk
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z

yx

Figure B.2: Discretization of the design of Mars Reconnaissance Orbiter, for the aerothermodynamic analysis.

◦ Design Simplifications
To make this analysis simpler, the spherical cap is approximated with a flat disk with diameter 3m, located
above the centroid of the bus. This assumption simplifies the analysis, since computation of the inertia and
center of mass of a spherical cap give rise to more complicated equations.

◦ Mass Distribution
It is assumed that all four spacecraft components have uniform mass distributions. Furthermore, the mass is
spread among the component in the following manner:

mbus = 65%mSC mSA = 15%mSC mant = 5%mSC
◦ Reference Axes
At first, the first set of reference axes are centered at the center of mass of the bus. The directions are the
same as defined in Fig. B.1. After the center of mass of the whole spacecraft is computed, the reference axis
will be moved the this point. This will give rise to the B-frame.

The moment of inertia of a composite object, is found with the parallel axis theorem:
Jii =

∑
k

(
Jii,CM,k +mkL

2
ii,k

) (B.1)

where ii is the axis of rotation, Jii,CM the moment of inertia around the center of mass and Lii the distance to thereference axes. With this in mind, the total inertia can be found. But first, one needs to know the Jii,CM terms. UsingMyers (1962) as reference, the moments of inertia for each shape, around each axis are given by:
◦ Cube, withmbus the mass and Lbus the side length:

Jxx,bus = Jyy,bus = Jzz,bus =
1

6
mbusL2bus

◦ Flat Plate, withmSA the mass and LSA and Lbus the long and short sides, respectively:
Jxx,SA =

1

12
mSA

(
L2SA + L2bus

)
Jyy,SA =

1

12
mSAL2bus Jzz,SA =

1

12
mSAL2SA

◦ Disk, withmant the mass andDant the diameter:
Jxx,ant =

1

8
mantD2ant Jyy,ant = Jzz,ant =

1

16
mantD2ant

One can then find the position of the center of mass. Since the spacecraft is symmetric about the x̂B − ẑB and
ŷB − ẑB planes, only the zCM value is non-zero. Its value can be found with:

zCM =

∑
kmkLk∑
kmk

=
1

2

mant
mSC

(Lbus +Dant) (B.2)
which leads to:

zCM = 0.1375m
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Finally, the moment of inertia about each axis is given by:
Jxx = Jxx,bus +mbusz2CM + 2

[
Jxx,SA +

1

4
mSA (Lbus + LSA)2

]
+

+ Jxx,ant +mant
[

1

2
(Lbus +Dant)− zCM

]2

(B.3a)

Jyy = Jyy,bus +mbusz2CM + 2Jyy,SA + Jyy,ant +mant
[

1

2
(Lbus +Dant)− zCM

]2

(B.3b)
Jzz = Jzz,bus + 2

[
Jzz,SA +

1

4
mSA (Lbus + LSA)2

]
+ Jzz,ant (B.3c)

Since the axes are chosen such that there is symmetry, the off-diagonal elements of the inertia matrix J are zero.
Finally, the inertia matrix has value:

JSC = diag (5750, 1215, 5210) kgm2 (B.4)



CMars Characteristics
In this appendix, some of the characteristics of Mars are given. First, Appendix C.1 shows some physical charac-
teristics of the planet and its orbit, then the atmosphere of Mars is analyzed in more detail. As it became clear in
Chapters 4 and 5, modeling of the atmospheric parameters is fundamental to achieve a faithful simulation and es-
pecially, to know what conditions to expect.
First, a description of the exponential atmosphere of Mars is given (see Appendix C.2). Then, the reader is pre-

sented in Appendix C.3, with some reference results of the Mars Climate Database, based on its web interface(1).

C.1 | Physical and Orbital Properties
The main bodies treated in this report are the Sun and Mars. Some of their characteristics are summarized in
Table C.1.

Table C.1: Physical and orbital characteristics of the main solar system bodies treated in this report (Lissauer and
De Pater, 2013).

Gravitational
Parameter

Mean
Radius

Bond
Albedo

Effective
Temperature Central

Body
Mean Orbital
Distance

[1012m3 s−2] [106m] [−] [K] [109m]
Sun 1.327 × 108 695.700 NA 5777 NA NA
Mars 4.282 × 101 3.390 0.25 210 Sun 227.9

C.2 | Exponential Atmosphere Properties
The atmospheric properties used for the definition of the exponential atmospheric model of Mars, are shown in
Table C.2. Moreover, a summary of the composition of the Martian atmosphere is given in Table C.3, where ‘traces’
is used if a compound is present in less than 1 ppm.
The value of gas constantsR from Table C.2, is computed by knowing the atmospheric composition of the planet

and the relation ofR to the universal gas constant. Using the values of molecular weight of each of the molecules in
Table C.3, one can find the gas constant of the atmosphere with:

R =
R

M
(C.1a)

Table C.2: Exponential atmosphere parameters (Spohn et al., 2014). The values shown are the average values at the
reference altitude h0 = 0m.

Scale Height Density Gas Constant Temperature Gravitational
Acceleration

[103m] [kgm−3] [J kg−1 K−1] [K] [ms−2]
11.1 0.020 197 215 3.73

(1)Mars Climate Database v5.3: The Web Interface – https://goo.gl/WbaFDt [last accessed on March 8, 2018](2)Lenntech Water Treatment Solutions: Molecular Weight Calculator – https://goo.gl/hnadmn [last accessed on November 7, 2017]
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Table C.3: Atmospheric composition of Mars (Lissauer and De Pater, 2013) and molar masses of respective gases(2), for the
exponential atmosphere model.

Ar CH4 CO CO2 H2O N2 O2 O3

Composition [%] 1.90 traces 0.07 96.00 0.01 1.90 0.13 traces
Molar Mass [gmol−1] 39.95 16.04 28.01 44.01 18.02 28.01 32.00 48.00

where the molar massM follows from:
M =

∑
i

fiMi (C.1b)

In Eq. (C.1b), fi is the fraction of molecule i (given by e.g., Table C.3) with molar massMi. Molar masses of the ele-ments in Table C.3 are shown in the same table. Moreover,R is the universal gas constant (R = 8.3145 Jmol−1 K−1).
With atmosphere composition as in Table C.3, the specific heat of Mars becomes:

γ = 1.3

C.3 | Mars Climate Database
In Subsection 4.3.2, the Mars Climate Database, or MCD, was introduced. In this subsection, some of the results
of the MCD are shown for density, wind and speed of sound, respectively. These values will be shown for a range
of altitudes and times of year. Altitudes are defined w.r.t. the mean Areoid, i.e., above ‘mean sea level’, and are
expressed in kilometers. Time of year is expressed in terms of solar longitude(3). This is defined as the Mars-Sun
angle, and whose zero value corresponds to the spring equinox. Figure C.1 gives a geometrical representation of
this angle.
The range of altitudes shown is:

50 to 1500 km
above the Martian mean sea level, with 50 slices and logarithmic spacing, whereas the range of solar longitudes is:
◦ 0deg: northern hemisphere spring equinox and end of dust storm season
◦ 90deg: northern hemisphere summer solstice
◦ 180deg: northern hemisphere autumn equinox and beginning of dust storm season
◦ 270deg: northern hemisphere winter solstice andmiddle of dust storm season

Figure C.1: Definition of Martian solar longitude and example positions (Footnote (3)).

(3)The Mars Climate Database Projects: Martian Seasons and Solar Longitude – https://goo.gl/YcDi4e [last accessed on March 7,
2018]

https://goo.gl/YcDi4e
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Dust storms are very common during the dust storm season, and they can give rise to large increases in density.
More importantly, these increases in density occur quickly, over just a few orbits (Prince et al., 2009).
Further assumptions for the modeling are that the data is extracted at the local solar time of 0h at the zero-

longitude line and with average solar flux conditions.
Note that in the plots, the values of altitudes shown is restricted to these six values:

50, 100, 150, 250, 500 and 1500 km

C.3.1 | Density
Figure C.2 shows density values for the range of altitude and longitudes described above.
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Figure C.2: Density profile for various altitudes and solar longitudes, based on the Mars Climate Database. Note that the
density values are expressed with a logarithmic scale.

From the plots, it is clear that there are large seasonal changes in density. This is especially clear in the lower
layers (between 100 and 150 km), where the poles experience excursions in density of up to two orders of magnitude
(note how this is especially true for the poles).
Following the discussion about atmosphere models in Subsection 4.3.2, the chosen atmosphere representation

is a tabulated atmosphere averaged over solar longitudes. For density, this gives rise to the plots in Fig. C.3.
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Figure C.3: Average density values for various altitudes, based on the Mars Climate Database.
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The way this model is used during propagation, is by interpolating to find the density at the desired latitude,
longitude and altitude combination. Then, the randomized perturbation from Eq. (4.30) is added (or rather multi-
plied) to account for variability of the atmosphere over time. The addition of a randomized layer of perturbations to
Fig. C.3, results in the plots in Fig. C.4.
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Figure C.4: Average density values for various altitudes, based on the Mars Climate Database, where a layer of random
perturbations is added to account for atmospheric variability.

For sake of completeness, in the line below, one can find the values of the coefficients a, b, c and d from Eq. (4.30)
which give rise to Fig. C.4:

a = 1.71415 b =

 0.0272539
−0.146923
0.0475874

 c =

 0.110777
−0.055571
0.0165448

 d =

 1.50714
0.478782
−0.297889


Thus, one can see that the overall shape of the atmosphere density distribution is roughly the same. The main
difference is that some areas have slightly larger or smaller concentrations in density.
One can also look at the evolution of the density multiplication factor over time. This is done in Fig. C.5.
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Figure C.5: Evolution of the density multiplication factor κρ over 150 orbits, based on the random walk described byEq. (4.31) and Table 4.1, of the coefficients of Eq. (4.30).
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C.3.2 | Wind
Figure C.6 shows wind values for the same range of altitude and longitudes as before. Note that here, unlike the
previous example, the various plots show different times, rather than different altitudes.

In this figure, in particular, both the vertical and horizontal winds are displayed. As one can see, the vertical
winds, shown by Fig. C.6b, have values always smaller than 5ms−1. As such, they can be neglected.
For the horizontal winds, which can be found in Fig. C.6a, a more detailed analysis needs to be carried out. First

of all, one needs to know the magnitude of the (inertial) velocity of the spacecraft at the given altitudes. Assuming
circular orbits, the values of the velocities at the altitudes from Fig. C.6 are given by (Curtis, 2013):

V =

√
µ

r
(C.2)

with the gravitational parameter from Table C.1. Now, the effect of rotation of the atmosphere and of the winds need
to be taken into account. The most likely scenario that will be encountered can be described as:
◦ High inclination: MRO has an inclination of approximately 93deg (Lyons, 2002), which means that it moves
almost vertically, in a slightly retrograde orbit; for sake of simplicity a 90deg inclination is assumed here
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(a) Horizontal wind.
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(b) Vertical wind. Note that negative values correspond to upward winds.
Figure C.6: Wind profile for various solar longitudes and altitudes, based on the Mars Climate Database.
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◦ Mars rotation: Mars, like Earth, rotates around its axis in a counterclockwise direction, as seen from the north
pole; this can be modeled as a wind blowing from west to east

◦ East-west winds: the wind blows from east to west, which is the case for most of the time (although direction
is not shown in Fig. C.6a), especially in non-polar regions

Thus, the rotation of the atmosphere (which follows the planet’s rotation) and the wind, seem to produce opposing
vectors. An analysis of their magnitude can give an idea of how large their influence is. This analysis is carried out by
means of Table C.4, where focus is put on altitudes below 500 km.
Table C.4: Circular velocity for a spacecraft at various altitudes, and corresponding atmosphere and horizontal wind

velocities. Note that maximum and root mean squared values are computed over latitude, longitude and solar longitude.

Altitude Circular
Velocity

Atmosphere
Rotational
Velocity

Maximum
Horizontal
Wind

RMS
Horizontal
Wind

[km] [ms−1] [m s−1] [m s−1] [m s−1]
50 3530 243 190 72
100 3500 247 344 140
150 3480 251 368 177
230 3440 256 374 181
370 3380 266 374 181
500 3320 275 374 181

In this table, one can see the circular velocity, found with Eq. (C.2), the atmosphere rotational velocity, found with:
Vatm = ωr (C.3)

and the maximum and root mean square (RMS) values of the wind. The effect of wind and atmosphere rotation,
then results in a heading error of at most ±2 deg and a velocity increase of less than 6m s−1. Considering the
preliminarily of this study, the effect of wind can therefore be neglected.
Note that in case no wind were present (i.e., only atmosphere rotation), the effect could be quantified as a

heading error of 4 deg and a velocity increase of less than 10m s−1.

C.3.3 | Speed of Sound
The value of the speed of sound in Martian conditions is shown in Fig. C.7a. This value cannot be directly output by
the web interface of the MCD, but is found via Eq. (5.1b), i.e.,

a =
√
γRT ,

where γ is the specific heat ratio, R is the gas constant, and T is the temperature. Of these three parameters, only
the temperature is directly output by the MCD interface. The other two are derived from other model parameters.
The value of γ can be found with (Lissauer and De Pater, 2013):

γ =
1

1− R
Cp

(C.4)
whereCp is the specific heat at constant pressure. Values of temperature andCp can be found in Figs. C.7b and C.7c,respectively. In fact, the value of Cp is directly given by the database.The value of the gas constant, on the other hand, is computed with Eq. (C.1a), where the molar mass is given by
the composition from the next section.
From Fig. C.7a, one can see that the maximum value of the speed of sound is about 260ms−1. Looking back at

Table C.4, it is clear that the velocity of a spacecraft in a circular orbit, is at least 13 times as high. This translates
to having a Mach numberM of at least 13. As was shown in Subsection 5.3.2, this means that the spacecraft is in
hypersonic conditions, and thus, the decisions made in Chapter 5 are justified.

C.3.4 | Composition
The Mars Climate Database also provides information on atmospheric composition. All the molecules provided by
MCD are shown in Table C.5, where the molecular mass and collision (or kinetic) parameter for each compound are
also shown.
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Table C.5: Molar masses and collision diameters of most prevalent molecules in the Martian atmosphere (Sutton and
Graves, 1971).

Ar CO(a) CO2 H H2 H2O(a) He N2 O O2 O3

M [gmol−1] 39.95 28.01 44.01 1.01 2.02 18.02 4.00 28.01 16.00 32.00 48.00
σ [pm] 354.20 376.00 394.10 282.70 282.70 265.00 255.10 379.80 346.70 346.70 346.70
(a) Taken from Breck (1974).

Note that for some of the allotropes of hydrogen and oxygen, no information on the collision diameter could be
found. For this reason, the value for the diatomic values are used as reference.
The information provided by Table C.5 will be used to compute the required inputs for SPARTA. As a matter of

fact, SPARTA requires the number density of the gas mixture as an input, which is given by Eq. (5.3c), i.e.,
n =

NA
M

ρ .
The value of density is known from the previous subsections and the Avogadro’s number is a constant, thus the only
unknown is the molar mass of the mixture. This can be found once again with Eq. (C.1b), where the gas fractions can
be seen in Fig. C.8a. In this figure, the presence of gases is quantified as a fraction of the total and is averaged over
latitude, longitude and solar longitude, giving a variation as a function of altitude. Note that, as shown in Fig. C.8b,
the sum of the fractions differs from unity of at most 0.02 at around 250 km, where the composition is in a transition
phase from CO2 toH dominance (and where monoatomic oxygen locally plays an important role).
Clearly, the composition of the atmosphere at the lower layers (below e.g., 100 km) is very different from the

composition in the higher ones. If around 50 km the atmosphere is mainlyCO2, at 1000 km it is mainly monoatomichydrogen. Of course, at 1000 km the density of the air is also about ten orders of magnitude lower than at 50 km, but
the change in molecular composition is still noticeable.
This can be seen by looking at the variation of particle number density over altitude, which is plotted in Fig. C.8c.

The small kink present at 400 km is indeed caused by the drop of almost two orders of magnitude in molar mass,
which on the other hand, is shown in Fig. C.8b.
Finally, the value of the Knudsen number is also plotted, for sake of completeness. Clearly, at approximately

100 km the Knudsen number reaches the value of 0.01, meaning that the flow around the spacecraft classifies at
most as transition flow. This justifies the modeling of both the continuum and rarefied regimes, since they are both
needed to derive the transient aerodynamic coefficients.

C.3.5 | Considerations on Mars Climate Database
The main limitation of the MCD is its altitude restriction. According to González-Galindo et al. (2009), the highest
altitude supported is about 250 km, and it corresponds to the beginning of the Martian thermosphere. Above this
altitude, the values of density and pressure are extrapolated by assuming a hydrostatic vertical profile (i.e., assuming
an exponential atmosphere, and by using Eq. (4.29), where the reference values are the ones corresponding to the
lowest altitude in the database) (Forget et al., 2015). On the contrary, temperature is assumed to be constant above
this limit (which is also a consequence of hydrostatic equilibrium). Thus, the accuracy of the values above the 250 km
threshold is debatable. However, since density is already very small at this altitude, and considering that only a
qualitative representation of the atmosphere is needed, the influence of the hydrostatic equilibrium assumption can
be disregarded.

Interestingly, no information was found on how the gas composition is extrapolated at higher altitudes.
Another fact to mention is the problem that was encountered with computing the specific heat ratio, i.e., γ. As

mentioned in the previous section, the atmosphere is mainly composed ofH above 500 km (see Figs. C.8a and C.8b).
Since monoatomic hydrogen has a very low molar mass (1.01 gmol−1 from Table C.5), its gas constant becomes very
large (approximately 8230 J kg−1 K−1). However, as was seen in Fig. C.7c, the specific heat at constant pressure is kept
constant above 500 km (note how this differs from the altitude threshold from the previous paragraph), by reaching
an average value of 1312.5 J kg−1 K−1. Hence, when computing γ with Eq. (C.4), the equation outputs nonsensical
(negative) results. Therefore, as soon as the concentration ofH reaches 75%, the specific heat ratio is given the ideal
value of 1.667 (i.e., 5/3).



152 Appendix C. Mars Characteristics

90
45

Lat. [deg]

0 deg

050

100

-180

150

-45

250

-90

Long. [deg]

A
lt
. 
[k

m
] 500

0 90

1500

-90180

170

180

190

200

210

220

230

240

m
 s

-1

90
45

Lat. [deg]

90 deg

050

100

-180

150

-45

250

-90

Long. [deg]

A
lt
. 
[k

m
] 500

0 90

1500

-90180

170

180

190

200

210

220

230

m
 s

-1

90
45

Lat. [deg]

180 deg

050

100

-180

150

-45

250

-90

Long. [deg]

A
lt
. 
[k

m
] 500

0 90

1500

-90180

170

180

190

200

210

220

230

m
 s

-1

90
45

Lat. [deg]

270 deg

050

100

-180

150

-45

250

-90

Long. [deg]

A
lt
. 
[k

m
] 500

0 90

1500

-90180

170

180

190

200

210

220

230

240

250

m
 s

-1

(a) Speed of sound.
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(b) Temperature.
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(c) Specific heat at constant pressure.
Figure C.7: Speed of sound, temperature and specific heat at constant pressure values for various solar longitudes and

altitudes, based on the Mars Climate Database.
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Figure C.8: Time- and spatially-averaged atmospheric composition properties as a function of altitude, based on the Mars

Climate Database.
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DAerodynamic Analysis
Asmentioned in Subsection 5.3.1, SPARTA is the software used for computation of the aerodynamic coefficients in the
rarefied flow. In the same section, the modified Newtonian method is explained, and it is used for the determination
of the same coefficients in the continuum flow. In this appendix, details over the gas mixtures used for SPARTA and
how the results of both methods were processed, will be given.

D.1 | SPARTA Modeling
To run a SPARTA simulation, four main files are needed:
◦ Input File: file used to define the simulation properties and parameters, and to run the simulation itself
◦ Model File: file where the discretized model (which for this application is described in Appendix B) is stored
◦ Gas Species: two files containing molecular and thermodynamics parameter of the gas species to be used in
the simulation of the environment

The first and second files are explained very well in the SPARTA documentation (Plimpton and Gallis, 2017). However,
it can be quite the challenge to find values for the gas mixtures needed for the remaining two files. For this reason,
in this appendix, a summary of the values found for the main Martian atmospheric gases, are given. First, however,
the reader can find a few tips on how to set up the SPARTA simulation, which were first given by Günther March at
the Faculty of Aerospace Engineering (1).
Somemore parameters needed for the simulation, are the wall temperature and accommodation coefficientα of

the spacecraft surface. These values were given the values of 300K and 1.0, respectively, based on the aerothermody-
namic analysis by Liechty (2007). In the same study, the author uses 150K as the temperature of the gas mixture, but
in the case of this thesis, the atmosphere temperature at the altitude considered is taken (which is indeed roughly
150K).
Other simulation parameters are the ratio of real to simulated particles, and the grid spacing. The former was

chosen to be 17.5, whereas the latter as 0.25m. The choice was rather arbitrary for the grid spacing (in Appendix D.1.1,
one will see that the ratio of real to simulated particles is based on Günther’s recommendation). However, for both
variables, another simulation with more accurate parameters was run, to see the effect it had on the result. A
discussion on this can be found in Subsection 11.3.1.

D.1.1 | Set Up Tips
As mentioned in Subsection 5.3.1, SPARTA simulates the motion of fictitious particles, which represent a larger num-
ber of real particles. A total of 10 to 20 simulated particles per cell is generally used for free molecular flow simu-
lations. Moreover, the simulation time step should be at most 10% of the time it takes the particle to traverse the
simulation box.
Also, when processing the output, make sure not to consider the first couple of output files, since the simulation

takes a while to start-up. Other recommendations can be found in Appendix A of Hess (2016).

D.1.2 | Gas Species
Two files need to be input for the modeling of the wanted gas mixture. The first file described the gas species used,
i.e., which molecules need to be included. In this file, the following parameters have to be listed: molecular weight
and mass, rotational and vibrational degrees of freedom, inverse rotational and vibrational relaxation number and

(1)Personal communication – March 26, 2018

155



156 Appendix D. Aerodynamic Analysis

Table D.1: More thermochemical parameters for molecules making up the Martian atmosphere (Bird, 2013).
Ar CO CO2 H H2 H2O He N2 O O2 O3

RDOF [−] 0 2 3 0 2 3 0 2 0 2 NA
IRRN [−] 0.0 NA 0.4(c) 0.0 NA NA 0.0 0.2 0.0 0.2 NA
VDOF [−] 0 2(a) 2(a) 0 NA NA 0 1 0 2 NA
IVRN(a) [10−5] 0.0 5.78(b) 41.28(b) 0.0 NA NA 0.0 1.90 0.0 5.59 NA
VT [K] 0.0 3103.0 3339.0(d) 0.0 6159.0 NA 0.0 3371.0 0.0 2256.0 NA
RDOF: Rotational Degrees of Freedom IVRN: Inverse Vibrational Relaxation Number
IRRN: Inverse Rotational Relaxation Number VT: Vibrational Temperature
VDOF: Vibrational Degrees of Freedom NA: Not Available
(a) Taken from Bird (1994).
(b) Computed with Eq. (D.2) (Bird, 1994). More information is provided at the end of this subsection.
(c) Taken from Carnevale et al. (1967).
(d) Taken from Gallis and Harvey (1998).

vibrational temperature. Description of the meaning of these parameters is deemed outside the scope of this thesis
and the reader is referred to the references listed in this section for a description of the parameters.
Table D.1 shows a list of the parameters for the molecules present in the Martian atmosphere, according to the

analysis done in Appendix C. Note that the molecular mass of the molecules was already given by Table C.5, whereas
the molecular weight can be found by using:

m =
M

NA
(D.1)

whereM is the molar (or molecular) mass andNA is Avogadro’s number.As can be seen from Table D.1, not all information for every gas has been collected. This is because of the lack
of data on gases that are not predominant in Earth’s atmosphere. In fact, most data can be found only about the
allotropes of nitrogen and oxygen, which alone make up about 99% of the Earth’s atmosphere. However, recalling
Fig. C.8a, the most prevalent gases (meaning those gases with a presence of at least 5% at altitudes in the range 125
to 500 km, which is bound by the altitude above whichKn > 10, and by the atmospheric interface altitude) in the
Martian atmosphere are: CO, CO2, H, H2, N2 and O. These are the compounds that will be used for the SPARTA
analysis. In particular, the distribution over altitude of gases is found in Table D.2. Note that the values of gas fraction
have been normalized to make sure that the sum adds up to 100%.
Other parameters that are needed for the modeling of intermolecular collisions in SPARTA are based on the

variable soft sphere (VSS) collision model. These values are, namely, the collision diameter, the angular scattering

Table D.2: Distribution of gases over altitudes for SPARTA simulation, based on the Mars Climate Database.
Altitude Gases
[km] [%]
125 CO CO2 H H2 N2 O

− 92 − − 8 −

150 CO CO2 H H2 N2 O

8 70 − − 12 10
200 CO CO2 H H2 N2 O

12 28 − − 18 42
300 CO CO2 H H2 N2 O

− − 30 20 − 50
500 CO CO2 H H2 N2 O

− − 64 36 − −
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Table D.3: VSS collision model parameters for each species (Bird, 1994).
Ar CO CO2 H H2 H2O He N2 O O2 O3

α [−] 1.40 1.49 1.61 1.35 1.35 NA 1.26 1.36 1.40 1.40 1.40
ω [−] 0.81 0.73 0.93 0.67 0.67 NA 0.66 0.74 0.77 0.77 0.77

parameter α and the temperature-dependence of viscosity ω. The first values was given by Table C.5, whereas the
latter two are given in Table D.3.
Computation of Vibrational Relaxation Number
In Table D.1, some parameters of interest for a DSMC analysis are listed. Here, one of the criteria is the inverse
vibrational relaxation number. This value was given by (Bird, 1994) for some of the gas species, but could not be
found for the remaining gases.
What was found is the following equation, used to compute the vibrational relaxation number as a function of

temperature (Bird, 1994):
Zv =

C1

Tω
exp

(
C2
3
√
T

)
(D.2)

where Zv is the vibrational relaxation number, T the reference temperature, ω the temperature-dependence ofviscosity (see Table D.3 for the values) and C1 and C2, two coefficients dependent on the gas. The values of thecoefficients were also given for some gases by Bird and can be found in Table D.4.
Table D.4: Values of constant coefficient for a few Martian atmosphere gases, used to compute the vibrational relaxation

number (Bird, 1994).
CO N2 O2

C1 [−] 37.7 9.1 56.5
C2 [−] 175.0 220.0 153.5

Clearly, no coefficients for CO2 are provided by Bird’s book, but they are assumed to be the same as for CO.
This assumption is made, since carbon dioxide is a major player in the Martian atmosphere, and proper modeling
of this gas is of high importance. Of course, the actual values for this gas will be different than for CO, but at least
they are given a non-zero value. Moreover, since it is known from Wright et al. (2009), that both CO and CO2 havea short vibrational relaxation time, their vibrational relaxation numbers will have a low value. This is indeed what is
seen in Table D.1, where the inverse of Zv is shown, and it indeed shows a faster relaxation that, e.g., forO2 andN2.Note that the value of temperature used in Eq. (D.2), is the value of vibrational temperature from Table D.1. Using
the constants provided in this section forN2 andO2 does indeed result in the inverse vibrational relaxation numberslisted in the table.

D.2 | Output Processing
According to Anderson Jr. (2011), the process to determine the lift and drag coefficients is to:

1. compute the normal pressure (p) and shear stress (τ ) distribution on the surface of the body (which is carried
out by SPARTA)

2. find pressure (Cp) and skin friction (Cf ) coefficients
3. integrate Cp and Cf to find the normal (Cn) and axial (Ca) force coefficients
4. use angle of attack (α) to project Cn and Ca onto the lift and drag directions, to obtain the lift (CL) and drag(CD) coefficients

Since the analysis carried out with SPARTA is done in three-dimensional conditions, the side force coefficient (CS )will also be found. Moreover, the knowledge of aerodynamic moment coefficients is also necessary. Thus, their
computation will also be considered.
As mentioned in the first point of the list above, SPARTA outputs values of normal pressure and shear stress

for each surface element, expressed as vectors. The expression of p and τ as vectors, simplifies the analysis, since
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one only needs to add the vector components to get the total normal and shear pressures acting on the spacecraft.
However, before adding the vectors, one needs to convert them in pressure and skin friction coefficients (i.e., point
two of the list above). This is done with (Anderson Jr., 2011):

Cp,i =
pi − p∞n̂i

q∞
(D.3a)

Cf,i =
τ i
q∞

(D.3b)
where n̂ is the vector normal to the i-th surface element. Now, the force coefficients can be determined, for each
body axis (i.e., for each axis in FB). This is done by multiplying the pressure and shear coefficients by the areafraction of the respective element surface, i.e. (Dirkx and Mooij, 2017): Ca

Ct
Cn

 = − 1

A

∑
i

(Cp,i + Cf,i)Si (D.4)

where S is the surface area of the i-th surface element, whereas A is the cross-sectional area along the x̂B axis,whose value was given in Appendix B. Note how the transversal force coefficient (Ct) has also been added on theleft-hand side of Eq. (D.6), to represent the force in the negative ŷB-direction.Note that the negative sign in Eq. (D.6) is introduced due to the definition of aerodynamic forces. In fact, these
forces are defined as positive along the negative FA axes.Then, the aerodynamic force coefficients can be obtained, by rotating the force coefficient from the B-frame to
theA-frame, i.e., by performing the inverse of the transformation from Eq. (A.9). Hence, one can find the drag, side
and lift coefficients with: CD

CS
CL

 =

 cosα cosβ sinβ sinα cosβ
− cosα sinβ cosβ − sinα sinβ
− sinα 0 cosα

 Ca
Ct
Cn

 (D.5)

Assuming the side-slip angleβ is zero (which is the case for the SPARTA simulations), the side coefficientCS equalsCt.It should be pointed out, that to analyze the results from SPARTA, the frame transformation from Eq. (D.5) is not
carried out. This is because SPARTA already outputs the normal pressure and shear stress vectors in the aerody-
namic frame.
Finally, one can also compute the moment coefficients. This is done with an equation similar to Eq. (D.6), but

where the distance to the center of mass is introduced (Dirkx and Mooij, 2017): Cl
Cm
Cn

 = − 1

A

∑
i

[rCM,i × (Cp,i + Cf,i)]Si (D.6)

The aerodynamic moment coefficients are then obtained in the same way as done for the force coefficients. Thus,
they are rotated from the body to the aerodynamic frame (except that they are not).



ENumerical Methods
The purpose of this chapter is to give an overview of the numerical methodologies used throughout this report and
subsequent thesis work. Numerical routines are of extreme importance for any simulation-based research, since
they can be applied to solve a wide range of problems. These routines are used to reduce the required computational
workload and to apply theoretical processes to a real-world scenario.

In this chapter, the reader can find the topics listed below, together with the main reference used.
◦ Appendix E.1 on Averaging
◦ Appendix E.2 on Integration: (Montenbruck and Gill, 2005)
◦ Appendix E.3 on Differentiation: (Kiusalaas, 2005)
◦ Appendix E.4 on Root-finding: (Gerald and Wheatley, 2004)
◦ Appendix E.5 on Interpolation: (Kiusalaas, 2005)
◦ Appendix E.6 on Curve Fitting: (Gerald and Wheatley, 2004)
◦ Appendix E.7 on Filtering: (Vittaldev, 2010)

E.1 | Averaging
In Section 6.7, the atmosphere estimator of the navigation part of the GNC system was introduced. Here, it was
stated that a moving average is used to combine the estimated parameters of the density formulation from seven
consecutive atmospheric sweeps.
A moving average in this case, is defined as the average of them previous data points. Assuming a data set is

made up of n elements, them-point moving average is given by:

x̄ =
1

m

k−m∑
i=k

xi (E.1)

where k is the latest point and the symbol 2̄ represents the average value. Clearly then, as soon as a new point
k + 1 is added to the list, the moving average is updated.

In case it is possible for the set to have less thanm points, the following definition should be used, instead:

x̄ =


1

n

k−n∑
i=k

xi if m > n

1

m

k−m∑
i=k

xi otherwise
(E.2)

E.2 | Integration
In this section, methods for integration of simple functions in the form of f (x) and of ordinary differential equations
(ODE) in the form of ẋ = f (x) will be given. One can find the former routines in Appendix E.2.1, and latter in
Appendix E.2.2.
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E.2.1 | Simple Functions
Numerical integration consists of approximating the definite integral of a function f (x), by evaluating the function
at a series of nodes, otherwise called xi, multiplied by some factor, called weight wi (Klees and Dwight, 2014):

ˆ b

a

f (x) dt ≈
n∑
i=0

wif (xi) (E.3)

An example of this was shown in Eq. (6.19), where an integration is approximated with a summation called trapezoidal
integration: ˆ b

a

f (x) dt ≈ 1

2

n−1∑
i=0

[f (xi) + f (xi+1)] (ti+1 − ti) (E.4)
With this formulation, the interval between a and b is divided into n intervals, where no regular spacing is necessary,
since the value of h, the step size, is computed with every step.

In Section 7.2, the PID control method was introduced. Here, it was explained that integration of the attitude
error is needed to compute the control torque. Since the time step for GNC is constant, Eq. (E.4) can be replaced
with a more accurate formulation. Such a formulation is the based on Eq. (E.3), where the weights are given by (Press
et al., 1992):

wi
h

=


3/8 if i = 0 or i = n
7/6 if i = 1 or i = n− 1
23/24 if i = 2 or i = n− 2
1 otherwise

(E.5)

Whereas the trapezoidal rule has order O (h3
), the extended formulation from Eqs. (E.3) and (E.5), results in an

integration withO (h4
).

E.2.2 | Ordinary Differential Equations
In most space applications, one needs to integrate a system of ordinary differential equations, which has the form:

dx (t,x)

dt
= f (t,x) (E.6)

Here, f represents the system of differential equations and it is known, x is the state vector and t is the independent
variable, i.e., time.
The most simple numerical integration method for ODEs is Euler integration. Euler integration is based on the

first-order Taylor expansion of x, and its mathematical representation is given by:
xn+1 = xn + hẋn (E.7)

where n represents the current integration step, and h the integration step size. This method is very inaccurate
(unless a very small time step is used), and over time other types of numerical methods have been introduced. For
sake of simplicity, however, only the Runge-Kutta method was considered in this thesis.
Three Runge-Kutta methods have been used throughout the thesis work. These are:
◦ Runge-Kutta 4, or RK4, used as:

• main integrator for the aerobraking simulation
• integrator for the onboard filtering process
• integrator for constant time step analysis of state variable performance in propagation

◦ Runge-Kutta-Fehlberg 5(6), or RKF5(6), used as:
• integrator for the onboard state propagation
• integrator for variable time step analysis of state variable performance in propagation

◦ Runge-Kutta-Fehlberg 7(8), or RKF7(8), used as integrator to compute the benchmark for the state variable
performance analysis

The only method that will be explained in this section, is the RK4 integrator. The reader will find exhaustive descrip-
tions of the two other integrators (which use a variable step size), in any numerical analysis literature.



E.3. Differentiation 161

The fourth-order Runge-Kutta method, or RK4, is similar to the Euler method, with the distinction that the num-
ber of function evaluations is increased to four: two at the extremes of the step and two at an intermediate point.
The result is an integrator with global error in the order ofO (h4

), and it can be expressed as:
xn+1 = xn +

h

6
(k1 + 2k2 + 2k3 + k4) (E.8a)

which is similar to a weighted average of four k coefficients, which are in turn computed as follows:
k1 = ẋ (tn,xn) (E.8b)
k2 = ẋ

(
tn +

h

2
,xn +

k1

2

)
(E.8c)

k3 = ẋ

(
tn +

h

2
,xn +

k2

2

)
(E.8d)

k4 = ẋ (tn + h,xn + k3) (E.8e)

E.3 | Differentiation
Numerical differentiation consists of computing the derivative of a function f (x), by means of f (x) itself only.
Thus, numerical differentiation becomes particularly useful for those functions whose derivative is unknown or too
hard to compute. The most common techniques for numerical differentiation are the so-called finite difference
approximations. These are the ones treated in this report.
Finite differences are based, just like the Runge-Kutta methods for integration, on Taylor series expansions. In

particular, for differentiation, one is interested in looking at both forward and backward expansions about x:

f (x+ h) =

∞∑
i=0

hi

i!
f (i) (x) (E.9a)

f (x− h) =

∞∑
i=0

(−1)i
hi

i!
f (i) (x) (E.9b)

where f (i) (x) is the i-th derivative of f (x) w.r.t. x. Based on the definitions above, one can define the three
types of differentiation methods: central, backward and forward difference methods, based on which data is used.
Considering the application of numerical differentiation in this report, i.e.:
◦ differentiation of the acceleration felt by the spacecraft for the system and measurements Jacobians from
Chapter 6

◦ differentiation of the control error for computation of the control moment in Section 7.2
it is clear that for the first case, the central difference formulation can be used, since the acceleration function can be
evaluated at any point. For the second case, in contrast, the only available information is from previous time steps
and thus, the only method that can be used is the backward difference method.
CENTRAL DIFFERENCE By subtracting the two formulas in Eq. (E.9), one can obtain the central difference approxima-
tion formula:

f (1) (x) =
f (x+ h)− f (x− h)

2h
+O

(
h2
) (E.10)

where the accuracy is in the order of O (h2
). Here, a constant time step h is used, following the decisions in

Appendix E.2.2.
BACKWARD DIFFERENCE In case only data from x values smaller than the current value are available, one can use
backward difference. This method only uses data from previous steps, and is given by:

f (1) (x) =
f (x− 2h)− 4f (x− h) + 3f (x)

2h
+O

(
h2
) (E.11)
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MULTIPLE DIMENSIONS One might also be interested in derivatives of a system of functions of multiple variables, for
instance for the computation of the aforementioned Jacobian. Differentiation, in this case, is no different. This is
illustrated by:

fi
(1) (xj) =

fi (x1, . . . , xj + h, . . . , xm)− f (x1, . . . , xj − h, . . . , xm)

2h
+O

(
h2
) (E.12)

for the central difference equivalent of Eq. (E.10). Note that in Eq. (E.12), the subscripts i and j refer to the i-th
equation in the system and the j-th variable in the state vector. Finally,m is the number of state variables.

E.4 | Root-finding
Root-finding is used in this report for determination of the periapsis corridor boundaries and of the improved ma-
neuver magnitude and in the periapse time estimator. The preferred root-finding algorithm is recursive bisection.
This decision is motivated by the robustness of the method, the fact that no knowledge of the derivative of the root
function is required (unlike for Newton-Raphson) and that it does not lead to divergence (in the cases analyzed),
which is not necessarily true for fixed-point iteration.
The concept behind bisection is very simple, but very robust and reliable. Given an interval [a, b], the bisection

method can be used as shown in Algorithm 1. This method is based on Bolzano’s theorem, which states that if f (a)
and f (b) have opposite signs, there exists a c ∈ [a, b] such that f (c) = 0(1). Note that f (x) needs to be continuous
in [a, b].
Data: function f (x), interval [a, b] and accuracy ε
Result: root of f (x) inside interval [a, b]

1 if f (a) f (b) 6 0 then
2 while |b− a| > ε do
3 compute mid point: c = a+b

2 ;
4 if f (a) f (c) 6 0 then
5 root is in [a, c];
6 b← c;
7 else
8 root is in [c, b];
9 a← c;
10 end
11 end
12 else
13 no single root exists in [a, b]
14 end

Algorithm 1: Bisection method.
Given a prescribed accuracy ε, one can compute the amount of iterations needed to converge with:

n = log2 (e) ln

(
∆

ε

)
(E.13)

where∆ is the size of the original interval and e is Euler’s number.

E.5 | Interpolation
Interpolation is used to estimate a function f (x), based on a series of data points (xi, f (xi)). Interpolation differsfrom curve fitting, in the sense that an interpolating function I (x) passes through all the points (xi, f (xi)), whichare used to derive I (x) in the first place. A curve fitting function, on the other hand, does not necessarily fulfill
this requirement. For this reason, curve fitting is generally used for noisy data, whereas interpolation is used with
exact data. The most famous and widely used curve fitting method is least-squares, and it is briefly discussed in
Appendix E.6.

(1)WolframMathWorld: Bolzano’s Theorem – https://goo.gl/XTuqau [last accessed on November 10, 2017]

https://goo.gl/XTuqau
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In this thesis, interpolation is used, for instance, to determine the density at a certain location, based on tabu-
lated data. Spline interpolation was chosen as the preferred method, due to its availability and its stability for the
cases at hand, meaning that it does not suffer from high oscillations between interpolation nodes. In particular,
cubic spline interpolation is the method of choice.
This interpolation technique is achieved by interpolating a cubic polynomial between two consecutive data

points, and by setting the first and second derivatives at these two points, equal to the derivatives of the adja-
cent polynomials. The result is a function of class C2, in contrast with a function of class C∞, which would result
from polynomial interpolation.
The procedure for cubic spline interpolation is quite lengthy and complex, and for this reason is not treated here.

One can find detailed derivations and descriptions in Gerald and Wheatley (2004), Kiusalaas (2005).

E.6 | Curve Fitting
Whereas interpolation is used to connect some data points with bridging functions, curve fitting is used to estimate
the shape of a function (thus its coefficients), given its general form. Curve fitting is generally useful with noisy data,
where interpolation would result in a very oscillatory or zig-zag behavior. For instance, curve fitting is used for the
estimation of the atmospheric parameters, by the atmosphere estimation. In fact, an example with exponential
functions will be given at the end of this section.

E.6.1 | Linear Least Squares
The most common type of curve fitting is least squares. This method minimizes the sum of the square of the
distances between the data points and the fitting curve. The result is an optimal value of coefficients.
The mathematical formulation of the concept detailed above is the following. For a linear problem, the optimal

coefficients can be found by solving the system:
x̂ =

(
ATA

)−1

ATy (E.14a)
when no weighting parameters have been specified, whereas one can use:

x̂ =
(
ATWA

)−1

ATWy (E.14b)
when a weighing matrixW is defined. Note that the symbol 2̂ represents the estimated value. In Eq. (E.14),A is the
design matrix and y is the observations vector, i.e., the data points. The design matrix is computed from:

A =

[
∂f (x,ui)

∂x

]
∀i

(E.15)

Here, the vector x represents the coefficients and the vector u is the independent variable. The result of Eq. (E.15) is
a matrix with the partial derivatives of f w.r.t. them elements of x along the columns, where each row represents a
different instance of independent variable u. In case n instances of u are available, the final result is a matrix of size
m× n. Furthermore, f is the general form of the function which describes the system.

E.6.2 | Non-linear Least Squares
In case of a non-linear function f , a very similar procedure can be used. In particular, Eq. (E.14a) becomes:

dx̂ =
(
ATA

)−1

AT dy (E.16)
The main difference here is that the least squares equation is applied to the difference between the observed values
y, and the expected values f (x̂,u), as in

dy = y − f (x̂,u) .
Moreover, the output of Eq. (E.16) is the update to the vector x̂, which is to be added and the new vector (x̂ + dx̂)
is to be used for the next iteration. This process usually requires two to three iterations to converge, when the initial
conditions are close to the optimal solution.
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LEVENBERG–MARQUARDT (Madsen et al., 2004) In some cases, the high non-linearity of the system can make the
convergence very troublesome. For these cases, the formulation in Eq. (E.16) can be extended to obtain the Leven-
berg–Marquardt method:

dx̂ =
(
ATA + λI

)−1

AT dy (E.17)
The only difference between Eqs. (E.16) and (E.17) is the addition of the parameter λ, which represents a damping
coefficient, and is supposed to make the convergence more stable. The value of λ can be adapted throughout the
convergence process, depending on the performance of the current iteration. In general, the initial value of the
damping coefficient is given by

λ0 = 10−6 max
[
diag

(
ATA

)]
and it is adapted based on a gain factor, whose symbol is usually given the greek letter ρ, and it is determined with:

ρ =
||y − f (x̂,u)||2 − ||y − f (x̂ + dx̂,u)||2

dx̂T
(
λ dx̂ + AT dy

) (E.18)

In case the value of ρ were to be less than zero, then the current iteration (denoted with i) is rejected and Eq. (E.17)
is computed once again with the adapted values:

λi+1 = νiλi νi+1 = 2νi

whereas, if ρ ≥ 0, the iteration is accepted, the value of x̂ is updated and the Levenberg–Marquardt parameters are
adapted as follows:

λi+1 = λi max
[

1/3, 1− (2ρ− 1)
3
]

νi+1 = 2

E.6.3 | Exponential Case
In other cases, it may be that the non-linearity can be easily avoided. An example used in this thesis is the exponential
case, and it is shown below.

In case of an exponential function such as:
y = f (x, u) = x1 exp (x2u) (E.19)

for f , onemight think that the linear method does not apply, due to the non-linearity of the systemw.r.t.x. However,
a simple circumvention is to transform the system, by taking the natural logarithm of both sides. Thus, this would
result in a new function ỹ = f̃ (x̃, u) = log [f (x, u)], where also the coefficients have been transformed. The
derivation is shown below.
TRANSFORMATION TO LOGARITHMIC SPACE OF EXPONENTIAL LEAST SQUARES PROBLEM Equation (E.19) can be used for a
linear least squares case, if the system is first transformed to the logarithmic space. Thus,

log [f (x, u)] = log [x1 exp (x2u)] .
Due to the property of logarithms log (ab) = log a+ log b,

f̃ (x̃, u) = log (x1) + log [exp (x2u)] .
Since the natural logarithm is the inverse of the exponential function,

f̃ (x̃, u) = x̃1 + x̃2u ,
which finally means that:

ỹ = log (y) x̃1 = log (x1) x̃2 = x2

and one can simply solve this new linear system, and invert the result for x1.



E.7. Filtering 165

E.7 | Filtering
The filtering techniques used in this report are limited to Kalman filtering. Kalman filters, work on the principle that
they uses both a model description and measurement data to estimate the state of a system. In case of orbit deter-
mination for aerobraking, the model is given by the equations of motion and by the environment (both introduced
in Chapter 4), and measurements are provided by the IMU and PTE. IMU data is retrieved very frequently (according
to Jah and Lisano (2004), MGS used a refresh rate of 200Hz), whereas PTE data is available only once per orbit.
A non-linear system is described by:

xk+1 = f (xk,uk,wk) (E.20a)
where x is the state vector, u the control vector and w the noise parameter. Furthermore, measurements are
expressed by:

zk+1 = h (xk,vk) (E.20b)
with v being the measurement noise. In both Eqs. (E.20a) and (E.20b), k represents the current step, whereas k+1 is
the next step. The noise parameters from Eq. (E.20) are modeled as uncorrelated white noise, distributed according
to

wk ∼ N (0,Q) and vk ∼ N (0,R) ,
whereN is the normal, or Gaussian, distribution, andQ andR are the uncertainties present in the modeling of the
system and in the measurements, respectively.

E.7.1 | Extended Kalman Filter
As mentioned in the beginning of the section, the EKF works by first computing an estimate of the next step solely
based on the system, i.e., Eq. (E.20a). This estimate is called the a-priori estimate x̂−k+1, and is then corrected by themeasurement data, to obtain the a-posteriori estimate x̂k+1. The symbol 2̂ here, signifies estimate.The a-priori estimate is found by simply using Eq. (E.20a), where the actual state xk is replaced with its previousa-posteriori estimate x̂k ,

x̂−k+1 = f (x̂k,uk,0) .
Similarly, the measurement is then estimated with

ẑk = h
(
x̂−k ,0

) .
Then, the a-priori estimate of the covariance matrix of the state vector can be found,

P−k+1 = AkPkA
T
k + WkQWT

k .
Here,A andW are Jacobian matrices of the system function, w.r.t. the state and noise parameter, respectively:

Ak =

[
∂f

∂x

]
(x̂k,uk,0)

(E.21a)

Wk =

[
∂f

∂w

]
(x̂k,uk,0)

(E.21b)

Now, the a-posteriori estimate can be computed. This is dependent on a parameter called Kalman gain, expressed
byK, and its value is given by:

Kk+1 = P−k+1H
T
k

(
HkP

−
k+1H

T
k + VkRVT

k

)−1 (E.22)
MatrixP in Eq. (E.22), is the covariance matrix of the state and its value is taken from the previous step. MatricesH
andV, on the other hand, denote the Jacobian matrices of the observations, and their values can be found with:

Hk =

[
∂h

∂x

]
(x̂k,0)

(E.23a)

Vk =

[
∂h

∂v

]
(x̂k,0)

(E.23b)
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Finally, the a-posteriori value is found with Eq. (E.24a), and the covariance matrixP for the next step, with:
x̂k+1 = x̂−k+1 + Kk+1 (zk+1 − ẑk+1) (E.24a)

and
Pk+1 = (I−Kk+1Hk) P−k+1 (I−Kk+1Hk)

T
+ Kk+1RKT

k+1 (E.24b)
As initial conditions, one needs a first estimate of the spacecraft state x̂0 and of the covariance matrix P−0 . In
general, P−0 is set equal to the identity matrix I6, whereas x̂0 comes from precise orbit determination, e.g., DSNtracking.
Furthermore, one also needs to values for the uncertainty parameters, i.e.,Q andR. Their values are constant

and forR they are usually given by the manufacturer, whileQ is determined by testing and tuning (Mooij, 2016).

E.7.2 | Unscented Kalman Filter
One of the main advantages of the UKF over EKF, is its lack of linearization and need of Jacobians. Rather, it uses
so called sigma points to estimate the covariance of both the state and the measurement. These sigma points are
found by introducing small deviations in the initial conditions, and are used to see the effect that propagation does
to the system (unscented transformation). Thus, the need to Jacobian matrices may be relieved, but this is replaced
by the propagation of the (often many) sigma points.
A key step of UKF is to augment the state vector x̂ with the expected values of the noise parametersW and v.

This results in the new augmented state variable x̂a, given by:
x̂a
k =

(
x̂T, ŵT, v̂T

)T

=
(
x̂T,0T,0T

)T (E.25)
Consequently, a new augmented covariance matrixPa is introduced:

Pa
k = diag (Pk,Q,R) (E.26)

This will yield a new state and covariance matrix with dimensionsL×1 andL×L, respectively. The (2L+ 1) sigma
pointsX can then be found with:

X i,k =


x̂a
k if i = 0

x̂a
k + γ

(√
Pa
k

)
i

if i ∈ [1, . . . , L]

x̂a
k − γ

(√
Pa
k

)
i−L

if i ∈ [L+ 1, . . . , 2L]

(E.27)

Here, the notation (A)i refers to the i-th column of matrix A. Furthermore, note that the value of √Pa = A is
such that

AA = Pa .
The spread of the sigma points in Eq. (E.27) will depend on the parameter γ, which can be determined with:

λ = α2 (L+ κ)− L (E.28a)
γ =
√
L+ λ (E.28b)

In Eq. (E.28), the values of α and κ are user-defined, and can be used to tune convergence. Wan and Van Der Merwe
(2000) suggests using 0.003 and 0 for their respective values.
The sigma points can then be propagated to obtain a series of estimates:

X x̂−

i,k+1 = f
(
X x
i,k,uk,X

w
i,k

) (E.29)
Here, the superscript to the sigma points is used to indicate which part of the vector needs to be used. For instance
X x
i,k points to the state vector of the i-th sigma point, at instant k.The a-priori estimate can then be determined by using a weighted average of the results from Eq. (E.29), as

done in:
x̂−k+1 =

2L∑
i=0

Wm
i X x̂−

i,k+1 (E.30a)
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where the weights are given by:

Wm
i =


λ

L+ λ
if i = 0

1

2 (L+ λ)
otherwise (E.30b)

Using the values ofX x̂− and x̂−, the a-priori covariance matrix can be estimated. This is done with:

P−k+1 = Q +

2L∑
i=0

W c
i

(
X x̂−

i,k+1 − x̂−k+1

)(
X x̂−

i,k+1 − x̂−k+1

)T (E.31a)

The weights used for covariance are slightly different, and are given by:
W c
i =

{
Wm

0 + 1− α2 + β if i = 0
Wm
i otherwise (E.31b)

In Eq. (E.31b), β is another constant parameter, and its value is 2 for a Gaussian distribution (Wan and Van DerMerwe,
2000). Jah et al. (2008) suggest now, to recompute the sigma points, given the new state estimate x̂−k+1, to include foreffect of process noise. This is done by replacing the first part of the augmented state and covariance in Eq. (E.27),
by x̂−k+1 andP−k+1. The result is a new set of sigma pointsX x̂−

i,k+1.The measurement values corresponding to the sigma pointsX also need to be determined. These yield a set of
estimated measurement sigma points, denoted withZ :

Zi,k+1 = h
(
X x̂−

i,k+1,X
v
i,k

) (E.32)
Similarly to what was done in Eq. (E.30a), one can find the expected value of theZ points:

ẑk+1 =

2L∑
i=0

Wm
i Zi,k+1 (E.33)

Then, the innovation and cross-correlation matrices can be determined. These represent the covariance of the
measurement points and the covariance between state and measurement, and are expressed by:

Pzz = R +

2L∑
i=0

W c
i (Zi,k+1 − ẑk+1) (Zi,k+1 − ẑk+1)

T (E.34a)

Pxz =

2L∑
i=0

W c
i

(
X x̂−

i,k+1 − x̂−k+1

)
(Zi,k+1 − ẑk+1)

T (E.34b)

Finally, the Kalman gain can be found with:
Kk+1 = PxzP

−1
zz (E.35)

Its value is the used to update the state vector (by using the same equation as for EKF, i.e., Eq. (E.24a)) and the
covariance matrix, by using:

Pk+1 = P−k+1 −Kk+1PzzK
T
k+1 (E.36)

As initial conditions, one needs a first estimate of the spacecraft state x̂0 and of the covariancematrixP−0 . In general,
P−0 is set equal to the identity matrix I6, whereas x̂0 comes from precise orbit determination, e.g., DSN tracking.Furthermore, one also needs values for the uncertainty parameters, i.e.,Q andR. Their values are constant and for
R they are usually given by the manufacturer, whileQ is determined by testing and tuning (Mooij, 2016).
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FDerivations
In this appendix, the derivations of the non-linear least squares for atmosphere fitting, of the impulsive apocenter
maneuver, and of the atmospheric phase drag modeling are given. In the last section, one will find the description
of how pseudo-altitude measured by an altimeter is modeled. This part is included to serve as a reference for the
instrument model developed in Tudat.

F.1 | Atmosphere Model Fitting
As mentioned in Section 6.7, after each atmospheric phase, the atmosphere model is re-calibrated. This is done by
means of non-linear least squares fitting of the measured aerodynamic acceleration. The two main models that are
fit are the exponential model, from Eq. (4.29), and the five-parameter exponential model, i.e., Eq. (4.33), which also
includes a sine and cosine term.
To perform a least square estimation, the Jacobian of these two functions needs to be computed. In the case of

this application, the vector x, representing the system coefficients, can be expressed as:
x = [log (ρ0), 1/H]

T

for the exponential formulation, and as:
x = [log (ρ0), 1/H, κ1, κ2, κ3]

T

for the five-term atmosphere. In both cases, the transformation to logarithmic space of Appendix E.6.3 is applied,
and the scale height is replaced by its inverse, also known as β. Both of these steps are applied to reduce the non-
linearity of the system and simplify the final formulation of the Jacobian. Furthermore, the value of h0 is simply setto the estimated periapsis altitude.
The final result is for the exponential model the Jacobian:

A = [1, h0 − hi]∀i (F.1)
and for the five-term model, it can be expressed as:

A =


1

(h0 − hi) {κ1 + 2π [−κ2 sin [2πβ (h0 − hi)] + κ3 cos [2πβ (h0 − hi)]]}
β (h0 − hi)

cos [2πβ (h0 − hi)]
sin [2πβ (h0 − hi)]


T

∀i

(F.2)

F.2 | Apoapsis Maneuver
Gauss’ form of the Lagrange’s planetary equations for semi-major axis a and eccentricity e, are given by (Wakker,
2015):

da

dt
= 2

a2

√
µp

[
ax̂Le sinϑ+ aŷL (1 + e cosϑ)

] (F.3)
Assuming that there are no perturbing accelerations acting on the spacecraft, one can determine the required∆V
to achieve a periapsis change of∆rp, where this change is defined as:

∆rp = rp
† − rp (F.4)
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where the parameters post-maneuver are denoted with 2†. The change in periapsis altitude from Eq. (F.4), can
be related to changes in semi-major axis and changes in eccentricity. Derivation of these relations is shown in
Appendix F.2.1.
Before the∆V can be computed, one needs to relate∆V to the accelerations a (Wakker, 2015):

∆V = lim
t→0

ˆ t

0

a dτ (F.5)
Equation (F.5) implies that the maneuver performed at apoapsis is an impulsive shot, and as such it is carried out
instantaneously.

In a similar fashion, one can find the expressions for ∆a, by applying the limit in Eq. (F.5) to Eq. (F.3). The
derivation of the∆V for the impulsive shot at apoapsis, is shown below in Appendix F.2.2.

F.2.1 | Relation Derived from Periapsis Change
Starting from the definitions of semi-major axis, in terms of peri- and apocenter radii (Wakker, 2015):

a =
ra + rp

2
(F.6)

one can find the definition of the ∆a, due to the apoapsis maneuver. The effect on a due to the maneuver at
apoapsis, can be found by computing the difference between a† and a, where it is assumed that the apocenter
altitude remains constant. The derivation is straightforward:

a† − a =
ra + rp

†

2
− ra + rp

2
=
rp
† − rp

2

Finally one obtains the relationship:
∆a =

∆rp
2

(F.7)

F.2.2 | Derivation of Impulsive Shot without Perturbations
In case themotion of the spacecraft is unperturbed, the relation between impulsive shots∆V and changes in orbital
elements can be easily found (Wakker, 2015):

∆a = 2
a2

√
µp

[
∆Vx̂Le sinϑ+ ∆VŷL (1 + e cosϑ)

] (F.8)
Knowing that at apoapsis both ϑ andE equal π rad, one can simplify Eq. (F.8), to obtain:

∆a = 2
a2

√
µp

(1− e) ∆VŷL =
2

n

√
1− e
1 + e

∆VŷL (F.9)
Using Eqs. (F.7) and (F.9), one can relate the magnitude of the required∆VŷL , to the change in periapsis altitude:

∆VŷL = n
∆rp

4

√
1 + e

1− e
(F.10)

F.3 | Periapsis Drag Modeling
In the section above, the assumptions and calculations necessary to compute the maneuver at apocenter have been
introduced. In this section, on the other hand, the effect of drag at pericenter will be discussed. As it turns out,
however, these two elements are very similar in nature, due to the assumptions made. In fact, since the effect of
drag is assumed to occur exactly at apoapsis and as an impulsive shot, the derivation for the change in semi-major
axis is exactly the same, with the only difference that the true (and mean) anomaly is zero.
However, for this part of the system, we are also interested in knowing the effect on the eccentricity. Thus, the

following equation, describing the change in eccentricity due to external perturbations will come in handy (Wakker,
2015):

de

dt
=

√
p

µ

[
ax̂L sinϑ+ aŷL (cosE + cosϑ)

] (F.11)
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By assuming an impulsive shot, the same approximations can be made, and Eq. (F.11) can be written as:
∆e =

√
p

µ

[
∆Vx̂L sinϑ+ ∆VŷL (cosE + cosϑ)

] (F.12)
Then, knowing that at periapsis both ϑ andE equal 0 rad, one can simplify Eqs. (F.8) and (F.12) to:

∆a =
2

n

√
1 + e

1− e
∆VŷL (F.13a)

∆e = 2

√
a (1− e2)

µ
∆VŷL (F.13b)

These are the final relations to be used to model the effect of drag.

F.4 | Pseudo-altitude
Altimeters are instruments whose purpose is to measure distance. This is generally achieved by sending a beam
of electromagnetic waves toward a target, to which the distance needs to be computed. These waves can fall into
various spectra, such as radio waves or visible light, depending on the application. For the purpose of preliminary
navigation system modeling, the type of altimeter is not of high relevance, as long as the following characteristics
are defined:
◦ Altitude Range: range of altitudes between which the altimeter is operational
◦ Accuracy: standard deviation of the random error (generally as a function of altitude)
◦ Pointing Direction: direction in the B-frame along which the altimeter is pointing

Note that in the model detailed here, it is assumed that Mars is a perfect sphere, such that no local variations of the
radius need to be modeled.
Since the altimeter pointing direction is fixed, the angle between the altimeter line-of-sight and the planet surface

might not always be perpendicular. Thus, the distance measured by the altimeter could be affected by the angular
distance between the current radial vector and the pointing vector, which is called pointing angle ϕ, and is given by
the inverse of the dot product:

ϕ = arccos ( r̂|I · p̂|I) (F.14)
Moreover, there is a possibility that the planet may not be in sight. This condition is met whenever:

ϕ > arcsin

(
R

r

)
whereR is the planetary radius and r the current radial distance. Finally, the measured altitude (or pseudo-altitude),
denoted with 2̃, is a function of the actual orbital distance and the pointing direction:

h̃ = (r · p̂)−
√
R2 − r2 + (r · p̂)

2 (F.15)
which is derived below with the use of Fig. F.1, and holds as long as both r and p̂ are expressed in the same frame of
reference.
The known variables from Fig. F.1 are the planetary radiusR (which, as already stated, is assumed to be constant),

the current orbital distance r and the current pointing angle ϕ (highlighted in green in the figure). Note that it does
not matter which plane the diagram in Fig. F.1 is projected on, since the planet is assumed to be a perfect sphere.
Hence, one can first find the long side a:

a = r cosϕ

fromwhich, the value of b can be subtracted to obtain the pseudo-altitude. The small side b can be found by applying
Pythagoras’ theorem to the triangle made up byR− c− b:

b =
√
R2 − c2

where c is simply given by:
c = r sinϕ
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Figure F.1: Diagram for the derivation of the pseudo-altitude measured by the altimeter. The orange sphere represents
Mars, whereas the point SC represents the spacecraft. The four parameters used in the derivation are highlighted with

different colors. The green angle, namely ϕ, represents the pointing angle of the altimeter.

Thus, one obtains the relationship for h̃:
h̃ = a− b = r cosϕ−

√
R2 − r2 sin2 ϕ (F.16)

which, by replacing the definition of ϕ from Eq. (F.14) (and by making use of Eq. (H.2)), results in a more computation-
ally efficient form:

h̃ = r (r̂ · p̂)−
√
R2 − r2

[
1− (r̂ · p̂)

2
]

One can then simplify further, to obtain the formulation shown in Eq. (F.15).
It may be that the above equation needs to be included as observation model for the extended Kalman filter. In

such case, one also needs the value of the Jacobian of the measurement function:
∂h̃

∂r
=
∂ (r · p̂)

∂r
− ∂

∂r

[√
R2 − r2 + (r · p̂)

2

]
It can be easily shown that this results in:

∂h̃

∂ri
= pi +

ri − pi (r · p̂)√
R2 − r2 + (r · p̂)

2
i ∈ [1, 2, 3] (F.17)



GSimulation Environments
In this appendix, the full environment models, based on the Tudat software library, are given. They are used to
obtain the results of Chapters 10, 12 and 13.
Table G.1 shows the spacecraft physical properties used for the simulations of all the chapters listed above.

Note that the mass moment of inertia is only used for the single-orbit results of the aerobraking GNC analysis, i.e.,
Subsection 12.2.1.

In Table G.2, on the other hand, one will find the initial value of the exponential model parameters used for
the onboard environment model. These values are based on Mars Climate Database from Appendix C.3, where the
density values are averaged over latitude, longitude and time, and the values at 115 km are used as reference (with
the scale heightH resulting from Eq. (4.29b), with g from Table C.1). Note that in case the five-parameter exponential
model from Eq. (4.33), the values of the three extra parameters are as follows:

κ1 = −1 κ2 = κ3 = 0

Finally, Table G.3 shows the full simulation settings for the Tudat analysis of Chapter 10, but Table G.3b also details
the settings used for the aerobraking simulation of Chapters 12 and 13. Note that these refer to the settings of the
propagation environment, and not the onboard environment, which can be found in the respective chapters.

Table G.1: Spacecraft physical parameters for comparison of propagators performance carried out in Chapter 10.

Mass Reference
Area

Mass
Moment of
Inertia Aerodynamic

Coefficients

Radiation
Pressure
Coefficient

[kg] [m2] [kgm2] [−]
1000 37.5 From

Appendix B.2
From

Chapter 11 1.0

Table G.2: Exponential atmosphere parameters based on the latitude-longitude-time average of the MCD from
Appendix C.3, with a reference altitude more resembling of the average periapsis condition.

Reference
Altitude Scale Height Density Gas Constant Temperature Specific Heat

Ratio
[km] [m] [kgm−3] [J kg−1 K−1] [K] [−]
115.0 6533.0 2.424× 10−8 197.0 215.0 1.3
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Table G.3: Environment characteristics for comparison of propagators performance carried out in Chapter 10.
(a) Test cases 1, 2 and 3.

Gravitational Field Atmosphere Solar Radiation
Pressure Third Bodies

GGM02S Model, up
to degree and order 2

Earth 1976 standard
atmosphere

Cannonball radiation
pressure interface,
with Earth as
occulting body

Central gravity, with
gravitational
parameter from
Table C.1

(b) Test cases 4 and 5 and the aerobraking simulation.

Gravitational Field Atmosphere Solar Radiation
Pressure Third Bodies

JGMRO120D Model,
up to degree and

order 21

Mars Climate
Database

atmosphere from
Appendix C,

averaged over time

Cannonball radiation
pressure interface,
with Mars as
occulting body

Central gravity, with
gravitational
parameter from
Table C.1

(c) Test cases 6.

Gravitational Field Atmosphere Solar Radiation
Pressure Third Bodies

Central gravity of Sun NA Cannonball radiation
pressure interface

Central gravity, with
gravitational
parameter from
Table C.1 or built-in
value from Tudat



HTrigonometric Identities
In this appendix, a list of trigonometric identities is provided. These are used in this report for various derivations.
Reference for this appendix is Wertz (2009).

H.1 | Small Angle Approximation
In case the angle α is small, i.e. |α| � 1, the following approximations hold:

sinα ≈ α (H.1a)
cosα ≈ 1 (H.1b)
tanα ≈ α (H.1c)

H.2 | Euclidean Geometry
Some very useful trigonometric identities for Euclidean geometry, i.e., on a flat surface, are shown in the following
subsections.
INVERSE TRIGONOMETRIC FUNCTIONS Trigonometric functions and their inverse can be used to find the following rela-
tionships:

sin (arccosx) =
√

1− x2 (H.2a)
cos (arcsinx) =

√
1− x2 (H.2b)

ANGLES-SUM FORMULAS The angle-sum formulas for sine, cosine and tangent can be expanded as:
sin (α± β) = sinα cosβ ± cosα sinβ (H.3a)
cos (α± β) = cosα cosβ ∓ sinα sinβ (H.3b)
tan (α± β) =

sin 2α± sin 2β

cos 2α∓ cos 2β
(H.3c)

HALF-ANGLE FORMULAS The half-angle formulas of sine, cosine and tangent are given by:
sinα = 2 sin

α

2
cos

α

2
(H.4a)

cosα = cos2 α

2
− sin2 α

2
= 2 cos2 α

2
− 1 = 1− sin2 α

2
(H.4b)

tan
α

2
=

sinα

1 + cosα
=

1− cosα

sinα
(H.4c)

SINE RULE The sine rule for Euclidean geometry is defined as:
a

sinα
=

b

sinβ
=

c

sin γ
(H.5)

where a, b and c correspond to the sides opposite to the angles α, β and γ, respectively.
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COSINE RULE The cosine rule for Euclidean geometry is defined as:
c =

√
a2 + b2 − 2ab cos γ (H.6)

where once again, a, b and c correspond to the sides opposite to the angles α, β and γ, respectively.

H.3 | Spherical Geometry
In this section, Fig. H.1 is used as reference for the nomenclature of angles and sides of spherical triangles.
SINE RULE The sine rule for spherical geometry is defined as:

sin a

sinα
=

sin b

sinβ
=

sin c

sin γ
(H.7)

COSINE RULES The cosine rule for arc lengths in given by:
cos a = cos b cos c+ sin b sin c cosα (H.8a)
cos b = cos c cos a+ sin c sin a cosβ (H.8b)
cos c = cos a cos b+ sin a sin b cos γ (H.8c)

One the other hand, the cosine rule for angles is defined as:
cosα = − cosβ cos γ + sinβ sin γ cos a (H.9a)
cosβ = − cos γ cosα+ sin γ sinα cos b (H.9b)
cos γ = − cosα cosβ + sinα sinβ cos c (H.9c)

NAPIER’S RULES Napier’s rules are only valid for either a spherical triangles with a side equal to π/2, or with an angle
equal to π/2. The relations that arise from these conditions are best described by Wertz (2009) in Figs. H.2 and H.3,
for sides and angles, respectively. Note that here, one can also see the quadrant corresponding to the side or angle.

H.4 | Arccosine
The arctan2 function is defined in such a way that the quadrant of the resulting angle is correct. Similarly, one candefine an arccos2, such that the quadrant information is not lost. According to Wertz (2009), this new function isdefined as:

arccos2 (x, χ) = sign (π − χ) arccosx (H.10)
In case the result of (π − χ) is zero, the sign function still gives+1 as result.

Figure H.1: Definition of nomenclature for spherical triangles(1).
(1)Wikibooks: Triangles on a Sphere – https://goo.gl/GyEqKd [last accessed on November 5, 2017]

https://goo.gl/GyEqKd
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(a) Nomenclature. (b) Napier’s rules.
Figure H.2: Napier’s rules for a spherical triangle with a quadrantal side (Wertz, 2009).

(a) Nomenclature. (b) Napier’s rules.
Figure H.3: Napier’s rules for a spherical triangle with a right angle (Wertz, 2009).
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