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Abstract

In this thesis, we analyse the spectrum of the generator of the one-dimensional Zig-Zag process defined on the
torus T. This is a piecewise deterministic Markov process (PDMP) used in Monte Carlo Markov chain methods
(MCMC) for sampling from a probability distribution and calculating integrals [PW12], [BFR19], [BVD18]. We
show for Lipschitz potentials U and bounded refreshment rates λ0 ∈ L∞(T) that the spectral gap κ= sup{Reλ :
λ ∈ σ(L )} \ {0} of the associated J-self-adjoint generator L on L2(T,ν) and C (T× {+1,−1}) is positive. More-
over, we give two lower bounds for κ by making use of one of the Schur complements associated with a block
operator that is unitarily equivalent to L . In addition we show that the spectrum of L2(T,ν) and C (T×{+1,−1})
are the same and that the generator defined on both spaces generates a contraction semigroup. Under the
assumption of unimodality of the potential U and a zero refreshment rate, we show that a vertical "asymptotic
line" exists to which all of the eigenvalues converge. Furthermore, we show that a spectral mapping theorem
exists where, due to the spectral line, the spectrum of the semigroup can become uncountable or countable
depending on the time parameter of the semigroup P (t ) generated by L . Lastly, we show that a discretisation
of the spectrum generates a semigroup that converges uniformly on each bounded time interval to the semi-
group of the Zig-Zag process and we use these discretisations to numerically analyse the behaviour of general
potentials and refreshment rates.

Keywords: spectral gap, J-self-adjoint operator, spectral mapping theorem, Zig-Zag process, piecewise de-
terministic Markov process, MCMC, spectral theory, Schur complement.
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1
Introduction

In many practical applications, there is a need to create random variables which have a specific distribution.
For example, the normal distribution is a very commonly occurring distribution in nature and many phenom-
ena can be approximated by a normal distribution such as human height, human weight, and sums of random
variables. If one would want to model such variables they could use functions that are available in most sta-
tistical software to create these random variables and then they could perform calculations/simulations. Of
course, this is not only possible for normal distributions, but also for many other relatively simple well-known
distributions.

However, when it comes to many processes in the world they are not simple enough to be described in terms
of the well-known distributions. This becomes especially problematic when the variables that one would like to
simulate are high-dimensional and the so-called ’curse of dimensionality’ comes in the way. One effective ap-
proach to simulating such highly dimensional and complicated distributions can be done using Markov chain
Monte Carlo (MCMC) algorithms. These are iterative algorithms that create random variables X1, X2, ... tuned
in such a way that they will converge to the desired distribution that one would want for their simulation. More
mathematically the function n → Xn will converge in distribution to the distribution of the desired random
variable. Practically this means that there is an amount of iterations N of this algorithm such that the distribu-
tion of XN is as similar to the desired distribution as one would like for their application. Another effective use
of MCMC algorithms can be used is for the approximation of certain integrals. Specifically, they can be great
at calculating expectations of random variables E[ f (X )] for a wide range of functions. The need for calculating
such expectations and creating random variables with specific distributions arises in all sorts of practical appli-
cations such as the field of computational physics [Thi07], computational biology [MB20], and computational
chemistry [Cep03] that are often interested in calculating such quantities related to various physical systems.

The main difficulty that arises here is what specific MCMC works best for a particular distribution and how
many iterations are required before the algorithm reaches this desired distribution sufficiently. There are many
different MCMC algorithms which all have their benefits as well as their drawbacks. In recent years several of
these MCMC algorithms have shown a lot of promise in terms of their convergence speed and computational
costs based on piecewise deterministic Markov processes (PDMP) [BFR19], [BVD18], [PW12]. PDMPs are pro-
cesses which are partially stochastic (random) and partially deterministic. The specific process that we are
interested in is called the Zig-Zag process. This specific PDMP is defined as set of random variables which is
defined by two components {(X (t ),Θ(t ))t ≥ 0}. Where X (t )t≥0 is related to Θ(t )t≥0 by X (t ) = X (0)+ ∫ t

0 Θ(s)d s
and Θ(t )t≥0 is a specific type of a stochastic process that only takes on a finite amount of values. The process
X (t )t≥0 can be defined on different spaces depending on what type of variables one would like to sample. For
example, if one would like to sample from the normal distribution then X (t )t≥0 can be defined on Rd where it

will then approximately get the probability density function defined by p(x) = e−U (x)∫
Rd e−U (y) d y

with U (x) = ||x||2
2 . We

refer to U as the potential function and for any continuous probability function p(x) such that p(x) > 0 for all
x, we can define this potential through U (x) =− log p(x).

Associated to the Zig-Zag process is a tunable parameter called the refreshment rate λ0 :Ω→ [0,∞). This
parameter can be adjusted to increase the rate at which the algorithm converges to the desired distribution.
However, increasing this parameter too much can have an adverse effect on the convergence rate. It is not clear
how to choose this parameter such that this convergence is optimal. To examine the optimal convergence we
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6 1. Introduction

must define a metric that indicates how close the distribution is. One of them is by examining the convergence
of the so-called semigroup of the Zig-Zag process on a class of functions. For example, we could take our
class of functions to be the continuous functions on the underlying state space denoted by C (Ω). For these
functions we can define the semigroup by Pt f := E[ f (X t )|X0 = x], where the expectation is taken with respect
to p(x). As X t converges in distribution to a variable X with distribution p(x), we will expect that E[ f (X t )|X0 =
x] will converge in some way to E[ f (X )]. For example, we can examine this convergence by looking at how
fast ||Pt f − E[ f (X )]||∞ := supx∈Ω |E[ f (X t )|X0 = x] − E[ f (X )]| converges to 0 as t → ∞. It turns out that this
convergence will happen at an exponential rate (as we shall see in Theorem 4.4.8 for Ω = T). Specifically we
will have that this convergence can be described as ||Pt f −E[ f (X )]||∞ ≤ Me−κt || f −E[ f (X )]|| where we have
that M ,κ ≥ 0. In this formulation, the largest possible value of κ is called the convergence rate and it will
describe the rate of convergence for the slowest converging function(s). Knowing the largest possible value of κ
is important as it can give us certainty for how fast our algorithm is converging for all of the possible functions,
so in particular, it would be very useful if we could choose λ0 such that κ is as large as possible.

There has been previous research concerning the value of κ, specifically it has been shown for Ω = R and
various assumptions on U that κ is equal to the so-called spectral gap of the generator of the semigroup (The-
orem 4.14 [BV21]). Intuitively this spectral gap can be thought of as the largest value of the real components
of the eigenvalues of a particular ’matrix’. Determining this value is difficult as unlike with finite-dimensional
matrices there is not a straightforward way of calculating all the eigenvalues of the generator. Furthermore, it
has been shown that if the potential is sufficiently smooth, meaning U ∈ C 2(R), if this potential is unimodal,
meaning that it has at most 1 minimum, and if the refreshment rate λ0 is equal to 0 that the spectral gap is
positive (Theorem 4.11 [BV21]), however, there is no clear bound on this spectral gap. In the same paper, it was
shown that the eigenvalues can be seen as roots of a complex function, however, this gives little information
about the actual position of the roots. When it comes to the full description of the spectrum and the norm of
the semigroup the only precise values have been found in the caseΩ=T,λ0 = 0, and U being constant [MM12].

In this thesis, we will further discuss the properties of these eigenvalues of the Zig-Zag process withΩ=T.
This case can be of interest when trying to sample from a distribution defined on bounded intervals such as
[0,1], namely if we have a potential function U (x) : [0,1] → R we can create a version of this potential on the
torus by extending U (x) = U (−x) for x ∈ [−1,0] such that U becomes a continuous function on T. This way
we can simulate the MCMC process on the torus and use the samples for this process to generate samples
and integrals on the bounded interval. We will specifically examine the case where U is a Lipschitz function
which is a continuous function such that | f (x)− f (y)| ≤ |x− y | for all x, y ∈T. Moreover, these functions can be
seen as the continuous functions such that the almost everywhere defined derivative U ′ is almost everywhere

bounded, meaning U ′ ∈ L∞(T). This includes function such as e−x2
, |x|, and x2 sin(1/|x|).

We begin in Chapter 2 with preliminary theory surrounding the mathematics that is used for analysing the
process and the convergence rate. In Chapter 3 we will discuss general spectral properties of the generator
associated with the Zig-Zag process by following an analysis using block matrices and Schur complements
[Tre08],[KLT04] which allows us to easily construct the inverse of the generator. Moreover, we will show that
for Lipschitz potentials as described above that there is always a positive spectral gap with a small assumption
on the refreshment rate. Furthermore, we will give two different lower bounds for this spectral gap. In Chapter
4 we will show that similar to [BV21] that the spectral mapping theorem holds for unimodal potentials, more-
over, we will prove the existence of an asymptotic line of eigenvalues which gives us that the set of eigenvalues
of the semigroup (apart from γ = 0) is not in general equal to the spectrum of the semigroup. Furthermore,
we will discuss spectral properties for both the square-integrable functions L2(T,ν) as well as the set of con-
tinuous functions C (T). In Chapter 5 we will show that a certain discretization of the generator of the Zig-Zag
process creates a contraction semigroup that converges uniformly to the semigroup of the Zig-Zag process on
bounded intervals [0, t ], with t > 0. Moreover, we will compare the spectrum of the discrete generator with
the spectrum of the generator of the Zig-Zag process and make some remarks and observations surrounding
certain potentials and refreshment rates. The code used to generate the numerical spectrum can be found in
[Wia].



2
Preliminary theory

In order to mathematically describe the Zig-Zag process and its related properties, we need to make use of sev-
eral mathematical concepts related to the process. First, we will review terminology related to the probability
theoretic approach and definition of the Zig-Zag process. Then we will introduce several concepts from func-
tional analysis. After this, we will discuss semigroups which are objects describing the convergence/evolution
of the Zig-Zag process. Lastly, we will talk specifically about the Zig-Zag process and related processes.

2.1. Stochastic processes
First, we need to have the definitions in order to properly define the process itself and to get an idea about
key properties that the Zig-Zag process has. The Zig-Zag process is a specific case of a large class of random
processes over time called Markov processes which are stochastic processes.

Definition 2.1.1 (Stochastic process). Given a probability space (Ω,F ,P) and a measurable space (Y ,Y ). A
stochastic process on [0,∞) is defined by a set of random variables {X t , t ∈ [0,∞)} such that for each t ∈ [0,∞) we
have that X t is a random variable defined from the probability space (Ω,F ,P) to the measurable space (Y ,Y ).

Precise definitions and an extended introduction about probability spaces, measurable spaces, and random
variables can be found in most introductory probability books [Fel68].

Stochastic processes can describe an enormous amount of different phenomena. For illustration, a stochas-
tic process can be seen as a set of paths. Namely on an associated probability space (Ω,F ,P) each realization
ω ∈Ω of the process describes a path t → X t (ω) that this process follows. For a stochastic process, such a real-
ization could describe the price of a stock. Another stochastic process could describe the position of an atomic
particle along these paths. Or alternatively, for yet another different process a path could describe the number
of customers at a store.

For every process {X t , t ∈ [0,∞)} we can describe the distribution P(X t = ·) of the process at every time t.
This distribution can change over time or remain constant. A specific case of a process for which the distribu-
tion does not change is a stationary process. A stationary process has the property that for a set of timestamps
t1, t2, ...tn ∈ [0,∞) with n ∈N we have that the cumulative distribution function FX of (X t )t≥0 is time invariant,
meaning FX (xt1 , xt2 , ..., xtn ) = FX (xt1+τ, xt2+τ, ..., xtn+τ) for all τ ∈ [0,∞). An example of such a process would be
Brownian motion. Note that this is something different than having a constant distribution, for example we
could create a process with a constant distribution in the following way: If one were to do an infinite amount
of independent coin tosses Y0,Y1,Y2, ... (with P(Yi = 1)) = P(Yi = −1)) = 1

2 ) and create a stochastic process
{X t , t ≥ 0} which is equal to the outcome of these tosses such that X t = Yn for t ∈ [n,n +1), then for every t ≥ 0
we have that the distribution of X t is the same (So for all s, t ∈ [0,∞) we have thatP(X t = 1) =P(Xs = 1) =P(X t =
−1) = P(Xs = −1)). Such a process would have a constant distribution but would not be a stationary process
since FX (x0.2, x0.8) 6= FX (x0.7, x1.3) due to X0.2, X0.8 always being equal to each other and X0.7, X1.3 possible being
unequal to each other.

A lot of processes, in reality, are not stationary, this can be because we have information about the initial
state of such processes which we can use to make a better prediction when not a lot of time has elapsed. For
example, if we were to create a process that is the average of the coin-tossing process so Zt = 1

btc+1

∑btc
n=0 Yn .

The distribution of this process is not constant and will change over time, this can specifically be seen by the
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8 2. Preliminary theory

fact that the range of this variable is constantly changing. However, this specific non-stationary distribution is
converging to something, namely, it will converge to the constant 0 in distribution by the law of large numbers.
In another example, we could look at the position of an air molecule in a room. If we let this molecule start in
the centre of the room we know that after a nanosecond, its positional distribution has not changed much and
that the particle is likely still somewhere in the centre of the room. However, assuming that the room is perfectly
isolated and that there are no sources of heat in this room, if we were to examine the room after a couple of
hours, then its initial position has a negligible influence on its current position and we can safely assume that
it is equally likely to be anywhere in the room. With this particular process, we have that the distribution of the
position of the particle has converged towards a uniform distribution across the room.

These two examples both have a property that we shall refer to as ergodicity.

Definition 2.1.2 (Ergodicity). Let {X t , t ≥ 0} be a stochastic process defined on the probability space (Ω,F ,P)
and measurable space (Y ,Y ). Define the total variation norm for measures by ||π(·)||T V := supA∈F |π(A)|. The
stochastic process is said to be ergodic if there is a measure ν on the same probability space such that for all x ∈ Y
we have that

lim
t→∞ ||P (X t ∈ ·|X0 = x)−ν(·)||T V = 0.

Ergodicity has different definitions depending on the context. For our purposes we will refer to this measure
ν as the stationary measure of {X t , t ≥ 0}. This definition of ergodicity automatically implies that for every x ∈ Y
such that X0 = x we have that X t converges in distribution to this distribution π as t → ∞. This property is
very important as it is one of the key reasons why algorithms using these processes such as the Zig-Zag process
work in approximating distributions. Specifically, it has been shown that for some assumption on the potential
U that the Zig-Zag process is an ergodic process [BRZ19].

When it comes to MCMC algorithms one important property of these stochastic processes is that they are
memoryless. This means that if one would have a stochastic process {X t , t ∈ [0,∞)}where the path of the pro-
cess is known up to a time T ∈ [0,∞) (So the exact value of X t is known for t ∈ [0,T ]) then the only value of
the set {X t , t ∈ [0,T ]} that is relevant to predict anything about the future of this process is the value at t = T .
Using the value of XT gives us as much information about the future of the process as did the information of
the values of this process on the interval [0,T ]. This property of a stochastic process to be memoryless is called
the Markov property. A process with this property is called a Markov process. Specifically, we have that the
Zig-Zag process is a Markov process.

Definition 2.1.3 (Markov property). Let {X t , t ∈ [0,∞)} be a stochastic process with corresponding probabil-
ity space (Ω,F ,P) and measurable space (Y ,Y ). Furthermore, define the filtration generated by FT := {X t , t ∈
[0,T )}. We say that {X t , t ∈ [0,∞)} has the Markov property if for all S ∈Y , s ≥ t ≥ 0 we have that

P (X t ∈ S|Fs ) = P (X t ∈ S|Xs ).

The Markov property allows us to describe the process in terms of its infinitesimal evolutions, that is we
only need to characterize the possible evolution of the process on a tiny interval in order to describe how it will
grow over time. This gives rise to the idea to describe the process using semigroups which we will describe in
section 2.3. But before we can get there we need to first understand the objects attached to the definition of
such a process which are the linear operators as will be described in the following section.

2.2. Operator theory
Describing the Zig-Zag process in terms of a Markov process stochastic process gives a lot of intuition as to
how such a process evolves over time, however, it is not the only way in which we can describe it. A different
approach to describe this process can be done using operator theory, which allows us to use the theorems and
mathematical frameworks from this field in order to get new insights about the process.

When we refer to the convergence of the process we need to be able to express in what sense they are
converging and what we mean by this convergence. For this, we need the space in which we work to be a
Banach space. The definition of a Banach Space relies on the definition of a Cauchy sequence.

Definition 2.2.1 (Cauchy sequence). A sequence (x)∞n≥0 with values in a normed space X is called Cauchy if for
all ε> 0 there is an N ∈N such that for all m,n ≥ N we have that ||xn −xm || < ε.
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The elements of a Cauchy sequence get infinitesimally close to each other as you compare the elements
later in the sequence with each other. When these elements get very close one would expect that they would
converge to a common element. This property is called completeness and it is what makes a normed vector
space a Banach space.

Definition 2.2.2 (Banach space). A normed vector space (X , || · ||) is called a Banach space if and only if it is a
complete metric space, which means that for all Cauchy sequences (x)∞n≥0 ⊆ X we have that there is an x ∈ X such
that ||x −xn ||→ 0 as n →∞.

There are many different examples of Banach spaces, we list a few:

• All of the real numbers R with the norm being the absolute value function | · |. More general we can take

an n ∈N and look at Rn with the euclidean norm with x ∈Rn , ||x||2 := (
∑n

k=1 x2
i )

1
2 .

• The space of continuous functions f :Ω→ C on Ω = R or T denoted by C (Ω) together with the uniform
norm for f ∈C (Ω) defined by || f ||∞ := supx∈Ω | f (x)|.

• The space of k-times differentiable functions on Ω = R or T denoted by C k (Ω) with the norm || f || =
|| f ||∞+∑k

i=1 ||∂k f ||∞.

• The space of measurable functions with finite Lp -norm, where 1 ≤ p ≤∞ onΩ=R orT denoted by Lp (Ω)

which means that for functions f : Ω→ C the norm || f ||Lp (Ω) = (
∫
Ω | f (x)|p d x)

1
p is finite. For p =∞ we

have || f ||∞ = esssupx∈Ω | f (x)|.
• The previous example makes use of a standard Lebesgue measure. However, any other measure µ on

the measurable space (Ω,Σ) would also work. In later sections we will work with functions f :Ω→ C for

which the norm || f || := (
∫
Ω | f (x)|p dµ(x))

1
p is finite. We denote this space by Lp (Ω,µ).

C (T), C 1(T), Lp (T,µ) as given in the examples above will be useful for our analysis of the Zig-Zag process.
For a function f : [−π,π] → C to be part of C (T) we need to have f (π) = f (−π) likewise for it to be part of
C 1(T) we need that ∂x f (π) = ∂x f (−π). When checking that a function f : [−π,π] → C is differentiable extra
care should be taken that it is periodic at the boundaries as well. For example, if we take g ∈ C∞([−π,π]) and
define f = ∫ x

−π g (x)d x then f ∈ C∞([−π,π]) however f ∉ C∞(T), moreover it is not even in f ∈ C (T) unless∫ π
−π g (x)d x = 0 as otherwise we do not have the continuity f (π) = f (−π).

We also need to have some extra structure/an extension to this Lp (T,µ) space by allowing the functions
in this space to be differentiable. However, if we were to use the traditional definition of differentiability then
it becomes harder to construct a useful Banach Space with the Lp (T,µ) norm. Moreover, it removes a lot of
functions which we would still like to examine, for example, the function |x| is almost fully differentiable on T
except at the points x = 0,π,−π and would therefore not be considered a differentiable function. In order to
extend this definition of differentiability to include more "almost differentiable" functions, a weaker definition
of differentiability is introduced inspired by the integration by parts formula.

Definition 2.2.3 (Weak derivative). TakeΩ⊂R orΩ=T, k ∈N if f , g k ∈ L1
loc(Ω), we say that g k is the k-th weak

derivative of f if for all φ ∈C∞
c (Ω) we have that:∫

Ω
f (x)∂k

xφ(x)d x = (−1)k
∫
Ω

g (x)φ(x)d x.

We denote these weak derivatives as ∂k
x f := g k .

The definition of the weak derivative uses the function space L1
loc(Ω). This vector space is defined as the

set of measurable functions where each function f ∈ L1
loc(Ω) we have that for each compact set K ⊂ Ω that

f |K ∈ L1(K ) where we mean with f |K the restriction of f on the set K . The definition of the weak derivative
also makes use of C∞

c (Ω) which is the set of functions which are infinitely often differentiable and have finite
support. That is for f ∈C∞

c (Ω), we have that for each k ∈N that ∂k
x f ∈C (Ω) and that there is a compact subset

K ⊂ Ω such that f (x) = 0 for x ∈ Ω \ K . In particular for Ω = T the requirement in the weak derivative for
f , g k ∈ L1

loc(T) is the same as f , g k ∈ L1(T) and φ ∈C∞
c (T) is the same as φ ∈C∞(T) due to the compactness of

T.
The definition of the weak derivative then gives us the ability to construct a Banach space of functions in

Lp (T,µ) that are weakly differentiable. These spaces are referred to as Sobolev spaces.
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Definition 2.2.4 (Sobolev space). Let (Ω,Σ,µ) be a measure space with Ω ⊂ R or Ω = T, k ∈ N, and 1 ≤ p ≤∞.
The Sobolev space W k,p (Ω,µ) consists out of the of functions f ∈ Lp (Ω,µ) such that for all integer 1 ≤ i ≤ k the
weak derivative ∂k

x f exists and ∂k
x f ∈ Lp (Ω,µ). Moreover, we can define the Sobolev norm

|| f ||W k,p (Ω,µ) = (|| f ||pLp (Ω,µ) +
k∑

i=1
||∂k

x f ||Lp (Ω,µ))
1
p .

Then we define the Sobolev space to be the Banach space (W k,p (Ω,µ), || · ||W k,p (Ω,µ)).

The Sobolev space has an interesting property on a space likeT in that for a function f ∈W 1,p (T,µ) with p ∈
(1,∞] the weak differentiability and the integrability of the weak derivative implies that function is continuous
f ∈C (T) (Theorem 6.2 of [HR08]). Moreover, the space that these functions end up in is even a bit more regular
than the set of continuous function. Specifically we have that f ∈C 0,α(T),α= 1− 1

p which is the space of hölder

continuous functions. That is the set of functions such that supx,y∈T
| f (x)− f (y)|

|x−y | <∞. In particular we have that
for p = ∞ the set of hölder continuous functions coincides with the set of Lipschitz functions. Moreover, it
turns out that the sets are equal W 1,∞(T) =C 0,1(T) (In the sense that there is always an element in one set that
is almost everywhere equal to the other). A similar statement holds for p = 2 with W 1,2(T) = { f ∈ C (T) : ∂x f ∈
L2(T)} (Again with equality meaning that the functions of one set are almost everywhere equal to functions in
the other set).

We have now introduced the functions that will be relevant for our analysis. Next, we will introduce bounded
operators which are linear functions on Banach spaces which are continuous.

Definition 2.2.5 (Bounded operator). Let X ,Y be Banach spaces. An operator T : X → Y is called bounded if
there is a constant C ≥ 0 such that for all x ∈ X we have that ||T x||Y ≤C ||x||X . The smallest C for which this holds
is called the operator norm denoted by ||T || := supx∈X

||T x||Y
||x||X . Sometimes for clarity this is denoted as ||T ||X→Y or

||T ||X if X = Y .

It is possible to see that bounded operators are continuous in the following way, namely if we have a se-
quence (x)∞n≥0 ⊆ X with limit x ∈ X such that ||x − xn ||X → 0 then we have that ||T x −T xn ||Y = ||T (x − xn)||Y ≤
||T ||||x−xn ||X → 0. So we have ||T x−T xn ||→ 0. In fact the bounded operators are exactly the continuous linear
functions on Banach spaces. There are many examples of bounded operators such as the following:

• Take n ∈N, if we take a matrix A ∈ Rn×n and define it on the Banach space X = (Rn , || · ||p ) then we have
that A : X → X is a bounded operator and the operator norm coincides with the matrix norm ||A||p .

• Take Ω = R or T and a multiplier m ∈ L∞(Ω). We can define the multiplication operator Tm : Lp (Ω) →
Lp (Ω) by setting for f ∈ Lp (Ω), T f := m f . It can be seen that Tm is bounded ||Tm f ||Lp (Ω) = (

∫
Ω |m(x) f (x)|p d x)

1
p ≤

(
∫
Ω ||m||pL∞(Ω)| f (x)|p d x)

1
p = ||m||L∞(Ω)(

∫
Ω | f (x)|p d x)

1
p = ||m||L∞(Ω)|| f ||L∞(Ω). Where we see that ||Tm ||Lp (Ω) ≤

||m||L∞(Ω).

• Take 1 ≤ p ≤∞, define the operator T : Lp (T) → C by T f = ∫
T f d x. We then have that |T f | = |∫T f d x| ≤∫

T | f |d x
Hölder’s inequality≤ || f ||Lp (T)||1||Lq (T), where q is defined through 1 = 1

p + 1
q . We can then see that

||T ||Lp (T)→C ≤ ||1||Lq (T).

• Take Ω = R or T, the derivation operator D : C 1(Ω) → C (Ω) is defined by for f ∈ C 1(Ω) by T f := ∂x f . It
can be seen that D is bounded namely ||D f ||C (Ω) = ||∂x f ||C (Ω) ≤ ||∂ f ||C (Ω)+|| f ||C (Ω) = || f ||C 1(Ω) Where we
see that ||D||C 1(Ω)→C (Ω) ≤ 1.

Another example of bounded operators are semigroups. These are essential to describing the convergence of
the Zig-Zag process and will be discussed in the next section.

A more general case of bounded operators are unbounded operators. Terminology can become confusing
here as every bounded operator is also an unbounded operator. However, there are unbounded operators
which are not bounded. For this reason, ’unbounded operators’ are often referred to as ’operators’.

Definition 2.2.6 (Unbounded operator). Let X ,Y be Banach spaces and Z ⊆ X be a linear subspace, furthermore
define an operator L : Z ⊆ X → Y . In this case Z is referred to as the domain of the operator and we denote it
by D(L ) := Z . An operator with such a domain is called an unbounded operator and is commonly denoted as a
pairing (D(L ),L ).
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The notation of an unbounded operator and the definition of the domain can often be confusing. For
example, we can have that D(L ) = W 1,2(Ω,µ) and X = L2(Ω,µ) and thus that L is defined on W 1,2(Ω,µ).
However, the norm that is used on the elements of the domain of L is not the norm of W 1,2(Ω,µ), but of
L2(Ω,µ). As an example we can look at the operator ∂x : Lp (T,µ) → Lp (T,µ), this operator can not be defined
on the general Lp (T,µ) space since many functions in this space do not have a well defined (weak) derivative.
However, if we define it as (W 1,p (Ω,µ),∂x ) the operator becomes well defined. The definition of an unbounded
operator is very general and in order to add some structure to the operators such that more can be said about
them the notion of densely defined and closed operators is introduced. Because of the general definition of the
unbounded operators, we often require some extra structure. This gives the following definitions:

Definition 2.2.7 (Closed operator). Let X ,Y be Banach spaces. The unbounded operator L f : D(L ) ⊆ X → Y is
called a closed operator if its graph {( f ,L f ), f ∈ D(L )} is closed in X×Y , which is equivalent to saying that D(L )
is a Banach space when combined with the graph norm defined for f ∈ D(L ) by || f ||G (L ) := || f ||X +||L f ||Y .

Definition 2.2.8 (Densely defined operator). Let X ,Y be Banach spaces. The unbounded operator L f : D(L ) ⊆
X → Y is said to be densely defined if the domain D(L ) is dense in X.

As a refresher for a set Z to be dense in a Banach space X , we require that for every x ∈ X there is a sequence
(xn)n≥1 ⊂ Z such that limn→∞ ||xn −x||X → 0. This way we have that densely defined unbounded operators are
almost completely defined on the full set of elements of X .

We illustrate these concepts with some examples.

• All of the bounded operators as defined by Definition 2.2.5 are closed when considering D(L ) = X and
they are densely defined operators because D(L ) = X .

• Take the Banach spaces X ,Y =C [0,1] and D(L ) =C 1[0,1]. Then define for f ∈ D(L ) the operator L f =
∂x f . We then see that || f ||G (L ) is equal to the || f ||C 1([0,1]) norm and thus that D(L ) with the graph norm
is a Banach space and thus by definition L is a closed operator. Furthermore, C 1[0,1] is dense in C [0,1]
(as can be seen by the Weierstrass approximation theorem). So (D(L ),L ) is a closed and densely defined
unbounded operator.

• Similar to the example above if we take X ,Y = Lp (Ω,µ) with D(L ) =W 1,p (Ω,µ) then the operator L f =
∂x f for f ∈ D(L ) is closed. Moreover, it is densely defined.

Densely defined operators are essential to defining the so-called adjoint operators. These adjoints can be
seen as a generalization of the transpose of a real-valued matrix. For this thesis, we will only be interested in
the definition of the adjoint on Hilbert spaces.

Definition 2.2.9 (Adjoint of an Unbounded operator defined on Hilbert spaces). Take H1, H2 to be Hilbert
spaces and take a densely defined unbounded operator L f : D(L ) ⊂ H1 → H2. We then define the set D(L ∗) ⊂
H2 to be the set of elements such that for a g ∈ D(L ∗) there is an h ∈ H1 such that for every f ∈ D(L ) we have

〈L f , g 〉H2 = 〈 f ,h〉H1 .

We then define the adjoint L ∗ : D(L ∗) ⊂ H2 → H1 of L by L ∗g := h.

The uniqueness of the elements h ∈ H1 such that L ∗g = h stems from the so-called Riesz representation
theorem (Theorem I.3.4 [Con97] ). Moreover, we have that the adjoint is closed and if L is closed we also have
that (L ∗)∗ = L . Apart from matrices (for matrices A ∈ Cn×n ,n ∈ N we have that for the elements Ai j for A

and A∗
i j for A∗ it holds that A∗

i j = A j i for all i , j ∈ {1,2, ...,n} ) we can also define for other operators on Hilbert

spaces such as ∂x from the previous examples defined with domain W 1,2(T). This operator has the adjoint such
that D(∂∗x ) = D(∂x ) and ∂∗x f =−∂x f . Adjoints are for example useful for analysing the so-called spectrum of an
operator which we will introduce later on in this section.

Next, we are introducing the concept of the resolvent and the spectrum of an operator. The resolvent can
be seen as the set of values where an operator is very well behaved in the sense that it is boundedly invertible.
For this reason, the resolvent is often referred to as the set of regular values.

Definition 2.2.10 (Boundedly invertible operator). An unbounded operator L f : D(L ) ⊂ X → Y is said to be
boundedly invertible if and only if there is a bounded operator U : Y → D(L ) ⊂ X such that for f ∈ Y we have
LU f = f and for g ∈ D(L ) we have that UL g = g . We denote this bounded inverse by L −1 :=U .

Equivalently assuming that (D(L , )L ) is a closed operator we have that an unbounded operator is said to be
boundedly invertible if and only if Ker(L ) = 0 and Ran(L ) = Y (Proposition 1.15 of [Con97]).
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Definition 2.2.11 (Resolvent set of an unbounded operator). The resolvent set ρ(L ) of an unbounded operator
L f : D(L ) ⊂ X → Y is defined by:

ρ(L ) = {γ ∈C : L −γI is a boundedly invertible operator }.

Where we denote I for the identity operator on D(L ) (so for f ∈ D(L ) we have I f = f ). We denote L −γI as
L −γ. Moreover, we refer to (L −λ)−1 as the resolvent of L at γ ∈ ρ(L ) often denoted by R(γ,L ).

In particular if L : D(L ) ⊂ X → Y is a closed operator we will get that γ ∈ ρ(L ) if and only if KerL −γ= 0
and RanL −γ = D(L ). We can then see that specifically the eigenvalues of an operator are not part of the
resolvent.

Definition 2.2.12 (Eigenvalues and eigenvectors of an unbounded operator). Let X ,Y be Banach spaces and
L f : D(L ) ⊂ X → Y be an unbounded operator. We call f ∈ D(L ) an eigenvector if f 6= 0 and there is an γ ∈ C
such that L f = γ f . γ is called an eigenvalue of the unbounded operator and we denote the set of all eigenvalues
by σp (L ). This set is often referred to as the point spectrum.

Note that an eigenvector must be in X and Y . So if the set of element X ,Y have an empty intersection there
can not be any eigenvalues/eigenvectors. So we see that σp (L ) ⊂ C \ρ(L ). However, unlike with matrices we
in general do not have that C\ρ ⊂σp (L ). The full set of all the γ ∈Cwhich are not in the resolvent set is called
the spectrum.

Definition 2.2.13 (The spectrum of an unbounded operator). The spectrum σ(L ) of an unbounded operator
L f : D(L ) ⊂ X → Y is defined by:

σ(L ) :=C\ρ(L ).

So in particular we see σp (L ) ⊂ σ(L ). For general unbounded operators, there are many different parts
of the spectrum that are classified for different (technical) reasons such as the continuous, residual, absolutely
continuous, essential, discrete, compression, peripheral, singular, and approximate spectrum. Many of these
definitions overlap for some points in the spectrum and for some such as the essential spectrum the definition
differs between authors. For our purposes, we are mainly interested in the point spectrum/eigenvalues. The
reason for this is because of a special class of operators for which the spectrum is almost entirely equal to this
spectrum with the exception of γ= 0. This specific class of bounded operators are the compact operators which
act more similar to how matrices work. In fact, all finite-dimensional operators are compact operators.

Definition 2.2.14 (Compact operator). Let X ,Y be Banach spaces. An operator T : X → Y is called a compact
operator if for every bounded sequence (xn)n≥1 ⊂ X we have that the sequence (T xn)n≥1 contains a convergent
subsequence.

The spectrum of a compact operator L is countable and each non-zero γ ∈ σ(L ) is an eigenvalue (γ ∈
σp (L )) of finite algebraic multiplicity (Theorem 7.6 of [Con97]), which in particular means that dimKerL−λ<
∞. Furthermore, the only possible accumulation point of the spectrum is 0. A couple of examples of compact
operators are:

• Finite-dimensional matrices A ∈ CN×N , N ∈ N defined on any of the finite-dimensional norms. Their
eigenvalues correspond to the roots of the polynomial p(γ) := det(A−γ). The amount of eigenvalues of a
matrix is at most equal to N .

• The resolvents (∂x −γ)−1 of the derivative operator ∂x : W 1,2(T) ⊂ L2(T) → L2(T) is compact, this causes
the spectrum of ∂x to consist purely out of eigenvalues given by iZ= {i n : n ∈Z}.

The last example (W 1,2(T),∂x ) is an operator that has a compact resolvent. This means that for all γ ∈ ρ(∂x )
we have that (∂x −γ)−1 is compact. Interestingly if we have that for one γ the resolvent is compact that it then
automatically follows that all of the elements are compact. This is because of the resolvent identity which holds
for all γ,β ∈ ρ(L ):

(L −γ)−1 − (L −β)−1 = (γ−β)(L −γ)−1(L −β)−1.

Moreover, if T : X → Y is a bounded operator and K : Y → Z is a compact operator then K T is compact as well
furthermore the sum of compact operators is again compact, so by rearranging the resolvent identity it can be
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seen that it is enough to prove that one element of the resolvent gives a compact operator in order to prove that
all of the elements of the resolvent are compact.

Another example of compact operators are Hilbert-Schmidt operators which are special operators defined
on a Hilbert Schmidt space.

Definition 2.2.15 (Hilbert-Schmidt operator). For two Hilbert spaces H1, H2, an operator T : H1 → H2 is Hilbert-
Schmidt if for some (equivalently every) orthonormal basis (hn)n≥1 of H we have that the Hilbert-Schmidt norm
||T ||HS =∑

n≥1 ||T hn ||H is finite.

Hilbert-Schmidt operators are compact [Con97] and have the property ||T ||2 ≤ ||T ||HS , where ||T ||2 is the
operator norm as in Definition 2.2.5. For every Hilbert-Schmidt operator T : H1 → H2 defined on two sigma-
finite spaces H1 = (X1,B1,µ1), H2 = (X2,B2,µ2) there is a kernel function k ∈ L2(X1×X2,B1×B2,µ1×µ2) such
that for every f ∈ H1 we have that T f (x) = ∫

X2
k(x, y) f (y)dµ2(y)µ2a.e. ( Proposition 3.3.5 [Sun16] ). More-

over, the adjoint T ∗ has a similar expression T ∗ f (x) = ∫
X1

k(y, x) f (y)dµ1(y)µ1a.e.. Therefore the associated

kernel of T ∗ is k(y, x) Furthermore, we have ||T ||HS = ||T ∗||HS = ||k||2
L2(X1×X2,µ1×µ2)

and ||T ||HS = ∑
n≥0 sn(T ),

where sn(T ) are the singular values of T [Sun16]. These singular values correspond to the eigenvalues of
p

T ∗T
counted with multiplicity.

To illustrate this, an example of a Hilbert-Schmidt operator is the Volterra operator T f (t ) = ∫ t
0 f (s)d s with

f ∈ L2([0,1]). For this operator, it can be seen that the kernel is defined such that k(t , s) = 1s<t . We then cal-
culate the Hilbert-Schmidt norm using the formula for the kernel ||T ||2HS = ||k||2[0,1]×[0,1] = 0.5. Moreover, the

eigenvalues of
p

T ∗T are γn = 2
(2n+1)π , n ≥ 0, [Thi16]. We can then confirm that

∑∞
n=0γ

2
n =∑∞

n=0
4

(2n+1)2π2 = 0.5.

Moreover, the norm of the operator as Definition 2.2.5 is ||T ||22 = 4
π2 ≈ 0.4053. The quality of the approximation

||T ||HS ≤ ||T ||2 depends on the distribution of the eigenvalues. Namely we have that ||T || = γ0 so the difference
is ||T ||HS −||T ||2 =∑∞

n=1γ
2
n =∑∞

n=1
4

(2n+1)2π2 .
The approximation given by the Hilbert-Schmidt norm will be of use to us when creating lower bounds on

the spectral gap of the generator of the Zig-Zag process. The generator is a component of the Semigroups as we
will define in the following section.

2.3. Semigroups
One of our main interests is to describe the convergence properties of the Zig-Zag process. Because of the
Markov property of the Zig-Zag process we can describe the evolution of the process in terms of a so-called
strongly continuous semigroup (or C0 semigroups) and its generator. These semigroups are sets of bounded
operators {T (t ) : X → X , t ≥ 0} that describe the evolution of a system. To each Markov process, we can asso-
ciate a semigroup. This object can be used to give a precise definition for the convergence of functions on the
stochastic process. They are not unique to just the analysis of stochastic processes like the Zig-Zag process but
are used for a wide range of partial differential equations. An extensive description of semigroups can be found
in [EN00]. In this section, we will introduce basic notions related to semigroups that we will refer to in later
sections. First, we introduce the definition of a strongly continuous semigroup.

Definition 2.3.1 (Strongly continuous semigroup). Let (X , || · ||) be a Banach space. A family of bounded oper-
ators {T (t ) : X → X , t ≥ 0} is called a strongly continuous semigroup if and only if all of the following properties
hold:

1. T (0) = I ,

2. For all t , s ≥ 0 : T (t )T (s) = T (s + t ) (Semigroup property),

3. For all f ∈ X we have ||T (t ) f − f ||→ 0 as t ↓ 0.

There are numerous examples of strongly continuous semigroups:

• The translation semigroup defined for f ∈ Lp (R) with 1 ≤ p <∞ by T (t ) f := f (x + t ) .

• The multiplication semigroup defined for f ∈ C0(R) := { f : f is continuous and limx→±∞ f (x) = 0} by
T (t ) f = emt f where m ∈C0(R).

• The heat semigroup defined for f ∈ L2(Rd ), with d ∈N, by (Kt ∗ f )(s) := (4πt )−
d
2
∫
Rd e−

|s−r |2
4t f (r )dr .
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Due to the semigroup property it can be seen that a strongly continuous semigroup {T (t ) : X → X , t ≥ 0} can
be fully defined if for a γ > 0 the operators {T (t ) : t ∈ [0,γ]} are known. Specifically, we could take the limit
of γ→ 0 in such a way that the information about the full group is still preserved. We do this by associating
to every strongly continuous semigroup an infinitesimal operator L with a domain D(L ) that describes the
infinitesimal evolution of the semigroup.

Definition 2.3.2 (Domain and infinitesimal generator). We define the domain D(L ) of the infinitesimal gener-
ator of a strongly continuous semigroup {T (t ) : X → X , t ≥ 0} by all the functions f ∈ X such that

lim
t→0+

||T (t ) f − f

t
||

exists in X.
We then define the infinitesimal generator L : D(T ) → X of T by

L f := lim
t→0+

T (t ) f − f

t
.

We often say that an unbounded generator generates a strongly continuous semigroup if it associated to
as an infinitesimal generator to it. Returning to our examples we can associate the following infinitesimal
generators:

• For the translation semigroup it turns out that D(L ) =W 1,p (R) and for f ∈ D(L ) we have L f = f ′.

• Corresponding to the multiplication semigroup we have that D(L ) = { f : m f ∈C0(R)}, L f = m f where
m ∈C0(R).

• Connected to the heat semigroup there is the corresponding generator D(L ) =W 2,2(Rd ) and L f =∆ f .

For our analysis, the generator will be our main interest. It describes the infinitesimal evolution of our
semigroup for f ∈ D(L ). The generator for our process arises because of the Markov property. To illustrate
the meaning of the generator further we give an example. If we assume that the generator is a matrix-operator

A ∈Rn×n we can define y(t ) = e t A y(0), where e t A =∑∞
k=0

(At )k f
k ! . This maps every initial value vector y(0) ∈Rn to

a vector y(t ) ∈Rn such that y ′(t ) = Ay(t ) holds for all t ≥ 0. This relationship also holds for general generators,
namely for all t ≥ 0 and for all f ∈ D(L ) we have the relationship

d

d t
T (t ) f =L T (t ) f .

(Where the limit is to be taken in the corresponding Banach space d
d t T (t ) f := limh→0

T (t+h) f −T (t )
h ). In general

T (t ) can be seen as a mapping that maps an initial value f to the solution of equation d
d t f (t ) =L f (t ).

For generators which are bounded operators B ∈ B(X ) we have the following connection using functional

calculus T (t ) f = e tB f =∑∞
k=0

(B t )k f
k ! , which shows a more general connection to the exponential function. Us-

ing the boundedness of B we can examine the behaviour of the norm of T (t ) f , namely we can find an expo-

nential bound ||T (t ) f || = ||∑∞
k=0

B k t k

k ! f || ≤ ∑∞
k=0

||B ||k t k

k ! || f || = e ||B ||t || f ||. Which implies that ||T (t )|| ≤ e ||B ||t . It
turns out that such an exponential bound also exists for general semigroups where B is not bounded.

Proposition 2.3.3 (Exponential bound). For a semigroup {T (t ), t ≥ 0} we have that there are constants M ≥ 1
and ω ∈R such that

||T (t )|| ≤ Meωt .

Proof. A proof of this can be found in [EN00] (Chapter 1 Proposition 5.5).

This bound is somewhat different from the bound defined by e ||B ||t apart from that it also holds for semi-
groups which are defined on an infinite-dimensional Banach space. First, there is a constant M introduced next
to the exponential, secondly, we have that the proposition states that ω ∈ R, note that we could have equiva-
lently written down thatω ∈R+ but the main reason for writing the bound like this, is because it can be possible
for certain semigroups that ω < 0. However, if we want to find such ω for certain semigroups, we will have to
have that M > 1. A semigroup that has M = 1,ω < 0 is called a coercive semigroup and a semigroup that has
such a bound with ω< 0 only if M > 1 is called a hypocoercive semigroup. More explanation surrounding the
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background of hypocoercive semigroups can be found in section 2 of [Hér17] and section 3 of [Vil06]. The same
issue also holds for the Zig-Zag process and other PDMPs [And+19].

As an example we can construct such a hypocoercive estimate in the case of generator being a diagonalize
matrix A ∈ Rn×n meaning A = PΛP−1. With Λ being a diagonal matrix of eigenvalues of A generating a semi-

group T (t )t≥0. Denote s(A) := −max1≤i≤n Reλi . Take y(0) ∈ Rn , we then get ||T (t )y(0)|| = ||∑∞
k=0

Ak t k

k ! y(0)|| =
||P ∑∞

k=0
Λk t k

k ! P−1 y(0)|| ≤ ||P ||·||∑∞
k=0

Λk t k

k ! ||·||P−1 y(0)|| ≤ ||P ||·||P−1||·||y(0)||e−s(A)t . Which implies that ||T (t )|| ≤
||P || · ||P−1||e−s(A)t . This in particular gives us M = ||P || · ||P−1|| and ω = −s(A). This can be a much more use-
ful bound than e ||B ||t since the spectral radius is always smaller than the norm of an operator. And ω can even
become negative if we have that s(A) > 0. Which would shows that the solutions will decay towards 0 at an expo-
nential rate. This makes s(A) an important quantity and we can generalize its definition to infinite-dimensional
Banach spaces.

Definition 2.3.4 (Spectral gap). Consider an unbounded operator L : Y ⊆ X → X , we define its spectral gap by:

s(L ) :=−sup{Re γ : γ ∈σp (L )} \ {0}.

Where σp (L ) is the set of eigenvalues/the point spectrum of L as defined in Definition 2.2.12.

This spectral gap will be of major importance in the further sections concerning convergence properties
of the Zig-Zag process. Another specific pairing of the bound in Proposition 2.3.3 is the bound with M = 1,
ω= 0. The bound would then look like ||T (t )|| ≤ 1 which are referred to as contraction semigroups. For this, the
following definition is of use.

Definition 2.3.5 (Dissipative operator). Let X be Banach spaces with the unbounded operator L f : D(L ) ⊂
X → X . We say that (D(L ),L ) is dissipative if and only if we have for all γ> 0 and f ∈ Y that

||(λ−L ) f ||X ≥ γ|| f ||X .

It holds that if an operator is closed, dissipative and the range (L −γ) is dense in X for some γ > 0 that
such an operator generates a strongly continuous contraction semigroup which is called the Lumer-Phillips
Theorem (see Theorem 3.15 of [EN00]). This will be useful to prove that an operator L generates a strongly
continuous semigroup. A convenient way of proving that an operator is dissipative makes use of a duality set.
The duality set J (x) for an element x ∈ X is defined by

J (x) = {x∗ ∈ X ∗ : 〈x, x∗〉 = ||x||2X = ||x∗||2X }. (2.1)

The duality set J (x) is always non-empty as a consequence of the Hahn-Banach Theorem. For example, if X is
a Hilbert space we have by the Riesz Representation Theorem that J (x) = {x}. We can then prove dissipativity
through showing that for every x ∈ D(L ) we have that there is an element from the duality set x∗ ∈J (x) such
that Re〈x, x∗〉 ≤ 0. Then Proposition 3.23 from [EN00] gives us that L is dissipative. They show that this can
be seen as ||γx −L x||X ≥ |〈γx −L x, x∗〉| ≥ Re〈γx −L x, x∗〉 ≥ γ||x||X . Where the first inequality follows since
for every element x ∈ X we have ||x||X = supx∗∈X ∗,||x∗||X∗≤1 |〈x, x∗〉|. The second inequality is a simple property
of complex numbers and the third property uses the assumption that Re〈x, x∗〉 ≤ 0. We will refer back to this
duality set multiple times throughout the thesis.

Now that we have the mathematical background of the analysis of the generator associated with the Zig-Zag
process we would like to more properly introduce the concept of how MC MC algorithms work and how the
Zig-Zag process is defined which we will do in the following two sections.

2.4. MCMC algorithms
Let d ≥ 1 andΩ=Rd orTd . Often in various applications we would want to calculate integrals like the following

E[ f (X )] =
∫
Ω

f (x)dµ(x).

Where µ is a given probability distribution on Ω. One way in which we could approximate this integral is by
creating random variables X 1, X 2, ...X n for some n ∈ N which are independent and have as their probability
distribution µ. If we then assume that Var( f ) <∞ (or

∫
Ω( f (x)−E[ f (x)])2dµ(x) <∞) we can make use of the law

of large numbers. The law of large numbers states that if we have a set of independent variables coming from
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the same distribution that have finite variance that the average of those variables converges in probability to
the expectation of the variables.

1

n

n∑
i=1

f (X i )
P−→

∫
Ω

f (x)dµ(x). (2.2)

Note that we have introduced earlier that we are using the Hilbert space L2(T,µ). We use this space as these are
exactly the functions for which the variance is finite, moreover the use of Hilbert spaces is convenient as there
are a lot of convenient properties to them for which many theorems exist. By approaching the approximation
of integrals through formula (2.2) it becomes possible to calculate various types of integrals for a large class
of functions. However, the convergence of this method can be slow especially for functions and probability
measures in higher dimensions. Moreover, when µ is a complicated distribution we are not easily able to create
the random variables X 1, X 2, ...X n . Instead, we will create random variables which have approximately these
distributions.

One way of doing this is by creating independent Markov processes (X 1
t )t≥0, (X 2

t )t≥0, ...(X n
t )t≥0 which are

ergodic and have as their stationary measure µ as described in Definition 2.1.3 and 2.1.2. Then if we simulate
these processes correctly they can converge in distribution to the desired target distribution µ such that the
approach of formula (2.2) can work.

However, as mentioned before the convergence of the law of large numbers in this way can be very slow.
So for our current construct to work we will have to make n very large which would mean that we would have
to simulate a lot of processes (X 1

t )t≥0, (X 2
t )t≥0, ...(X n

t )t≥0, creating so many independent processes is in general
computationally expensive. However, because of the Markov property, it turns out that it is possible for some
Markov processes to make this approximation using only a single one of these stochastic processes (X t )t≥0. For
these processes, the following convergence in distribution holds by taking a positive real number b > 0.

lim
N→∞

1p
N

(
N∑

k=1
f (Xbk )−E[ f (X )])

d→ N (0,σ2
b, f ). (2.3)

Where we have σ2
b, f = τVarµ( f ) and τ = ∑∞

i=0 corr(X0, Xbi ) and on the right-hand side is a normal distribution

with variance σ2
b, f . A more detailed description of how this convergence is established and what properties for

the Markov process allows this can be found in various MCMC literature (for example in section 5 of [RR04]).

This way it can be seen that the convergence rate towards the average in (2.2) is proceeding with rate
σ2

b, fp
N

.

To get a better view of how fast the process converges explicitly, we could analyse σ2
b, f and specifically, we will

examine the case when b → 0. Which would change the summation of formula (2.3) into an integral in the
time variable. Assuming that X (0) is distributed according to the target measure µ, we then have under certain
conditions that the following central limit theorem holds:

lim
T→∞

1p
T

∫ T

0
f (X t )−E[ f (X )]d t

d→ N (0,σ2
f ). (2.4)

Here σ2
f is called the asymptotic variance and we have convergence to a normal distribution with its variance

equal to σ2
f . This is also practical use as it shows that we can make b arbitrarily small and still have that our

estimation for the integral E[ f (X )] converges. Moreover, we can use this asymptotic variance to give an estimate
of how fast the calculation of the integrals/expectations will be.

A specific Markov process (X t )t≥0 for which all of these properties hold is the Zig-Zag process.

2.5. PDMPs and the Zig-Zag process
In recent years, there have been a significant amount of developments and interest towards Piecewise Deter-
ministic Markov Processes (PDMPs) within the MCMC field. Namely, because these processes promise lower
computational costs and faster convergence due to a property called non-reversibility [SGS12] [HHS93].

Definition 2.5.1 (Time reversibility). Assume a process (X t )t≥0 has a stationary distribution. This means that X t

has a distribution ν such that if X0 is distributed according to ν that the distribution of X t does not change over
time (which for the Zig-Zag process by implies that the stationary distribution is equal to the distribution ν in
2.1.2). Moreover, if we then extend the process to the whole number line {X t , t ∈R}, then (X t )t≥0 is time reversible
if the distribution of the process {X t , t ∈R}is the same as {X−t , t ∈R}.
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An example of a reversible process is the Metropolis-Hastings algorithm which is a well-known MCMC
algorithm that is used for similar purposes such as the Zig-Zag algorithm for sampling from complicated high-
dimensional distributions. It has been shown that such an algorithm has been outperformed in its asymptotic
variance [SGS12] (as described surrounding formula (2.4)) and convergence to equilibrium [HHS93] (as de-
scribed in Definition 2.1.2) by non-reversible Markov chains.

PDMPs are defined by deterministic dynamics with an underlying stochastic process. Different non-reversible
PDMPs have been defined such as the Boomerang Sampler [Bie+20], and more important to our discussion the
Bouncy Particle Sampler (BPS) [BVD18] and the Zig-Zag sampler [BFR19]. The Bouncy Particle Sampler has
many properties in common with the Zig-Zag sampler, this is because the processes come from the same pro-
cess which is a variant of the telegraph process [Kac51].

Let d ∈N, Ω=Td or Ω= Rd , and define the potential function U :Ω→ R. Assuming that
∫
Ω e−U (x) d x <∞,

the Zig-Zag algorithm is used to sample from the target measure µ defined for A ∈B(Ω) by µ(A) = ∫
A e−U (x) d x.

Furthermore, we will define the product measure ν(A×{θ}) =µ(A) for θ ∈ {1,−1} and A ∈Ω. It can be shown that
under various assumptions that the Zig-Zag process is ergodic and that it has the stationary distribution with
measure ν [BRZ19]. Moreover, this measure can be normalized such that it becomes a probability distribution.

Lastly, in order to define the Zig-Zag process we make use of an inhomogeneous Poisson processes. An
inhomogeneous Poisson process with switching rate λ is a stochastic process (X t )t≥0 such that for any two

timestamps a,b ∈ [0,∞) with b > a we have that Xb −Xa is distributed according to Poisson(
∫ b

a λ(s)d s). Where
we have that the distribution Poisson(γ) is a discrete distribution with probability mass function P(Y = n) =
γk e−γ

k ! with n ∈N∪ {0} (where Y is distributed according to the Poisson distribution with parameter γ).
The Zig-Zag process is defined in terms of two processes (X t ,Θt )t≥0, where (Θt )t≥0 is the velocity pro-

cess and (X t )t≥0 is the positional process. The positional component is fully defined in terms of the veloc-
ity component by X t := X0 +

∫ t
0 Θs d s. Where we will have that Θt ∈ {+1,−1}d and X t ∈ Ω. The velocity pro-

cess will be updated coordinate wise based on the inhomogeneous Poisson processes with switching rates
λi (x,θ) := (θ∂xi U (x))+ +λ0(x) with (x)+ := max(x,0). When an update for the j-th component triggers the
corresponding component of the velocity process will flip, meaning we will have that the new velocity will be
defined by:

(F jΘ)i :=
{
Θi if i 6= j ,

−Θi if i = j .

So the process can be constructed as follows assuming the initial positions X0 and Θ0 are given then for i ∈N
we have:

• Define ξi (t ) := X i−1 + tΘi−1.

• For j ∈ {1,2, ...,d}, we define τi
j to be distributed independently according to

P(τi
j ≥ t ) = exp(−

∫ t

0
λi (ξi (s),Θi−1)d s).

• Then we define k := argmin j∈{1,2,...d}τ
i
j .

• Let T i := T i−1 +τi
k .

• Then we define X i := ξi (T i ).

• Finally we haveΘi := FkΘ
i−1.

Then the final process can be created for all time t ≥ 0 by

(X (t ),Θ(t )) := (X i +Θi (t −T i ),Θi ), for t ∈ [T i ,T i+1), i ∈N∪ {0}.

In recent years there has been extensive research done towards the Zig-Zag process because of its promising
properties. It has been shown that under certain assumptions that the Zig-Zag process is exponentially ergodic
[BRZ19], which means that there is a function f : Ω× {+1,−1} → R+ and a constant c > 0 such that ∀(x,θ) ∈
Ω× {+1,−1} we have that for t ≥ 0

||P ((X t ,Θt ) ∈ ·|(X0,Θ0) = (x,θ))−µ(·)||T V ≤ f (x,θ)e−ct .
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Which in particular show that the Zig-Zag process is ergodic as in Definition 2.1.2. Furthermore, under certain
assumptions on the potential and refreshment rate we have that a central limit theorem holds: If we have
examine the case Ω = R and if (X0,Θ0) is distributed according to the stationary distribution [BD17] then we
have the central limit theorem holds as described in the previous section

lim
T→∞

1p
T

∫ T

0
f (X t )−E[ f (X )]d t

d→ N (0,σ f ).

Moreover, for the the asymptotic variance has a concrete formula for specific class of functions g given by

σ2
g = 2

∫
R

(|U ′(x)|+2λ0)ψ(x)2dµ(x) (2.5)

where ψ = 1
2 (φ(x,−1)−φ(x,1)) and φ is defined through Lφ = E[g ]− g . Furthermore, it has been shown in

[LW21] and [And+19] that for Ω = Rd that the Zig-Zag process is hypocoercive, which means that the Zig-Zag
process converges exponentially in L2(Rd ,ν), that is there are constants M > 1,κ> 0 such that

||Pt f −E[ f ]||L2(ν) ≤ Me−κt || f −E[ f ]||L2(ν). (2.6)

holds for all f ∈ L2(Rd ,ν). For this we define the following terms:

Pt f := E[ f (X t ,Θt )|(X0,Θ0) = (x,θ)],

E[ f ] =
∫
Ωd

f (x,θ)dν(x,θ), and

|| f ||2L2(ν) =
∫
Ωd

| f (x,θ)|2dν(x,θ).

It turns out that (Pt )t≥0 is a set of bounded operators and more specifically a strongly continuous semigroup as
described in section 2.3. The hypo-coercivity property described in formula (2.6) is a special case of Proposition
2.3.3. Moreover, the hypo-coercivity is necessary to make such an exponential bound with a positive conver-
gence rate (Meaning that the restriction M > 1 is required). The previous research by [LW21] and [And+19]
towards this property has given bounds on M and κ which are not proven to be sharp or of practical use. In-
stead, there was an attempt done at analysing the spectral gap of the generator [BV21] as was discussed in
section 2.3. Here it was shown that for d = 1 and U having one maximum (unimodality) that the κ in the hypo-
coercivity equation (2.6) is equal to the spectral gap as defined in Definition 2.3.4 of the generator associated
to the semigroup. Therefore in order to bound the convergence rate we need to bound κ.

Although much of the analysis towards the Zig-Zag process has been done on R it is likely that many prop-
erties will be similar and that similar problems/benefits will arise. One such problem is that in formula (2.5)
for the asymptotic variance it can be seen that the variance increases as we increase the values of λ0. This
would mean that approximating expectations E[ f (X )] as described in formula (2.4) will take longer as λ0 is
increased. However, this formula only holds if the process is already distributed according to the stationary
distribution. The stationary distribution is reached at an exponential rate as is described by the convergence
of the semigroup in formula (2.6). However, as we shall see later on for many potentials increasing λ0 can ac-
tually increase the convergence rate of the associated semigroup, meaning that the rate at which the process
converges in distribution to this stationary distribution is increased.

In practice, this means that there should be a trade-off in how high this refreshment rate should be: Keeping
the refreshment rate λ0 too small will cause the convergence to the stationary distribution to be smaller such
that it will take longer before formula (2.4) can apply. Keeping the refreshment rate λ0 too large can increase
the convergence rate to the stationary distribution significantly, but once this distribution has been reached the
central limit theorem of formula (2.4) will have a higher variance meaning that the approximation of E[ f (X )]
will take longer. Therefore in practice the refreshment rate λ0 can be taken as a time-dependent variable that is
changed over time as the Zig-Zag process comes closer to the stationary distribution in the sense of (2.6), such
that the convergence for (2.4) can be increased. However, in this thesis, we will only look at a constant (over
time) refreshment rate λ0.

We will mainly be concerned with the value ofκ in formula (2.6) and we will examine how this value behaves
based on properties of U and λ0. Moreover, we will show how other elements of the spectrum of Pt behave
based on the spectrum of the generator L which we will define in the following chapter.
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2.6. Conventions and notations
Throughout the thesis, we make use of some notation of which its definition might be hard to find. Therefore
we made the following overview.

N— The positive integers excluding 0.
Z— The set of all the integers.
R— The field of real numbers.
R+ — The non-negative real numbers [0,∞).
C— The field of complex numbers.
T— The torus [−π,π] where opposite sides are identified, such that for function f defined on T
we have f (x) = f (y) for x − y = 2πn with n ∈Z
f +, f − — For functions f :T× {+1,−1} →Cwe denote f +(x) := f (x,1), f −(x) := f (x,−1).
C (Ω) — The set of continuous functions f :Ω→C usually with associated norm || f ||∞ = supx∈Ω | f (x)|.
C 1(Ω) — The set of continuously differentiable functions f :Ω→C.
L2(T,µ) — The set of functions f :T→C such that || f ||2

L2(T,µ)
= ∫

T | f (x)|2 dµ(x) <∞, with dµ(x) = e−U (x)d x.

L2(T,ν) — The set of functions f :T× {+1,−1} →C such that
∑
θ∈{+1,−1}

∫
T | f (x,θ)|2 dµ(x) <∞.

Ω\ {u} — All the elements of the Hilbert spaceΩwhich are orthogonal to u.
For example, L2(T,µ) \ {eU } refers to { f ∈ L2(T,µ) :

∫
T f (x)eU (x) dµ(x) = 0}.

L — Generator of the Zig-Zag process defined on L2(T,ν) with domain W 1,2(T,ν).
LC 1 — Generator of the Zig-Zag process defined on C (T× {+1,−1}) with domain C 1(T× {+1,−1}).
L0,LC 1

0
— Generator of the Zig-Zag process defined on the respective domains as above

with mean-zero meaning that for all these functions f :T→Cwe have
∫
T f (x)dν(x) = 0.

κ, s(L ) — Interchangeably used for the spectral gap of L .

For the L2 spaces as defined above we define an associated inner product such that these spaces become
Hilbert spaces. For functions f , g ∈ L2(T,µ) we define the inner product 〈 f , g 〉 := ∫

T f (x)g (x)dµ(x). Then for
functions h,k ∈ L2(T,ν) we define the inner product 〈h,k〉 = 〈h+,k+〉+〈h−,k−〉.





3
Spectral analysis of the Zig-Zag process

generator with general refreshment rate

In order to examine the convergence rate of the Zig-Zag process we examine the spectrum of the operator.
Previous research towards the spectrum of the Zig-Zag process proved many interesting properties and be-
haviour on the spectrum if Ω = R [BV21]. Most interestingly formulas for the eigenvectors and eigenvalues
were formulated in the case that the refreshment rate λ0 is equal to 0 and the potential function U is unimodal.
Unfortunately the values of these eigenvalues were described in terms of the roots of a complicated function
and it was not possible to create any estimates on the spectral gap κ as defined in Definition 2.3.4 with an asso-
ciated potential U unless these roots were calculated explicitly using root-finding algorithms. A similar analysis
to this previous work is done in Chapter 4 of this thesis.

Analysing the spectrum on Ω = R introduces more complications due to extra conditions that have to be
put on the potential U (Specifically the rate of growth of the potential as |x|→∞). These growth conditions are
not a problem on the torus due to the boundedness of the domain. Furthermore, for the torus, there has been a
full characterisation of the spectrum done in the case that U and λ0 are constant functions forT [MM12]. Such
an analysis would not be doable on R due to e−U (x) ∝ 1 ∉ L1(R) which is required for U to define a probability
distribution. This makes the case of T easier to analyse as fewer restrictions are applied to the functions for
which the analysis is doable.

In order to analyse the case where the refreshment rate λ0 is non-zero and bounded (λ0 ∈ L∞(T)) and the
potential U is multi-modal an approach using block operators [Tre08] was proposed. This approach is popular
as it allows for complicated operators to be analysed based on more well-behaved operators which together
define the full operator. We will introduce the definition of block operators in section 3.2. Moreover, it turns
out that for the block operators there is an associated operator family that is called the Schur complement
S1(γ) that is defined for γ ∈C. The Schur complement relates the elements of the point spectrum γ ∈σp (L ) to
kernel of S1(γ). In particular the Schur complement consists out of self-adjoint operators for γ ∈ R \ {0}. This
gives more structure to these operators and allows us to ultimately create a bound that is related to eigenvalues
of another operator BB∗ that is related to a physical process called the overdamped Langevin equation which
is a more known and studied equation.

In this section, we analyse the spectrum of the generator L of the Zig-Zag process for bounded refreshment
rates λ0 ∈ L∞(T) and Lipschitz potentials U . We will calculate the solution to the Poisson equation L f = g ,
describe bounds on the eigenvalues using block operators and we will create two lower bounds on the spectral
gap κ.

3.1. Formulation of the eigenvalue problem
We examine the Zig-Zag process on the one-dimensional torus with a continuous periodic potential U (x) :
T→ R and a refreshment rate λ0 : T→ [0,∞). We will then define numerous assumptions that we will use
throughout the following sections.

(A1) Almost everywhere existence and boundedness of the derivative of the potential U ′ ∈ L∞(T).

(A2) Boundedness of the refreshment rate λ0 ∈ L∞(T).

21
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(A3) Smoothness of the potential U ∈C 1(T).

(A4) Continuity of the refreshment rate λ0 ∈C (T).

(A5) Bimodality There is an x0 ∈ [−π,π] such that for x ∈ [−π, x0] : U ′(x) ≤ 0, and for x ∈ [x0,π] : U ′(x) ≥ 0.

(A6) No refreshment λ0 = 0.

Assumption (A1) could have been replaced by U ∈ W 1,∞(T) or by having U be a Lipschitz function, that is a
function such that there is a constant K > 0 such that | f (x)− f (y)| ≤ |x − y |. We will always assume that (A1)
and (A2) hold in this chapter. Assumption (A3), (A4),(A5) and (A6) will only be required in Chapter 4.

Next, we will define the generator for the Zig-Zag process. For this, we will introduce some notation. First,
we define the square-integrable functions with zero mean with respect to the target measure ν

L2
0(T,ν) := { f ∈ L2(T,ν) :

∫
T

f dν= 0}.

Respectively we denote the Sobolev space with zero mean by

W 1,2
0 (T,ν) := L2

0(T,ν)∩W 1,2(T,ν).

We will use the following notation for the flip operator F : L2
0(T,ν) → L2

0(T,ν) for f (x,θ) ∈ L2
0(T,ν) by writing:

(F f )(x,θ) := f (x,−θ). (3.1)

We can then define the generator of the Zig-Zag process.

Definition 3.1.1 ( Generator of the Zig-Zag process). The generator for the Zig-Zag process

L0 : W 1,2
0 (T,ν) ⊂ L2

0(T,ν) → L2
0(T,ν),

is an unbounded operator defined for all f ∈ D(L ) :=W 1,2
0 (T,ν) by

L0 f := θ∂x f +λ(x,θ)(F f − f ). (3.2)

where λ(θ, x) = (θU (x))++λ0(x) and (θU (x))+ = max(θU (x),0)

Normally we would define the generator to be defined on the space L : W 1,2(T,ν) ⊂ L2(T,ν) → L2(T,ν).
However, for our analysis, we need to remove the constant functions such that analysing the spectral gap κ

becomes more convenient. Moreover, not much information is lost as it can be seen that for all the constant
functions we have L 1 = 0. So 1 is an eigenvector for the eigenvalue 0 which is not relevant for the definition of
the spectral gap.

The generator L0 is well defined since U ′,λ0 ∈ L∞(T) and thus λ(x,θ)(F f − f ) ∈ L2(T,ν) and due to the
definition of the Sobolev space we also have that the derivative of the functions exists and that θ∂x f ∈ L2(T,ν)
and thus L0 f ∈ L2(T,ν). Furthermore, by using the relationship (λ(x,1)−λ(x,−1)) = U ′(x) we have for f ∈
D(L ) that ∫

T
L f dν=

∫
T

(L f )+ dµ+
∫
T

(L f )+ dµ

=
∫
T
∂x ( f +− f −)+ (λ(x,1)−λ(x,−1))( f −− f +)dµ

=
∫
T
∂x ( f +− f −)−U ′( f +− f −)dµ=

=
∫
T

(∂x ( f +− f −)−U ′( f +− f −))e−U (x) d x

=
∫
T
∂x (e−U (x)( f +− f −))d x

= e−U (π)( f +− f −)(π)−e−U (−π)( f +− f −)(−π)

= 0,
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thus
∫
TL0 f dν = 0 and thus L0 f ∈ L2

0(T,ν). In this derivation we used the product/Leibniz rule for weak
derivatives to assert that ∂x (e−U (x)( f + − f )) = (∂x ( f + − f −)−U ′( f + − f −))e−U (x) as e−U (x) ∈ W 1,∞(T) due to
assumption (A1) and using Proposition 4.1.17 from [Web18] the product rule can be applied. Moreover, we are
able to evaluate the functions f +, f − point-wise due to the Sobolev embedding. This shows why assumption
(A1) was chosen, it allows us to make sure that the generator is well-defined.

As described in section 2.3 the generator describes the infinitesimal evolution of the semigroup of the Zig-
Zag process. This equation consists out of two parts. θ∂x f describes the change in position over time of the Zig-
Zag process without any changes in velocity. If we would have thatλ(x,θ) = 0 then the generator would describe
a semigroup of a particle that moves at a constant unidirectional velocity, so for all T (t ) f (x,θ) = f (x+ t ,θ). The
λ(x,θ)(F f − f ) part of the generator refers to how the velocity is updated over time. It specifically refers to
how the velocity component θ is updated based on an inhomogeneous Poisson process with rate λ(x,θ) as
described in section 2.5.

3.2. Block operators
The generator of the Zig-Zag process can be expressed as a block operator. A block operator equivalently de-
scribes the mapping using a matrix representation of the operator. It is build by splitting up the original Hilbert
space into two other Hilbert spaces using a direct sum of Hilbert spaces such as L2(T,ν) = L2(T,µ)

⊕
L2(T,µ).

Specifically we examine each element f ∈ L2(T,ν) as two elements f +, f − ∈ L2(T,µ), where we denote f +(x) :=
f (x,1) and f −(x) := f (x,−1). Moreover, we can define in a similar manner W 1,2(T,ν) =W 1,2(T,µ)

⊕
W 1,2(T,µ).

We can then see that the domain of the operator can be written as D(L0) = {( f +, f −) ∈W 1,2(T,µ)
⊕

W 1,2(T,µ) :∫
T f +(x)dµ(x)+∫

T f −(x)dµ(x) = 0}. We can then describe the generator from equation (3.2) in terms of a ’block
operator’ in the following way

L0

[
f +
f −

]
=

[
∂x −λ(x,1) λ(x,1)
λ(x,−1) −∂x −λ(x,−1)

][
f +
f −

]
.

This notation can be interpreted using the same vector-matrix multiplication for normal finite-dimensional
matrices. This representation of our generator unfortunately does not allow us to separate the domain D(L0)
into two domains due to the restriction

∫
T f +(x)dµ(x)+∫

T f −(x)dµ(x) = 0. and as such the entries in the matrix
can not be defined separately. In order for our generator L0 to be represented as a proper block operator it will
have to fulfil the following definition.

Definition 3.2.1 (Unbounded block operator). Let H1,H2 be Banach spaces. Furthermore, define the un-
bounded operators A : D(A) ⊂H1 →H1, B : D(B) ⊂H2 →H1, C : D(C ) ⊂H1 →H2, and D : D(D) ⊂H2 →H2.
We then define the block operator B on the Banach product spaces B : D(B) ⊂ H1

⊕
H2 → H1

⊕
H2 with

D(B) := (D(A)∩D(C ))
⊕

(D(B)∩D(D)) for ( f , g ) ∈ D(A ) by

B

[
f
g

]
:=

[
A B
C D

][
f
g

]
=

[
A f +B g
C f +Dg

]
.

Where this matrix representation should be interpreted similarly to normal matrix-vector multiplication as can
be seen on the right-hand side of the above equation. An operator in this form is called a block operator.

Approaches to analysing operators in terms of block operators for analysing hypocoercivity have been done
before [Ber+21]. However, such an approach for the Zig-Zag process and its spectrum have not been done
before.

Before we get to analyse the generator as defined in Definition 3.1.1 we first want to rewrite generator L0

to separate its domain and make the resulting operator more symmetric as a block operator. With a properly
separated domain, we can then analyse each entry of the block operator as a separate unbounded operator.
Since the generator has a domain that is not separable we will need to transform our generator L0 into another
operator such that the spectrum is the same. This can be done by making use of unitary transformations and
we will make use of a simple unitary operator T and create a new operator A = T ∗L0T . This new operator A

will thus have the same spectrum as L0 (so σ(A ) =σ(L0)). This new representation might feel a bit arbitrary
so we also show how this representation could otherwise be found.

To do this we explicitly write out the eigenvalue problem of the generator of the Zig-Zag process defined in
equation (3.2) which can be written into

∂x f ++λ(x,1)( f −− f +) = γ f +,

−∂x f −−λ(x,−1)( f −− f +) = γ f −.
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The main inspiration for finding this unitary transformation comes from the identities λ(x,1) +λ(x,−1) =
|U (x)|+2λ0(x) and λ(x,1)−λ(x,−1) =U ′(x). We can apply these identities by subtracting and adding the two
equations that we have. First, by subtracting these two equations we get:

∂x ( f ++ f −)+ (λ(x,1)+λ(x,−1))( f −− f +) = γ( f +− f −).

Using λ(x,1)+λ(x,−1) = |U (x)|+2λ0 we can write this equation as

∂x ( f ++ f −)+ (|U (x)|+2λ0)( f −− f +) = γ( f +− f −). (3.3)

Likewise by adding up the two equations we get:

∂x ( f +− f −)+ (λ(x,1)−λ(x,−1))( f −− f +) = γ( f ++ f −).

Here we can use the identity λ(x,1)−λ(x,−1) =U ′(x) such that we can rewrite the equation into the following
form

−∂x ( f −− f +)+U ′(x)( f −− f +) = γ( f ++ f −). (3.4)

We apply the transformation g = f −− f + and h = f −+ f +. We can then create a system of equations using (3.3)
and (3.4) giving us

−(|U (x)|+2λ0)g −∂x h = γg ,

U ′g −∂x g = γh.

The interesting thing about the functions g and h is that they are now in a sense ’decoupled’. Namely, the
mean-zero restriction is now only required for h, and therefore the function g can be taken independently.
To make this all more precise as a unitary transformation we will write this system of equations in terms of
an eigenvalue problem to a block operator A f = γ f . To define this properly we use notation similar to the
definition of L2

0(T,ν) and W 1,2
0 (T,ν). We define

L2
0(T,µ) := { f ∈ L2(T,µ) :

∫
T

f dµ= 0}

and

W 1,2
0 (T,µ) :=W 1,2(T,µ)∩L2

0(T,µ).

We then define the operator A : W 1,2(T,µ)
⊕

W 1,2
0 (T,µ) ⊂ L2(T,µ)

⊕
L2

0(T,µ) → L2(T,µ)
⊕

L2
0(T,µ) as a block

operator

A =
[−|U ′(x)|−2λ0 −∂x

U ′−∂x 0

]
. (3.5)

For this, the
⊕

notation refers to taking direct sums of the underlying Hilbert spaces, such that the resulting
product space is again a Hilbert space. The operator A relates to the Zig-Zag process generator L0 by A =
T L0T ∗ or L0 = T ∗A T , where we have the bijective unitary transformation T : L2

0(T,ν) → L2(T,µ)
⊕

L2
0(T,µ)

such that T = 1p
2

[−I I
I I

]
. and its adjoint T ∗ : L2(T,µ)

⊕
L2

0(T,µ) → L2
0(T,ν) similarly defined as T = 1p

2

[−I I
I I

]
.

(although the form looks similar we do not have T ∗ = T as the domains and co-domains are different). Because
T is a unitary transformation, we have

σ(A ) =σ(L0) and σp (A ) =σp (L0).

We will be examining the block operator A and we will write it in the following form

A =
[

A B
C 0

]
. (3.6)

There are several nice properties to this new representation. First of all, we have that this operator fulfils the
definition of a block operator with a proper domain. Secondly, whereas the original representation had 4 non-
zero entries in the ’block matrix’, this new one only has 3. Furthermore, we have that only A depends onλ0, and
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under reasonable assumptions, we have that A becomes a bounded operator (and thus relatively well behaved).
Moreover, we will have that B∗ = −C (this will be proven in lemma 3.2.3). To make this more rigorous we will
further define these new operators.

We define the following unbounded operators (A,D(A)), (B ,D(B)), (C ,D(C )), and (D,D(D)). Their definition
follows from the relationship A = T L0T ∗. First, we define the multiplier operator A which is the only operator
dependent on the refreshment rate λ0 by

A : D(A) ⊂ L2(T,µ) → L2(T,µ),

D(A) =W 1,2(T,µ),

A f (x) :=−W (x) f (x) :=−(|U ′(x)|+2λ0(x)) f .

Here we also defined the non-negative function W (x) := |U ′(x)|+2λ0(x) which will turn out to be an important
function for the estimates/behaviour of the spectrum. This map is well defined because λ0,U ′ ∈ L∞(T) are
bounded on T by assumption (A2) and (A1). So we have W f ∈ L2(T,µ). Next, we have a simple derivative map

B : D(B) ⊂ L2
0(T,µ) → L2(T,µ), (3.7)

D(B) =W 1,2
0 (T,µ),

B f :=−∂x f .

This map is also well defined by the definition of the Sobolev space. Finally we have another derivative map

C : D(C ) ⊂ L2(T,µ) → L2
0(T,µ), (3.8)

D(C ) =W 1,2(T,µ),

C f :=U ′ f −∂x f .

This map is also well defined since U ′ f ∈ L2(µ,T) due to the boundedness of U ′. Furthermore, we have for
f ∈ D(C ) ∫

T
U ′ f −∂x f dµ=

∫
T

(U ′ f −∂x f )e−U (x)d x

=−
∫
T
∂x (e−U (x) f )d x

= e−U (−π) f (−π)−e−U (π) f (π)

= 0.

Here we similarly to proving the well-definedness of the generator L0 made use of the product rule since
e−U (x) ∈ W 1,∞(T) combined with Proposition 4.1.17 from [Web18]. This implies that C f ∈ L2

0(µ,T) and thus
this makes C a well-defined operator. Finally there is also an implicit map for the bottom right entry of our
block operator which is a nul operator which we will define for completeness and in order to apply certain
theorems

D : D(D) ⊂ L2
0(T,µ) → L2

0(T,µ),

D(D) =W 1,2(T,µ),

D f := 0,

which is trivially well defined.
There are still some issues with these ’natural’ definitions of these operators. For example, the operator A

and D are not closed operators. (For this their domain would need to be L2(T,µ) and L2
0(T,µ) respectively).

This will create some problems for defining some derived operators later on. Luckily both of these operators
are closable and because D(A) = D(C ) and D(B) = D(D) extending these operators does not alter the operator
A by definition of the domain D(A ) as a block operator.

Lemma 3.2.2. (A,D(A)) and (D,D(D)) have closed extensions given by A : L2(T,µ) ⊂ L2(T,µ) → L2(T,µ), A f =
−W f and D : L2

0(T,µ) ⊂ L2
0(T,µ) → L2

0(T,µ), D f = 0, moreover D and A are bounded self-adjoint operators.
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Proof. This can be shown since for all f ∈ L2(T,µ) we have ||A f ||L2(T,µ) = ||(|U ′| + 2λ0) f ||L2(T,µ) ≤ ||(|U ′| +
2λ0)||L∞(T)|| f ||L2(T,µ), where ||(|U ′|+2λ0)||L∞(T) is finite due to assumption (A2) and (A1) so A is bounded and

thus well defined and we clearly have for all f ∈ D(A) that A f = A f and thus A is an extension to A. The func-
tion W is a real-valued multiplier therefore the operator A is symmetric and because it is bounded it is also
self-adjoint. The exact same argument can be made to prove the properties for D .

The spectra of A and D are respectively given byσ(A) = essim(−W ) (The essential range of −W ) andσ(D) =
{0}. Moreover, because we have

A =
[

A B
C 0

]
=

[
A B
C D

]
(3.9)

since D(A ) = D(A)∩D(C )
⊕

D(B)∩D(D) = D(A)∩D(C )
⊕

D(B)∩D(D) we will often use A and A interchange-
able and will often refer to D with D . Fortunately all of the operators are densely defined because the sets of
W 1,2(T,µ),W 1,2

0 (T,µ) are respectively dense in L2(T,µ),L2
0(T,µ). This allows us to define the adjoints of the

operators. Next, we prove the assertion about the symmetry B∗ =−C that was mentioned before.

Lemma 3.2.3. The unbounded operators (B ,D(B)), (C ,D(C )) are closed and B∗ =−C .

Proof. First, we prove the closedness of B : Take a sequence gn ∈ D(B), gn → g ∈ L2
0(T,µ) with B gn =−∂x gn →

f ∈ L2(T,µ). We then have that gn is Cauchy in W 1,2
0 (T,µ) which is a Banach space and thus its limit has the

property −∂x gn →−∂x g in L2(T,µ). Thus we have g ∈ D(B) and by uniqueness of the limit in L2(T,µ) we have
B g = f .

Next, we prove (B∗ =−C ): Because B is densely defined we know (B∗,D(B∗)) exists and is closed. Suppose
g ∈ D(B∗) and take an f ∈ C∞

c (T). Furthermore, define k(x) := eU (x) f (x)− ∫
T eU (ξ) f dµ(ξ) such that k ∈ D(B)

and take the h ∈ L2
0(T,µ) such that (Bk|g ) = (k|h) (which exists by definition of the adjoint). We then have

∫
T

g∂x ( f )d x =
∫
T

g eU∂x ( f )dµ

=
∫
T

g (∂x (eU f )−U ′eU f )dµ

=
∫
T

g∂x (eU f )dµ−
∫
T

gU ′eU f dµ

=−(Bk|g )−
∫
T

gU ′eU f dµ

Adjoint= −
∫
T

hk dµ−
∫
T

gU ′eU f dµ

=−
∫
T

h f + gU ′ f d x +
∫
T

h dµ
∫
T

eU (ξ) f dµ(ξ)

=−
∫
T

(h +U ′g ) f d x.

Where in the last equality we use that
∫
Th dµ= 0 because h has mean zero. Since the equality holds for arbitrary

f ∈ C∞
c (T) we have by the definition of the weak derivative that ∂x g = h +U ′g , and because h,U ′g ∈ L2(T,ν),

we have that ∂x g ∈ L2(ν). Thus we have g ∈ D(C ). Furthermore, by rearranging terms we see that B∗g = h =
∂x (g )−U ′g =−C g . So we have B∗ ⊂−C .

Next, we assume that g ∈ D(C ), and we take an f ∈ D(B)∩C∞
c (T). For these functions we have the following
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identity

(B f |g ) =
∫
T

B f g dµ

=−
∫
T
∂x ( f )g dµ

=−
∫
T
∂x ( f )g e−U d x

=
∫
T

f ∂x (g e−U )d x

=
∫
T

f (∂x g −U ′g )dµ

=−( f |C g ).

For an arbitrary f ∈ D(B) we have by denseness of C∞
c (T)∩ { f :

∫
f dµ= 0} in W 2

0 (T,µ) that there is a sequence
fn ∈ D(B)∩C∞

c (T) such that || fn − f ||W 1,2(T,µ) ≤ 1
2min{||C g ||L2(T,µ),||g ||L2(T,µ)}ε. We then have the following

|(B f |g )−−( f |C g )| ≤ |(B f |g )− (B fn |g )+ (B fn |g )− ( fn |C g )+ ( fn |C g )− ( f |C g )|
≤ |(B f |g )− (B fn |g )|+ |( f |C g )− ( fn |C g )|
= |(B( f − fn)|g )|+ |( f − fn |C g )|
Hölder≤ ||B( f − fn)||L2(T,µ)||g ||L2(T,µ) +|| f − fn ||L2(T,µ)||C g ||L2(T,µ)

≤ ε.

So we have (B f |g ) = −( f |C g ) for all f ∈ D(B) and we can see that f → (B f |g ) is continuous because of the
following, for a sequence fn → f ∈ D(B) we have

|(B f |g )− (B fn |g )| = |( f |C g )− ( fn |C g )|
= |( f − fn |C g )|
Hölder≤ || f − fn ||L2(ν,T)||C g ||L2(T,µ) → 0.

So we have g ∈ D(B∗) and thus we have B∗ =−C and it follows that C is closed as well.

The closedness of B and C gives us the closedness of A as can be seen by the following lemma.

Lemma 3.2.4. (A ,D(A )) is a closed operator.

Proof. Because B and C are closed operators this follows from Theorem 2.2.7 i of [Tre08]. This theorem can be
applied because A is off-diagonally dominant of order 0. This can be seen because the operator D is trivially
B-bounded of order 0 (see Definition 2.1.2 of [Tre08]). And operator A is C -bounded because it is a bounded
operator on the elements of D(A) (and thus also on D(C )). It is therefore C -bounded of order 0. Which makes
A is off-diagonally dominant of order 0.

Now that we have B∗ =−C we get that A has the following form

A =
[

A B
−B∗ D

]
.

An operator of this form is a J-symmetric block operator. The name refers to an the operator
J : L2(T,ν)

⊕
L2

0(T,ν) → L2(T,ν)
⊕

L2
0(T,ν) defined by

J :=
[

1 0
0 −1

]
(3.10)

with the property J 2 = I and such that A J and JA become symmetric operators. Even stronger than this we
have that A is J-self-adjoint as follows from the following corollary, where we are able to prove the adjoint of
A by knowing the adjoints of B and C and having A and D be bounded operators.
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Lemma 3.2.5. The adjoint of (A ,W 1,2(T,ν)
⊕

W 1,2
0 (T,ν)) is given by

A ∗ =As ym −Aas ym =
[

A −B
B∗ 0

]
,

where

As ym :=
[

A 0
0 0

]
and Aas ym :=

[
0 B

−B∗ 0

]
.

Which are the symmetric and asymmetric parts of the operator A such that we also have A = As ym +Aas ym .

Moreover, we have the domain D(A ∗) =W 1,2(T,ν)
⊕

W 1,2
0 (T,ν). We also have that A is J-self-adjoint meaning

A ∗ = J AJ with J defined in formula (3.10).

Proof. Because of the boundedness of As ym we have that A =As ym +Aas ym . It can then be seen that A ∗
s ym =

As ym and using Proposition 2.6.3 of [Tre08] we have that

A ∗
as ym =

[
0 B

−B∗ 0

]∗
=

[
0 −B∗∗

B∗ 0

]
=

[
0 −B

B∗ 0

]
=−Aas ym

where we have that B∗∗ = B due to the closedness of B from lemma 3.2.3. We then see again using the bound-
edness of As ym that A ∗ = (As ym +Aas ym)∗ =As ym −Aas ym .

Corollary 3.2.6. We have L ∗
0 = FL0F , where F : L2

0(T,ν) → L2
0(T,ν) is the flip operator as defined in formula

(3.1).

Proof. This can be seen by noting that L ∗
0 = T ∗A ∗T = T ∗ J∗A JT = T ∗ J∗T L0T ∗ JT and observing that F =

−T ∗ JT .

This gives us that A is J-self-adjoint and allows us to express the adjoint of A as A ∗ = JA J . J-self-adjoint
operators are operators which are self-adjoint in Krein spaces, which are indefinite inner product spaces that
have a decomposition H1,H2 with inner products (·|·)H1 and −(·|·)H2 such that the operator becomes self-
adjoint on H1

⊕
H2 (The direct sum of the two Hilbert spaces) this creates an indefinite inner product space.

The spectrum of self-adjoint (block) operators have been well studied with many interesting properties about
their behaviour such a spectral mapping theorems and variational principles [Tre08], [Sch12], [Kna17]. The
J-self-adjoint operators are often studied under the assumption that they are diagonally dominant and some-
times when they are upper dominant [LS17]. This means that the operator A,D , A,B are more influential
operators in the block operator in the sense that they relatively bound the other operators (see Definition 2.2.1
from [Tre08]). Often when it comes to off-diagonally dominant J-self-adjoint operators there is an assumption
that the spectrum is real-valued [LLT02], [KLT04]. When the operator is diagonally dominant there even exist a
Gershgorin Theorem similar to the one defined for matrices [Gir+20]. However, with off-diagonally dominant
matrices, such theorems do not apply. However, we can use similar objects as defined in these papers and see
if other statements apply. Before we get to that, we will first note some useful properties for B and B∗ that we
will use later on.

First, we prove that the operator B can be redefined to become a boundedly invertible operator B̃ if we
remove a function eU from the co-domain. Similarly, we can turn C into a boundedly invertible operator C̃ if
we remove eU from its domain.

Lemma 3.2.7. B as defined in formula (3.7) is injective and C as defined in formula (3.8) is surjective. Moreover,
if B is defined as a mapping B̃ : W 1,2

0 (T,µ) ⊂ L2
0(T,µ) → L2(T,µ)\{eU } and C̃ : W 1,2(T,µ)\{eU } ⊂ L2(T,µ)\{eU } →

L2
0(T,µ) (where with the notationΩ\{eU } we refer to the Banach spaceΩ\{eU } := { f ∈Ω :

∫
T f (x)d x = 0} with the

norm inherited from Ω) then we again have B̃∗ = −C̃ and we have that B and C are boundedly invertible with
the bounded inverse of B̃ given by

B̃−1 f (x) = 1

2π

∫ π

−π

∫ y

−π
f (ξ)dξe−U (y)d y −

∫ x

−π
f (ξ)dξ,

and the bounded inverse of C̃ given by

C̃−1 f (x) = eU (x)

2π

∫ π

−π

∫ y

−π
f (ξ)e−U (ξ)dξd y −eU (x)

∫ x

−π
f (ξ)e−U (ξ)dξ.

Moreover, we have that (B̃−1)∗ =−C̃−1.
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Proof. First, we prove the injectivity of B and we prove the surjectivity of C at the end of the proof of this
lemma. If we have f , g ∈ D(B) such that B( f − g ) = 0, which means that we have −∂x ( f − g ) = 0, we then have
that f − g = K , where K is a constant. And because of the definition of D(B) we have that

∫
T f − g dµ = 0 And

thus we have that K = 0 and thus f = g , so B is injective.
We first note that the mapping B̃ and C̃ are well defined, because C̃ is a restriction of C and because

(B f |eU ) = ∫ π
π −∂x f d x = 0 due to the periodicity of f ∈ W 1,2(T,µ). Because W 1,2(T,µ) \ {eU } is still a Hilbert

space, the proof surrounding the closedness of B̃ and B̃∗ =−C̃ goes exactly the same like lemma 3.2.3. We then
prove that the mapping B̃ is boundedly invertible. Since B is injective then we certainly have that B̃ is injective
as the domain is the same and the co-domain is smaller. For the surjectivity of B̃ if we have an f ∈ L2(T,µ)\{eU }
we can define the inverse of B̃ as denoted above. We need to prove that B̃ f ∈W 1,2

0 (T,µ) for all f ∈ L2(T,µ)\{eU }.
Take an f ∈ L2(T,µ) \ {eU } we then have the point-wise estimate

|
∫ x

−π
f dξ| ≤ || f ||L2(T,µ)||eU ||L2(T,µ)

and thus we have

||
∫ ·

−π
f dξ||L2(T,µ) ≤ || f ||L2(T,µ)||eU (·)||L2(T,µ)||1||L2(T,µ).

Furthermore, for the double integral term we have

|
∫ π

−π

∫ y

−π
f dξe−U (y) d y | ≤

∫ π

−π
|| f ||L2(T,µ)||eU (·)||L2(T,µ)e

−U (y) d y = || f ||L2(T,µ)||eU (·)||L2(T,µ)||1||2L2(T,µ)

and thus we have

||
∫ π

−π

∫ y

−π
f dξe−U (y) d y ||L2(T,µ) ≤ || f ||L2(T,µ)||eU (·)||L2(T,µ)||1||3L2(T,µ).

So we see that B̃−1 f ∈ L2(T,µ). We also have that B̃−1 f is weakly differentiable and ∂x B̃−1 f = − f ∈ L2(ν).
Specifically we have that B̃−1 f (π) = B̃−1 f (−π) because

∫ π
−π f dξ= 0 due to the orthogonality of f on eU . So we

have B̃−1 f ∈W 1,2(T,µ). Finally we have

(B̃−1 f |1) =
∫ π

−π
1

2π

∫ π

−π

∫ η

−π
f dξe−U (η) dη−

∫ π

−π

∫ x

−π
f dξe−U (x) d x

=
∫ π

−π

∫ η

−π
f dξe−U (η) dη−

∫ π

−π

∫ x

−π
f dξe−U (x) d x = 0.

So we get B̃−1 f ∈ W 1,2
0 (T,µ). So we see that B̃ is surjective combined with the injectivity of B we see that B is

boundedly invertible. Then using Theorem 5.30 from [Kat95] and lemma 3.2.3 we get that (B−1)∗ =−C−1.
The surjectivity of C can be seen by taking an f ∈ L2

0(T,µ), we then see that have if we use the definition of
C̃−1 f that C̃−1 f ∈ W 1,2(T,µ) by also noting that the function is continuous at C̃−1 f (π) = C̃−1 f (−π) because of
a similar argument shown below, moreover by simple calculations we see that we have CC̃−1 f = f and we have
that C g = f so C is surjective.

It turns out that the inverses of B and C are a special type of bounded operators, namely they are Hilbert
Schmidt operators.

Lemma 3.2.8. (B̃∗)−1 = C̃−1 : L2
0(T,µ) →W 1,2(T,µ) \ {eU } is a Hilbert-Schmidt operator given by

(B̃∗)−1 f (x) =
∫ π

−π
k(x,ξ) f (ξ)dµ(ξ)

where the kernel function k is given by

k(x,ξ) = eU (x)

2π
(π−ξ)−eU (x)1x>ξ.
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Furthermore, the Hilbert-Schmidt norm of (B̃∗)−1 is given by

||(B̃∗)−1||2HS = ||k||2L2(T×T,µ×µ)

=
∫ π

−π

∫ π

−π
(

1

2π
(π−ξ)−1x>ξ)2e−U (ξ)+U (x)d xdξ.

Similarly, we have that B̃−1 = (C̃∗)−1 : L2(T,µ) \ {eU } →W 1,2
0 (T,µ) is a Hilbert-Schmidt operator given by:

B̃−1 f =
∫ π

−π
k(ξ, x) f (ξ)dµ(ξ)

and we again have

||B̃−1||2HS = ||k||2L2(T×T,µ×µ).

Proof. We can use the definition of (B̃∗)−1 from lemma 3.2.7 where we had the following formula

(B̃∗)−1 f (x) = eU (x)

2π

∫ π

−π

∫ y

−π
f (ξ)e−U (ξ) dξd y −eU (x)

∫ x

−π
f (ξ)e−U (ξ) dξ

= eU (x)

2π

∫ π

−π

∫ π

−π
1y>ξ f (ξ)e−U (ξ) dξd y −eU (x)

∫ π

−π
1x>ξ f (ξ)e−U (ξ) dξ

Fubini= eU (x)

2π

∫ π

−π

∫ π

−π
1y>ξ f (ξ)e−U (ξ) d y dξ−eU (x)

∫ π

−π
1x>ξ f (ξ)e−U (ξ)dξ

=
∫ π

−π
eU (x)−U (ξ)

2π
f (ξ)

∫ π

ξ
1d y dξ−

∫ π

−π
1x>ξ f (ξ)eU (x)−U (ξ) dξ

=
∫ π

−π
eU (x)

2π
f (ξ)(π−ξ)dµ(ξ)−

∫ π

−π
1x>ξ f (ξ)eU (x) dµ(ξ)

=
∫ π

−π
k(x,ξ) f (ξ)dµ(ξ)

Since the kernel consists of a bounded function we have that ||k||2
L2(T×T,µ×µ)

<∞. This makes (B̃∗)−1 a Hilbert

Schmidt operator according to Proposition 3.3.5 from [Sun16]. Moreover, it gives us that ||(B̃∗)−1||HS = ||k(t , s)||L2(T×T).
Similarly, we have for Hilbert-Schmidt operators with kernel k(x, y) that their adjoints are again Hilbert-Schmidt
operators with as kernel k(y, x). This gives the statement about B̃−1.

This will gives us in particular that (B̃∗)−1 is compact, but more importantly it gives us an estimate for the
norm ||B̃∗||L2(T,µ) ≤ ||k||L2(T×T). Using lemma 3.2.7 we can prove that 0 ∈ ρ(L0). Meaning that we can find a
function f ∈ L0(T,ν) such that there is a unique solution u to the Poisson equation L0u = f , where u is in
W 1,2

0 (T,ν). Moreover, we get a specific formula for u.

Proposition 3.2.9. The generator of the Zig-Zag process L0 : W 1,2
0 (T,ν) ⊂ L2

0(T,ν) → L2
0(T,ν) is boundedly in-

vertible if and only if ||W ||∞ > 0. Take (h+,h−) ∈ L2
0(T,ν), we then have[

f̃ +

f̃ −
]
=L −1

0

[
h+
h−

]
where we have that

f̃ + =−K eU (x) +eU (x)
∫ x

−π
(h++h−)(y)e−U (y) d y + B̃−1((−h++h−)(x)+W (x)eU (x)(K −

∫ x

−π
(h++h−)(y)e−U (y) d y)),

f̃ − = K eU (x) −eU (x)
∫ x

−π
(h++h−)(y)e−U (y) d y + B̃−1((−h++h−)(x)+W (x)eU (x)(K −

∫ x

−π
(h++h−)(y)e−U (y) d y)),

with

K =−
∫ π
−π(−h++h−)(x)−W (x)eU (x)

∫ x
−π(h++h−)(y)e−U (y) d y d x∫ π

−πW (x)eU (x) d x
.

If ||W ||∞ = 0 and by taking a constant Q ∈C\ {0}, then we have the eigenvector

L0

[
Q
−Q

]
=A

[
Q
0

]
= 0.
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Proof. Take (g+, g−) ∈ L2(T,µ)
⊕

L2
0(T,µ). We then have the following equations

A

[
f +
f −

]
=

[
A B
C 0

][
f +
f −

]
=

[
A f ++B f −

C f +
]
=

[
g+
g−

]
.

We can make use of the surjectivity of C and knowledge of its kernel from lemma 3.2.7 to see that

f +(x) = K eU (x) −eU (x)
∫ x

−π
g−(y)e−U (y) d y

for some K ∈ C. Moreover, this lemma gives us that f + ∈ W 1,2(T,µ). Combining this with the equation A f ++
B f − = g+ gives us that

B f −(x) = g+(x)+K W (x)eU (x) −W (x)eU (x)
∫ x

−π
g−(y)e−U (y) d y.

We know from lemma 3.2.7 that for the operator B an inverse exists if and only if the right-hand side is in
L2(T,µ) \ {eU } which means that∫ π

−π
g+(x)+K W (x)eU (x) −W (x)eU (x)

∫ x

−π
g−(y)e−U (y) d y d x = 0.

Which means that we need ||W ||∞ > 0 such that we can define

K =−
∫ π
−π g+(x)−W (x)eU (x)

∫ x
−π g−(y)e−U (y) d y d x∫ π

−πW (x)eU (x) d x
.

This then gives us that

f −(x) = B̃−1(g+(x)+W (x)eU (x)(K −
∫ x

−π
g−(y)e−U (y) d y)).

We then have from lemma 3.2.7 that ( f +, f −) ∈W 1,2(T,µ)
⊕

W 1,2
0 (T,µ).

By using the relationship A = T L0T ∗ we see that L −1
0 = T ∗A −1T . Which means that if we have (h+,h−) ∈

W 1,2
0 (T,ν) then we set g+ =−h++h− and g− = h++h− such that

f +(x) = K eU (x) −eU (x)
∫ x

−π
(h++h−)(y)e−U (y) d y,

f −(x) = B−1((−h++h−)(x)+W (x)eU (x)(K −
∫ x

−π
(h++h−)(y)e−U (y) d y)).

Then we have that

L −1
0

[
h+
h−

]
=

[− f ++ f −
f ++ f −

]
=:

[
f̃ +

f̃ −
]

which means that

f̃ + =−K eU (x) +eU (x)
∫ x

−π
(h++h−)(y)e−U (y) d y + B̃−1((−h++h−)(x)+W (x)eU (x)(K −

∫ x

−π
(h++h−)(y)e−U (y) d y)),

f̃ − = K eU (x) −eU (x)
∫ x

−π
(h++h−)(y)e−U (y) d y + B̃−1((−h++h−)(x)+W (x)eU (x)(K −

∫ x

−π
(h++h−)(y)e−U (y) d y)).

The statement about the eigenvector if ||W ||∞ = 0 is simple as in this case the operator would become
L0 f = θ∂x f for which we clearly have that with a Q ∈ C \ {0} that f (x,θ) = θQ has the property L0 f = 0 and∫
T f dν= 0.

Now that we have introduced L0 as an equivalent block operator A and proved some properties about the
operators making up the full operator we can start to examine some bounds on the spectrum which we will do
in the following section.
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3.3. The numerical range and the Schur complements
In general when trying to examine the spectrum of an operator there is not a single method that works every
time. One popular approach is to use the numerical range of an operator. The numerical range of an operator

is defined by W (L0) := { 〈L0 f , f 〉
〈 f , f 〉 : f ∈ D(L0) \ {0}} [GR97]. In particular we can take f 6= 0 to be an eigenvector

corresponding to an eigenvalue γ since L0 f = γ f implies 〈L0 f , f 〉 = γ〈 f , f 〉 which implies 〈L0 f , f 〉
〈 f , f 〉 = γ and we

can see that thatσp (L0) ⊂W (L0). Unfortunately, the numerical range does not give a lot of information about
the operator A or L0.

Proposition 3.3.1. Assume that µ({x ∈T : W (x) = 0}) = 0 and µ({x ∈T : W (x) =−||W ||∞}) = 0. Then the numeri-
cal range W (L0) of L0 is given by

W (L0) = {γ ∈C : Reγ ∈ (−||W ||∞,0)}∪ {0}.

Proof. Assume that f ∈ D(A ) we then have

〈A f , f 〉 = 〈
[

A B
−B∗ 0

][
f1

f2

]
,

[
f1

f2

]
〉

= 〈A f1, f1〉+〈B f2, f1〉−〈B∗ f1, f2〉
= 〈A f1, f1〉+〈B f2, f1〉−〈B f2, f1〉
= 〈A f1| f1〉+2i Im〈B f2| f1〉.

This representation shows a decomposition of the real and imaginary part of elements of the numerical range.
We see that the real part of A is equal to 〈A f1, f1〉. By taking arbitrary f1 we can see that the numerical range
can not take values in {γ ∈C : Reγ ∉ (−||W ||∞,0]}.

We will make use of the convexity of the numerical range (Toeplitz-Hausdorff Theorem [Gus70]) and iden-
tify certain points in the spectrum to conclude that the convex hull of these points is in the numerical range.

By choosing f1 = 0 and let f2 ∈ W 1,2
0 (T,µ) such that || f2||L2(T,µ) = 1. This implies that 0 ∈ W (L0). Next, by

choosing f2 = 0 and letting f1 be in W 1,2(T,µ) such that || f1||L2(T,µ) = 1. It can then seen that the numerical
range of A is in the numerical range of L0, so we have W (A) ⊂W (L0). Then using the convexity of the numer-
ical range we have in particular that all of the values on the real axis (−||W ||∞,0] ⊂W (L0) are in the numerical
range of L0.

Next, by taking f2 = f1 = e iγx+U (x) with γ ∈Z\{0} we can see that
∫
T e iγx+U (x) dµ(x) = ∫

T e iγx d x = 0 and thus
we have f2 ∈ W 1,2

0 (T,µ). Moreover, we have that B∗ f1 = iγB∗ f1 thus we get that Im〈A f , f 〉 = 2Im〈 f1,B∗ f1〉 =
−2γ〈 f1, f1〉 = −2γ

∫
T eU (x) d x. Moreover, we have that 〈 f , f 〉 = 2〈 f1, f1〉 = 2

∫
T eU (x) d x. So we have 〈L0 f , f 〉

〈 f , f 〉 = iγ.
Due to the convexity of the numerical range [Gus70] we then get that {γ ∈ C : Reγ ∈ (−||W ||∞,0)} ⊂ W (L0).
The only values to still check are {γ ∈ C \ {0} : Reγ = 0}. This part of the spectrum can only be included in the
numerical range if we have that 〈A f1, f1〉 = 0 which implies that f1 = 0, but then we have that 〈A f , f 〉 = 0. So
we have that {γ ∈C\ {0} : Reγ= 0} ⊂C\W (L0).

From the numerical range we can see that the spectrum of the generator has to lie in a vertical strip with the
boundary lines of this strip going through the points (0,0) and (−||W ||∞,0). The assumptions on the two sets in
Proposition 3.3.1 being equal to zero only has an influence on whether the boundaries of this strip are included
or not. Either way, the description of the spectrum using the numerical range does not give any information
about the magnitude of the spectral gap.

As an improvement for accurately describing the spectrum of a block operator the quadratic numerical
range was introduced [Tre08]. For a block operator A with domain D(A ) = D1

⊕
D2 the quadratic numerical

range is defined by examining the eigenvalues of 2x2 complex-valued matrices of the following form

A f ,g :=
[〈A f , f 〉 〈B g , f 〉
〈C f , g 〉 〈Dg , g 〉

]
.

The quadratic numerical range W 2(A ) of A is then defined by

W 2(A ) := ⋃
f ∈D1,g∈D2,

|| f ||=||g ||=1

σp (A f ,g ). (3.11)
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The intuition behind the quadratic numerical range is similar to that of the numerical range and improves
it by examining the numerical range of the two separate equations of the eigenvalue problem. It can then be
shown that σp (A ) ⊂W 2(A ) ⊂W (A ) (Theorem 2.5.3, Theorem 2.5.9 [Tre08]).

Most of the theorems that we could find that would be applicable to our block operator assume that A

either is self-adjoint, or that W 2(A ) ⊂ R, or that A is diagonally dominant which does not apply to our case.
An overview of many of these theorems can be found in section 2 of [Tre08] (specifically section 2.6 is about
J-self-adjoint block operators). The quadratic numerical range is not necessarily convex anymore, in fact in
our case it is not convex. Later we will come back to discussing the quadratic numerical range. The reason for
this is because we will first examine the numerical range of the Schur complements S1(γ),S2(γ) in Proposition
3.4.3. And as we will later show surrounding formula (3.13) it turns out that the numerical range of the Schur
complement is included in the quadratic numerical range of A , so we have W (S1(γ)) ⊂W 2(A ).

In order to analyse the spectrum, we will make use of an operator family called the Schur complements. It
is not just that the numerical range of these operators has the spectrum of L0 included in it, but there it will
turn out that the kernel functions { f ∈ D(S1(γ)) : S1(γ) f = 0} correspond one to one to the eigenvectors of L0.

Definition 3.3.2 (Schur complements). The Schur complements S1 and S2 of a block operator

[
A B
C D

]
are de-

fined by

S1(γ) := A−γ−B(D −γ)−1C for γ ∈ ρ(D),

S2(γ) := D −γ−C (A−γ)−1B for γ ∈ ρ(A).

The Banach spaces that these complements are defined on are inherited from the Banach spaces that the under-
lying operators A,B ,C , and D are defined on.

In general the domains D(S1(γ)) and D(S2(γ)) vary for different γ ∈C. Note that we are using the definition
of the D, A with their closed domains as in lemma 3.2.2 such that S1(γ) is defined for γ ∈ C \ {0} and S2(γ)
is defined for γ ∈ C \ {essrange(−W (x))}. This makes S1(γ) a more useful candidate as it allows us to look at
almost all of the spectrum (apart from γ = 0, but this value has already been analysed with Proposition 3.2.9
). Moreover, we have a clear definition for ρ(D) as this operator is a null operator (D = 0) we have that ρ(D) =
C \ {0}. On the other hand the spectrum of A is the essential range of −W . This would not allow us to analyse
some of the real-valued spectral values. For our purposes S1(γ) =− 1

γBB∗+ (A−γ) is therefore the more useful
operator family of the two which we will refer to when talking about the Schur complement. By definition of
the concatenation of multiple unbounded operators the domain of S1(γ) is given by D(S1(γ)) = { f ∈ D(C ) :
C f ∈ D(B)} = { f ∈ D(B∗) : B∗ f ∈ D(B)} = D(BB∗). Since C f is a map into mean-zero functions this domain
can be written as D(S1(γ)) = { f ∈W 1,2(T,µ) : ∂x f −U ′ f ∈W 1,2(T,µ)}. Under assumption (A3) we have that this
becomes equal to W 2,2(T,µ) due to the product rule being applicable as U ′ ∈ W 1,∞(T) and using Proposition
4.1.17 from [Web18]. This domain is useful as it allows us to turn S1(γ) into a closed operator for γ ∈C\ {0}.

Now that we have properly defined the domain of the Schur complement we can link the eigenvalues and
eigenvectors of the Schur complement to the eigenvectors and eigenvalues of the generator L0.

Lemma 3.3.3. For the the Schur complement of A defined for γ ∈ C \ {0} by S1(γ) := − 1
γBB∗+ (A −γ) we have

σp (L0) =σp (A ) =σp (S1(γ)) := {γ ∈C\ {0} : 0 ∈σp (S(γ))}.

Proof. Take γ ∈σp (A )\{0} with eigenvector ( f , g ) ∈ D(A ) such that A

[
f
g

]
= γ

[
f
g

]
. This implies that A f +B g =

γ f and C f = γg , which in particular gives us that C f ∈ W 1,2
0 (T,µ) such that f ∈ D(S1(γ)). Which allows us to

conclude that A f + 1
γBC f = γ f which implies that A f −γ f − 1

γBB∗ f = 0 and thus that S1(γ) f = 0. If f = 0 then
we would have B g = 0 and because B is injective we would have g = 0 which would contradict ( f , g ) being an
eigenvector for A . Thus we have that f is an eigenvector for S1(γ) and thus γ ∈σp (S1(γ)).

Now assume that we have γ ∈ σp (S1(γ)) and an eigenvector f ∈ D(S1(γ)) such that S1(γ) f = 0. This means
that we have A f + 1

γBC f = γ f . We then define g := 1
γC f which shows us that g ∈ W 1,2(T,µ) by definition of

D(S1(γ)). So we have C f =λg and A f +B g = γ f , so A

[
f
g

]
= γ

[
f
g

]
which implies that γ ∈σp (L0).

Note that the eigenvectors of the Schur complement are not the same as the eigenvectors of L0 but it can
be seen that for an eigenvector f such that L0 f = γ f that we then have that S1(γ)( f +− f −) = 0.
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Lemma 3.3.4. For γ ∈C\ {0}, S1(γ) : D(S1(γ)) = D(BB∗) ⊂ L2(T,µ) → L2(T,µ) is a closed operator.

Proof. Take a sequence ( f )n≥1 ⊂ D(S1(γ)) = D(BB∗) such that fn
L2(T,µ)−−−−−→ f and S1(γ) fn

L2(T,µ)−−−−−→ g ∈ L2(T,µ) as

n →∞. We then have that (A−γ) fn
L2(T,µ)−−−−−→ (A−γ) f by the boundedness of A. The convergence of S1(γ) fn gives

us that

BB∗ fn
L2(T,µ)−−−−−→−γ(g − (A−γ) f )

and in particular that (BB∗ fn)n≥1 is a Cauchy sequence. Then for each ε> 0 take an N such that for n,m ≥ N
we have that ||BB∗( fn − fm)||L2(T,µ) ≤ ε and ||( fn − fm)||L2(T,µ) ≤ ε we then have

||B∗( fn − fm)||2L2(T,µ) = |〈B∗( fn − fm),B∗( fn − fm)〉|
= |〈BB∗( fn − fm), ( fn − fm)〉|
≤ ||BB∗( fn − fm)||L2(T,µ)||( fn − fm)||L2(T,µ) ≤ ε2.

This gives us that (B∗ fn)n≥1 is a Cauchy sequence and thus that B∗ fn
L2(T,µ)−−−−−→ h for some h ∈ L2(T,µ). Because

U ′ is bounded we have that U ′ fn
L2(T,µ)−−−−−→U ′ f . So we have that ∂ fn is Cauchy by the relation ∂x fn =U ′ fn −B∗ fn .

Because W 1,2(T,µ) is a Banach space this means that ∂x fn → ∂x f and thus we have that f ∈ W 1,2(T,µ) and
∂x f =U ′ f −h. So we have that B∗ f = h.

Since (BB∗ fn)n≥1 is Cauchy, we have that Bhn is Cauchy in L2(T,µ) with BB∗ f = Bhn and therefore (hn)n≥1

is Cauchy in the Sobolev space W 1,2(T,µ). Similarly, this gives us that Bhn
L2(T,µ)−−−−−→ Bh = −γ(g − (A −γ) f ). So

we have that f ∈ D(S1(γ)). Moreover, we see that − 1
γBB∗ f + (A −γ) f = g , so S1(γ) f = g . So (S1(γ),D(BB∗)) is

closed.

3.4. The Schur complement and bounds on the eigenvalues
Now we can make use of the Schur complement and treat its point spectrum σp (S1) as being the same as the
spectrum of the generator of the Zig-Zag process minus γ = 0. By multiplying the Schur complement with γ

we get the equation γS(γ) =−BB∗+γA −γ2I . We then see that if we want to find the eigenvalues of S1(γ), we
need to find the eigenvalues of a quadratic eigenvalue problem. Analyses towards such problems have been
done for example in the case where the operators are matrices [TM01]. Even in the finite-dimensional case, the
analysis of quadratic eigenvalue problems has significant differences from the analysis of the conventional lin-
ear eigenvalue problems. For example, there can be an infinite amount of eigenvalues and an eigenvector can
correspond to multiple eigenvalues at the same time. Analyses have been done in a general case towards op-
erators of this form [EL04], here these operators have been associated with oscillations of a non-homogeneous
string inside a viscous substance. However, they describe a more general case with fewer assumptions on B
and A and were only able to describe the eigenvalues in the range (0,∞).

To examine the locations of the eigenvalues we will first examine the numerical range of the Schur com-
plement in order to prove bounds on the eigenvalues of the generator. Specifically we have that all of the real
components of the eigenvalues are bounded on an interval and thus that all the eigenvalues lie on a vertical
strip. Furthermore, this strip is a smaller strip than the one we found in Proposition 3.3.1.

Lemma 3.4.1. For all γ ∈ σp (L0) we have that Reγ ∈ [−||W ||∞,0] = [−|||U ′(x)| + 2λ0(x)||∞,0]. Moreover, if

γ ∈C\Rwe also have that Re γ ∈ [− 1
2 ||W ||∞,−essinfx

W
2 (x)] = [−||( |U ′(x)|

2 +λ0(x))||∞,−essinfx ( |U
′(x)|
2 +λ0(x))].

Proof. We have from lemma 3.3.3 that σp (L )0 = σp (S1). We take a + bi = γ ∈ σp (S1) and a corresponding
eigenvector f ∈W 2,2(T,µ) such that S1(γ) f = 0. We first prove the second bound so assume that b 6= 0, we then



3.4. The Schur complement and bounds on the eigenvalues 35

have that

S1(γ) f = 0 → BB∗ f = γ(A−γ) f ,

→ 〈BB∗ f , f 〉 = 〈γ(A−γ) f , f 〉,
→ ||B∗ f ||2L2(T,µ) = 〈γ(A−γ) f , f 〉,
→ 0 = Im〈γ(A−γ) f , f 〉

=−
∫
T

Im(γ(W +γ))| f |2dµ

=−
∫
T

Im((a +bi )W + (a2 +2abi −b2))| f |2dµ

=−
∫
T

b(W +2a)| f |2dµ.

We have that this implies that W +2a cannot be an almost everywhere positive or negative function as otherwise
we would have

∫
T(W +2a)| f |2dµ 6= 0 which would lead to a contradiction. This would imply that we would need

both esssupx W +2a ≥ 0 and essinfW +2a ≤ 0. Which implies that a ∈ [−esssupx
W
2 (x),−essinf W

2 (x)]. This
gives us the bound for all the non-real eigenvalues.

In order to prove the bound for all of σp (L0) we only have to look at the real eigenvalues as the statement
for the non-real eigenvalues already implies this bound. So now assume that γ ∈R.

S(γ) f = 0 → BB∗ f = γ(A−γ) f ,

→ 〈BB∗ f , f 〉 = 〈γ(A−γ) f , f 〉,
→ ||B∗ f ||2L2(T,µ) = 〈γ(A−γ) f , f 〉,
→ 0 ≤ 〈γ(A−γ) f , f 〉

= 〈A f ,γ f 〉−〈γ f ,γ f 〉.

Because we have γ< 0 this implies that

→ γ|| f ||2L2(T,µ) ≥ 〈A f , f 〉,

=−
∫
T

W | f |2dν,

→ γ≥−〈pW f ,
p

W f 〉
〈 f , f 〉

≥−||
p

W ||2B(L2(T,µ)) =−||W ||L∞ =−esssupx W (x).

So we have γ ∈ [−esssupx W (x),0]

We see that the imaginary eigenvalues are bound by the essential supremum and essential infimum of W (x)
2 .

To visualize this bound we can use an approximation fo the generator as described in Chapter LN to visualize
the bounds described above for two potentials.
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Figure 3.1: Numerical eigenvalues of the operator LN with N = 1000 which is used to approximate the eigenvalues of L as described in

Chapter 5. The left image corresponds to the U (x) = 2( 1−cos(x)
2 ) and refreshment rate λ0 = 1. The right image has the potential U (x) =

2( 1−cos(x)
2 )4 and the refreshment rateλ0 = 1. The purple lines describe the bound on the non-real eigenvalues and the green line represents

the bound on the real-valued eigenvalues described in lemma 3.4.1.

Lemma 3.4.1 allows us to get complete control over the distance of the non-real eigenvalues to the line iR
for a given potential U ∈W 1,∞(T). In an extreme case we could choose λ0 such that all of the imaginary values

get stuck on a single line by choosing λ0 = c − |U ′(x)|
2 with c > esssupx

|U ′(x)|
2 , we would have that W = 2c and

thus all the eigenvalues with a non-zero imaginary component of L0 will have the same value and be on the
vertical line with the real component being equal to -c. Moreover, for potentials that have a discontinuous
derivative, we have that automatically all of the non-real eigenvalues are placed away from iR without having
to add a refreshment rate.

Figure 3.2: Numerical eigenvalues of the operator LN with N = 1000 which is used to approximate the eigenvalues of L0 as described

in Chapter 5. The left image corresponds to the U (x) = 1−cos(x)
2 and refreshment rate λ0(x) = 2− |sin(x)|

4 . By choosing this refreshment
rate we get that W = 4 and thus according to lemma 3.4.1 we have that the non-real eigenvalues appear on a line with its real component
being equal to 2. The right image has the potential U (x) = 2|x| and the refreshment rate λ0 = 0. Because we have that W (x) = |U ′(x)| =
2|sign(x)| = 2 we have again that all of the non-real eigenvalues are on a line with real components equal to 1. The purple lines describe
the bound on the non-real eigenvalues and the green line represents the bound on the real-valued eigenvalues described in lemma 3.4.1.

Remarkably the potential U (x) = σ|x|, with σ ∈ R seems to have its spectral gap increase κ→∞ as σ→∞
which turns out to be true as we shall see in Chapter 4. In general, it seems to be the case that if λ0 = 0 that a
scaling of the form σ→σ|U ′| gives us that the spectral gap increases indefinitely by using the discretization of
Chapter 5, however, this is not necessarily of practical relevance as we want to obtain the optimal λ0 for a given
potential that we want to estimate.

Using lemma 3.4.1 and Proposition 3.2.9 we can now get a bound on all of the eigenvalues. Moreover, this
gives us a bound on the spectral gap.
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Theorem 3.4.2. Take U ∈ W 1,∞(T) and λ0 ∈ L∞(T). If we have essinfx∈TW (x) = essinfx∈T |U ′(x)|+2λ0(x) > 0
then we have that κ> 0 (the spectral gap is positive). Moreover, a lower bound on κ is given by

κ≥ min{essinf
1

2
W (x), ||L −1

0 ||−1
L2(T,ν)}.

Proof. We have by lemma 3.4.1 that the real component of eigenvalues on C\{R} are bounded by infx∈TW (x) >
0. Next, we have by lemma 3.2.9 that 0 ∈ ρ(L0). We can then make use of the Neumann series of the resolvent
around 0 to conclude that ( 1

||L −1
0 || ,0] ⊂ ρ(L0) which gives us a bound on the real-valued eigenvalues as well.

Taking a minimum of the bound for the real-valued eigenvalues and the eigenvalues with an imaginary com-
ponent gives the bound for all of the eigenvalues. Moreover, Proposition 4.3.2 gives us that σ(L0) =σp (L0) so
these bounds on the eigenvalues are also bounds on the full spectrum of L0 and thus also the spectral gap.

The lower bound on the spectral gap as it is presented is difficult to calculate due to the norm of the resol-
vent ||L −1

0 ||−1
L2(T,ν)

being unknown. In a similar way to lemma 3.2.8 it can be seen that L −1
0 is also a Hilbert-

Schmidt operator. Then one way of making a bound on this resolvent norm is by making use of the Hilbert-
Schmidt norm of the operator. We then would have ||L −1

0 ||L2(T,ν) ≤ ||L −1
0 ||HS which would imply that another

lower bound on the spectral gap is given by

κ≥ min{essinf
1

2
W (x), ||L −1

0 ||−1
HS }.

Whereas κ= sup{Reγ : γ ∈σp (L0)} the Hilbert-Schmidt norm has the property
√∑

λ∈σp (L0)
1

|λ|2 ≤ ||L −1
0 ||HS so

such an estimate can never be equal to the spectral gap, however it could be of a similar order when compared
to scaling of W,U or λ0.

Lemma 3.4.1 gives us a bound on all of the eigenvalues of L0, it says that all of the eigenvalues are in a
vertical strip with the width of this strip being equal to ||W ||∞. Furthermore, it gives us an upper bound on
the real component of the eigenvalues with a non-zero imaginary component. Using this we can say that the
spectral gap will be determined by a real eigenvalue of S1(γ) or it will at least be equal to −essinfx

W
2 (x) which

is controllable by increasing λ0 on the locations where |U ′| has a small value. So in order to investigate the
spectral gap, we should examine the real eigenvalues of the Schur complement.

The bounds on the eigenvalues and the difference between the eigenvalues in R compared to those in C\R
can be better examined by looking at the following proposition.

Proposition 3.4.3. For all γ ∈σp (S1) with a corresponding eigenvector f such that S1(γ) f = 0 we have

γ=−
||pW f ||2

L2(T,µ)

2|| f ||2
L2(T,µ)

±

√√√√√ ||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

−
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

Specifically this shows that if γ ∈R that we then have

||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

≥
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

Furthermore, if γ ∈C\R then we have

||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

<
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

,

Reγ=−
||pW f ||2

L2(T,µ)

2|| f ||2
L2(T,µ)

= 〈A f , f 〉
2|| f ||2

L2(T,µ)

=−〈(U ′
2 +λ0) f , f 〉
|| f ||2

L2(T,µ)

,

and

|γ|2 =
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.
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Proof. Take a,b ∈R and define γ= a +bi ∈σp (S1) and a corresponding eigenvector f such that S1(γ) f = 0, we
then have

S(γ) f = 0 → BB∗ f = γ(A−γ) f

→ 〈BB∗ f , f 〉 = 〈γ(A−γ) f , f 〉
→ ||B∗ f ||2L2(T,µ) = 〈γ(A−γ) f , f 〉.

By using the equality 〈A f , f 〉 =−||pW f ||2
L2(T,µ)

this final equality then implies

||B∗ f ||2L2(T,µ) +γ||
p

W f ||2L2(T,µ) +γ2|| f ||2L2(T,µ) = 0.

This is a quadratic formula with its solution being

γ=−
||pW f ||2

L2(T,µ)

2|| f ||2
L2(T,µ)

±

√√√√√ ||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

−
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

If we assume that γ ∈Rwe can see that the square root has to be real and therefore we have that

||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

≥
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

Otherwise if we assume that γ ∈C\Rwe see that this square root has to become imaginary meaning that

||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

<
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

We then also see that for these eigenvalues with non-zero imaginary component that the real component of
the eigenvalue has to be given by

Reγ= 〈A f , f 〉
2|| f ||2

L2(T,µ)

=−
||pW f ||2

L2(T,µ)

2|| f ||2
L2(T,µ)

. (3.12)

And the imaginary component is given by

Imγ=±

√√√√√ ||B∗ f ||2
L2(T,µ)

|| f ||2
L2(T,µ)

−
||pW f ||4

L2(T,µ)

4|| f ||4
L2(T,µ)

.

Furthermore, we then see that the magnitude of the eigenvalues with non-zero imaginary component are given
by

|γ|2 = (Reγ)2 + (Imγ)2 =
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

.

Proposition 3.4.3 gives some insight in how the eigenvalues of an eigenvector f behave with respect to their
corresponding eigenfunctions. Setting || f ||L2(T,µ) = 1 we see that whether an eigenvalue is real or not has to do

with the relationship between ||B∗ f ||2
L2(T,µ)

and ||pW f ||4
L2(T,µ)

. Which directly relates to the comparison of the

operator A and B∗ of the block operator A . Moreover, we get an interesting relationship

∑
γ∈σp (L0), f ∈W 1,2

0 (T,µ):L0 f =γ f

|| f +− f −||2
L2(T,ν)

||B∗( f +− f −)||2
L2(T,µ)

= ∑
γ∈σp (L0)

1

|γ|2 ≤ ||L −1
0 ||2HS .
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This shows that the rate at which the ordered sequence ( ||B
∗ f ||

|| f || )n≥1 grows when having the corresponding list
of the eigenvectors ( fn)n≥1 should be at a pace high enough for the sequence to converge.

Returning to the quadratic numerical range W 2(A ) we see that similar forms for an estimation of the spec-
trum comes up. We do this by examining the following functionals for x, y ∈ W 1,2(T,µ)

⊕
W 1,2

0 (T,µ) defined
by

λ±
(

x
y

)
:= 1

2

 〈Ax, x〉
||x||2

L2(T,µ)

+ 〈D y, y〉
||y ||2

L2(T,µ)

±

√√√√√ 〈Ax, x〉
||x||2

L2(T,µ)

− 〈D y, y〉
||y ||2

L2(T,µ)

2

+4
〈B y, x)〈C x, y〉

||x||2
L2(T,µ)

||y ||2
L2(T,µ)

 (3.13)

which are exactly the elements of σp (A f ,g ) as defined in formula (3.11) (they are the solutions of the determi-
nants of the 2x2 matrices defined by the quadratic numerical range). For our case they reduce to

λ±
(

x
y

)
:= 1

2

 〈Ax, x〉
||x||2

L2(T,µ)

±

√√√√√ 〈Ax, x)

||x||2
L2(T,µ)

2

−4
|〈B y, x)|2

||x||2
L2(T,µ)

||y ||2
L2(T,µ)


We can then see if we take y = B∗x that the above expression reduces to that of the expression of the eigenvalues

of Proposition 3.4.3 such that λ±
(

x
B∗x

)
= S1(γ)x. Which gives us that W (S1(γ)) ⊂W 2(A ).

By choosing y to orthogonal to B∗x we get that |〈B y,x〉|2
||x||2

L2(T,µ)
||y ||2

L2(T,µ)

= 0 moreover we can choose y = B∗x

which gives |〈B y,x〉|2
||x||2

L2(T,µ)
||y ||2

L2(T,µ)

= |〈B∗x,B∗x〉|2
||x||2

L2(T,µ)
||B∗x||2

L2(T,µ)

= 〈B∗x,B∗x〉
||x||2

L2(T,µ)

. We can then see this as the numerical range of

the linear operator y →〈y,B∗x〉 and so we can make use of the Toeliptz-Hausdorff Theorem [Gus70] to see that

all of the values between 0 and
||B∗x||L2(T,µ)

||x||L2(T,µ)
can be attained for every x ∈ W 1,2(T,µ). This in particular implies

that by taking an x such that 〈Ax, x〉 is non-zero that all the small values around 0 on the real axis are part of
the quadratic numerical range and thus that the quadratic numerical range will not allow us to say something
about the real part of the spectral gap.

However, this is where the usefulness of the Schur complement comes in, namely for the Schur complement
we can prove that the elements close to 0 on the real number line are not part of the numerical range of the
Schur complement. So we really have that the inclusion of the numerical range of the Schur complement into
the quadratic numerical is a proper one.

We therefore return to the analysis of the Schur complement. In Proposition 3.4.3 we see that there are two
roots to every eigenfunction. This is often included in the analysis of the quadratic numerical range, for this
the following sets are defined:

Λ± = {λ±
(

x
y

)
: (x, y) ∈ D(A ) and

 〈Ax, x〉
||x||2

L2(T,µ)

2

−4
|〈B y, x〉|2

||x||2
L2(T,µ)

||y ||2
L2(T,µ)

≥ 0}.

Again the big difference being the |(B y,x)|2
||x||2

L2(T,µ)
||y ||2

L2(T,µ)

term. These sections as in this definition are usually only

about eigenvalues which are real-valued. Moreover, most observations that use these functionals are for oper-
ators that have real quadratic numerical range (and thus a real spectrum).

For J-self-adjoint operators these two branches have a particular meaning if we have an eigenvalue γ ∈C\R
with an eigenvector f such that S1(γ) f = 0 we can then see that S1(γ) f = 0. So we see thatγ ∈σp (S1) is an eigen-

value with its eigenvector given by f . However, we do not have such a connection between the eigenvectors
when it comes to real eigenvalues. Nevertheless, when it comes to numerical approximations these paired
eigenvalues do seem to behave similarly when scaling the potential and the refreshment rate. The lack of con-
nection for real-valued eigenvalues, causes the eigenvalues to be categorized into three groups and allows us
to give an expression of the spectral gap. We define the set of eigenvectors of S1(γ) by M = { f ∈ D(BB∗) :

|| f ||L2(T,µ) = 1,S1(γ) f = 0}. Furthermore, define γ±( f ) = 1
2 ||

p
W f ||2

L2(T,µ)
±

√
1
4 ||

p
W f ||4

L2(T,µ)
−||B∗ f ||2

L2(T,µ)



40 3. Spectral analysis of the Zig-Zag process generator with general refreshment rate

then the spectral gap is given by

κ= inf
f ∈M


1
2 ||

p
W f ||2

L2(T,µ)
if 1

4 ||
p

W f ||4
L2(T,µ)

< ||B∗ f ||2
L2(T,µ)

,

γ+( f ) if S1(γ+( f )) f = 0,

γ−( f ) otherwise.

One of the issues with this formula for κ is that we do not know much about the functions f in M . If we
were to take the infimum over all of the functions of D(BB∗) we would have that the spectral gap is equal to
0 due to the function eU (x) ∈ D(BB∗). This function corresponds to a function which has no ’curvature’ with
respect to the derivative operator B∗ as B∗eU (x) = 0. It can also be seen as an eigenfunction to S1(0) if we define
it as the limit of the Schur complement viewed as γS1(γ) =−BB∗+γA−γ2. We will come back to this function
later.

Another issue is that we have strong conditionals in the expression of κ, specifically the distinction between
S1(γ+( f )) f = 0 (and implicitly S1(γ−( f )) f = 0). To solve this we can ignore this distinction and create a lower
bound to κ̃≤ κ defined by

κ̃ := inf
f ∈M

1

2
||
p

W f ||2L2(T,µ) −1{ 1
4 ||

p
W f ||4

L2(T,µ)
≥||B∗ f ||2

L2(T,µ)
}

√
1

4
||
p

W f ||4
L2(T,µ)

−||B∗ f ||2
L2(T,µ)

.

We can then see that for the eigenfunctions with imaginary component the spectral gap is bounded below
by inf f ∈D(BB∗)

1
2 ||

p
W f ||2

L2(T,µ)
. So to find a lower bound we should only examine the real eigenvalues and find

a lower bound for the expression 1
2 ||

p
W f ||2

L2(T,µ)
−

√
1
4 ||

p
W f ||4

L2(T,µ)
−||B∗ f ||2

L2(T,µ)
. Although the condition

||pW f ||4
L2(T,µ)

4|| f ||4
L2(T,µ)

≥
||B∗ f ||2

L2(T,µ)

|| f ||2
L2(T,µ)

restricts the function space, we still have that the function space is too large due to

the kernel function of B∗ which is eU (x). If we could only examine the orthogonal complement of eU (x) then
because B∗ becomes invertible and we would get the following "bound"

κ :=
{

min{essinf 1
2 W (x), 1

2 ||
p

W ||2∞−
√

1
4 ||

p
W ||4∞−||(B∗)−1||−1} if 1

4 ||
p

W ||4∞ > ||(B∗)−1||−1,

essinf 1
2 W (x) otherwise.

It turns out that we can fix this problem however the bound will become slightly different in how it is written.
If we can prove that the eigenvalues corresponding to real eigenvalues hold to a bound similar to this bound,
then we are done since this bound already holds for all of the eigenvalues inC\R due to lemma 3.4.1. To further
investigate the real eigenvalues we will examine S1(γ) when γ ∈ R. We will first prove that the spectrum of
this operator is real. We do this by making use of the Friedrichs Extension Theorem. The Friedrichs extension
defines a unique self-adjoint operator from a quadratic form. We can construct every S1(γ) as such a quadratic
form, however a more convenient approach is by examining the quadratic form q( f , g ) = (B∗ f ,B∗g ) associated
to the operator BB∗ f = ∂2

x f −U ′∂x f −U ′′ f .

Lemma 3.4.4. For γ ∈ C \ {0} we have that (S1(γ))∗ = S1(γ). In particular this means for γ ∈ R \ {0} that S1(γ) is
self-adjoint.

Proof. We first examine the operator (BB∗,D(BB∗)). We have for f ∈ D(BB∗) that 〈BB∗ f | f 〉 = 〈B∗ f |B∗ f 〉 ≥ 0
meaning that this operator is positive. So by the Friedrichs Extension Theorem we have that there is a unique
positive self-adjoint extension (BB∗)× such that BB∗ ⊂ (BB∗)×.

The associated linear form of (BB∗)× is q : D(B∗) × D(B∗) → C defined by ∀ f , g ∈ D(B∗) by q( f , g ) =
〈B∗ f |B∗g 〉. It holds that the domain of (BB∗)× is a subset of the domain of the completion of q defined by
D((BB∗)×) = { f ∈ D(q) : ∃g ∈ L2(T,µ) with (g |v) = q( f , v)∀v ∈ D(q)}. For q to be closed we need that the Hilbert
space associated to the norm || f ||2q := q( f | f )+ ( f | f )L2(T,µ) defines a complete space on D(B∗). This holds au-

tomatically because B∗ is a closed operator and this || f ||2q norm is the same as the graph norm of B∗ which is
thus closed. So we have that D(q) = D(B∗).

We have then have that D((BB∗)×) = { f ∈W 1,2(T,µ) : ∃g ∈ L2(T,µ) with (g |v) = (B∗ f |B∗v)∀v ∈W 1,2(T,µ)}.
This shows that B∗ f ∈ D(B∗∗) = D(B) = W 1,2

0 (T,µ). By definition this means that f ∈ D(BB∗). This shows
D((BB∗)×) ⊂ D(BB∗). But because we had BB∗ ⊂ (BB∗)× we have that BB∗ = (BB∗)×.
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This gives us that (BB∗)∗ = BB∗. Furthermore, because in general it holds that if K is a bounded operator
that we have (BB∗+K )∗ = BB∗+K ∗ we then see that

(S1(γ))∗ = (− 1

γ
(BB∗)+ (A−γ))∗

=− 1

γ
((BB∗))∗+ (A−γ)∗,

=− 1

γ
(BB∗)+ (A−γ),

= (S1(γ)).

The relationship S1(γ)∗ = S1(γ) makes S1(γ) a self-adjoint pencil which have some interesting properties
[Mar88]. However, for our proof, we will not make use of these properties.

Next, we want to show that S1(γ) has a compact resolvent. This can be confusing terminology because it
could imply that only S1(γ)−1 is compact for all γ ∈ C \ {0} but equivalently we can show that a wider range of
these operators are compact as shown in the following lemma.

Lemma 3.4.5. For γ ∈C\{0} we have that S1(γ) has compact resolvent, that is for all η ∈C such that (η−S1(γ))−1

exists and is bounded we have that (η−S1(γ))−1 is a compact operator

Proof. We have that BB∗ is a self-adjoint operator as we have proven in lemma 3.4.4. Furthermore, it is bounded
from below 0 ≤ 〈BB∗ f , f 〉. This means that ||(BB∗−η)−1|| exists for η < 0. We also have the estimate ||(BB∗−
η)−1||−1 ≥ d(η,σ(BB∗)). Because the spectrum of BB∗ is contained in [0,∞) we have that we can make this
lower bound as large as possible by choosing a η further away from 0. In particular we can choose η such that
||−1
γ (BB∗−η)−1||−1 ≥ ||(A −γ)||. We can then make use of Theorem IV.3.1 of [Kat95] (in particular remark 3.2)

where we use T = −1
γ BB∗ and S = S1(γ) to conclude that (S1(γ)−η)−1 exists and is bounded. We then also have

that (S1(γ)−η)−1 is a bounded operator from (L2(T,ν), || · ||L2(T,ν)) → (D(BB∗), || · ||G (S1(γ))). Next, we have that
the embedding iGr aph : (D(BB∗), || · ||G (S1(γ))) → (D(BB∗), || · ||W 1,2(T,µ)) is continuous. This is because we have
for f ∈ D(BB∗) that

|| f ||2W 1,2(T,µ) ≤ 2||∂x f ||2L2(T,µ) +2|| f ||2L2(T,µ)

≤ 4||B∗ f ||2L2(T,µ) +4||U ′ f ||2L2(T,µ) +2|| f ||2L2(T,µ)

≤ 4( f ,BB∗ f )+K || f ||2L2(T,µ)

≤ 4||BB∗ f ||L2(T,µ)|| f ||L2(T,µ) +K || f ||2L2(T,µ)

≤ 4|γ|||S1(γ) f ||L2(T,µ)|| f ||L2(T,µ) +4|γ|||(A−γ)||L2(T,µ)|| f ||2L2(T,µ) +K || f ||2L2(T,µ)

≤C ||S1(γ) f ||L2(T,µ)|| f ||L2(T,µ) +C || f ||2L2(T,µ).

≤C || f ||G (S1(γ))|| f ||W 1,2(T,µ).

Dividing both sides by || f ||W 1,2(T,µ) gives us that the embedding is continuous. Finally we also have the compact
Sobolev embedding iS : (D(BB∗), || · ||W 1,2(T,µ)) → (D(BB∗), || · ||L2(T,µ)). We get that

(S1(γ)−η)−1 = iS ◦ iGr aph ◦ (S1(γ)−η)−1

where the operator (S1(γ)−η)−1 on the left-hand side is seen as a mapping (L2(T,ν), || · ||L2(T,ν)) → (D(BB∗), || ·
||L2(T,ν)) and on the right-hand side it is seen as a mapping on (L2(T,ν), || · ||L2(T,ν)) → (D(BB∗), || · ||G (S1(γ))).

Due to all of the operators being continuous and iS being a compact mapping, we get that S1(γ)−η)−1 is
compact and by the resolvent identity, all (η−S1(γ))−1 are compact for all η ∈C when this inverse exists and is
bounded.

Theorem III.6.29 [Kat95] then give us that the spectrum of S1(γ) exists entirely out of eigenvalues of finite
multiplicity. That is if (S1(γ)−η)−1 does not exists or cannot be bounded then we have that there is an f ∈
D(BB∗) such that (S1(γ)−η) f = 0.



42 3. Spectral analysis of the Zig-Zag process generator with general refreshment rate

Spectral theorems about self-adjoint operators with compact resolvent then gives us that are an infinite
amount of eigenvalues η ∈ C with the property S1(γ) f = η f . Since S1(γ) is bounded below for Reγ < 0 since
for f ∈ D(BB∗) we have 〈S(γ) f , f 〉 ≥ −||pW ||2

L2(T,µ)
−γ due to − 1

γ 〈B∗ f ,B∗ f 〉 ≥ 0 and A −γ being a bounded

symmetric operator. This gives us in particular that these eigenvalues can be ordered η1 ≤ η2....

As an interesting side-note for a given potential and a constant refreshment rate λ0 we have that as we

increase λ0 and if we denote by Sλ0
1 (γ) f the Schur complement corresponding to potential U with refreshment

rate λ0 that we then have.

Sλ0
1 (γ) = −1

γ
BB∗−|U ′|−2λ0 −γ= S0

1(γ) f −2λ0.

Since S0
1(γ) has an infinite amount of eigenvalues we see that for an infinite amount of λ0 ∈ R that there are

f ∈ D(BB∗) such that we also have that Sλ0
1 (γ) f = 0. This gives an indication that if we scale λ0 that there will be

more real eigenvalues corresponding to L0. We see this happening when using the numerical approximations
of LN but we will not make use of this in this thesis.

Now that we have for γ ∈ R \ {0} that S1(γ) is self-adjoint and that the operator has a compact resolvent,
we have that S1(γ) only has a real spectrum with real eigenvalues. Because S1(γ) is also bounded below as
mentioned above we can then make use of variational principles, specifically, we can make use of the max-
min theorem (Theorem XIII.2 [RS78] and noting that σess = ; due to the compact resolvent). This theorem
is useful for finding the eigenvalues of a self-adjoint operator. Given a self-adjoint operator with eigenvalues
β1 ≤ β2 ≤ β3 ≤ ... and its spectrum being equal to its point spectrum, it states that the eigenvalues of the self-
adjoint operator S1(γ) are given by:

βn = sup
f1, f2,... fn−1∈D(S1(γ))

inf
f ∈span({ f1, f2,... fn−1})⊥∩D(S1(γ)),|| f ||L2(T,µ)=1

〈S1(γ) f , f 〉.

The orthogonal complement is defined with respect to our standard inner product 〈〉 on L2(T,µ). For example,
we have β1 = inf f ∈D(S1(γ)),|| f ||L2(T,µ)=1〈S1(γ) f , f 〉 and by the lower bound which was described above we can see

that for small γ that the smallest eigenvalue of S1(γ) is negative. We can use this max-min theorem to prove the
following bound on the real eigenvalues of L0.

Proposition 3.4.6. Define

a :=
max{−

∫
TW (x)eU (x) d x∫

T eU (x) d x
,− 1

2 ||W ||∞+
√

1
4 ||W ||2∞−||(B̃∗)−1||−2

L2(T,µ)
} if 1

2 ||W ||∞ ≥ ||(B̃∗)−1||−1
L2(T,µ)

−
∫
TW (x)eU (x) d x∫

T eU (x) d x
otherwise.

We then have that ∀γ ∈ (a,0] that γ ∈C\σp (L0) = ρ(L0)

Proof. We will often make use of the identity 〈S1(γ) f , f 〉 = −1
γ ||B∗ f ||2

L2(T,µ)
−||pW f ||2

L2(T,µ)
−γ|| f ||2

L2(T,µ)
. Take

γ ∈ (a,0] and take the function x → K eU (x) ∈ D(BB∗) such that 1
K := ||eU (x)||L2(T,µ). We can then use the max-

min theorem to prove that the first eigenvalue of S1(γ) has the following negative upper bound

β1 = inf
f ∈D(BB∗),|| f ||L2(T,µ)=1

〈S1(γ) f , f 〉 ≤ 〈S1(γ)K eU ,K eU 〉

=− 1

γ
||B∗K eU ||2L2(T,µ) −||

p
W K eU ||2L2(T,µ) −γ

=−||
p

W K eU ||2L2(T,µ) −γ.

So we see that β1 < 0 if −||pW K eU ||2
L2(T,µ)

−γ < 0 which means that −||pW K eU ||2
L2(T,µ)

= −
∫
TW (x)eU (x) d x∫

T eU (x) d x
< γ
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which holds as a < γ. Next, we examine a positive lower bound on the second eigenvalue

β2 = sup
g∈D(BB∗)

inf
f ∈D(BB∗): f ⊥g ,|| f ||L2(T,µ)=1

〈S1(γ) f , f 〉 ≥ inf
f ∈D(BB∗): f ⊥eU ,|| f ||L2(T,µ)=1

〈S1(γ) f , f 〉

= inf
f ∈D(BB∗): f ⊥eU ,|| f ||L2(T,µ)=1

− 1

γ
||B∗ f ||2L2(T,µ) −||

p
W f ||2L2(T,µ) −γ

≥−||
p

W ||2∞−γ− 1

γ
inf

f ∈D(BB∗): f ⊥eU

||B∗ f ||2
L2(T,µ)

|| f ||2
L2(T,µ)

≥−||
p

W ||2∞−γ− 1

γ
inf

g∈L2(T,µ)

||g ||2
L2(T,µ)

||(B̃∗)−1g ||2
L2(T,µ)

=−||
p

W ||2∞−γ− 1

γ

1

supg∈L2(T,µ)

||(B̃∗)−1g ||2
L2(T,µ)

||g ||2
L2(T,µ)

=−||
p

W ||2∞−γ− 1

γ
||(B̃∗)−1||−2

L2(T,µ).

So we see thatβ2 > 0 if−||pW ||2∞−γ− 1
γ ||(B̃∗)−1||−2

L2(T,µ)
> 0 which means that−||(B̃∗)−1||−2

L2(T,µ)
−γ||pW ||2∞−γ2 <

0. This is a parabola and using the quadratic formula we get its rootsα± =− 1
2 ||

p
W ||2∞±

√
1
4 ||

p
W ||4∞−||(B̃∗)−1||−2

L2(T,µ)
.

Since this is a parabola that goes to −∞ if γ→±∞ we see then specifically if γ>α+ that then β2 > 0. Further-
more, because we also have β1 < 0 we see that 0 is not an eigenvalue for S1(γ) so we see by lemma 3.3.3 that
γ ∉σp (L0). Moreover, Proposition 4.3.2 gives us thatσ(L0) =σp (L0) so because values in the interval (a,0] are
inσp (L0) we also have that they are not inσ(L0) due to Proposition 4.3.2 and thus this interval is in ρ(L0).

What we have done is that we moved the max-min theorem towards the operator BB∗ and then created
a bound using the first and second eigenvalue of this operator to bound the first real eigenvalue of L0. In
a similar way, we can repeatedly use the same argument as above to create bounds on an infinite amount of
eigenvalues of S1(γ) in terms of the eigenvalues of BB∗. We see specifically that if 1

2 ||W ||2∞ < ||(B̃∗)−1||−1
L2(T,µ)

that

there is at most 1 eigenvalue that is real since β2 > 0 for all γ ∈ (−∞,0]. By repeatedly using the same argument
we can create similar statements about the maximal amount of eigenvalues that can be real depending on the
eigenvalues of BB∗ but this is not relevant for finding the spectral gap so we omit this.

The operator BB∗ is associated with the overdamped Langevin diffusion operator [PP17]. Specifically it is
the operator associated to the Kolmogorov forward equation of the stochastic differential equation

d X t =∇U (X t )d t +p
2dWt .

This equation describes a particle that receives forces over time as described by∇U while also receiving random
noise from dWt . This process has as its stationary distribution the function eU which is the inverse of e−U . Note
that due toΩ=T that −U is also a valid potential.

Another interesting observation is that as long as 1
2 ||W ||∞ < ||(B̃∗)−1||−1

L2(T,µ)
then we have that the bound on

the spectral gap can not decrease as we scale the refreshment rate. This can also be seen by the fact that we do
not have any real eigenvalues in this case and that the bound that we have on the imaginary eigenvalues is de-
termined by an infimum involving the refreshment rate, so increasing this the refreshment rate then increases
the bound on the spectral gap. However, this is not any assurance that the spectral gap actually increases, only
that the lower bound that we calculated increases.

For many examples we seem to have
∫
TW (x)eU (x) d x∫

T eU (x) d x
≥ 1

2 ||W ||∞ which would often reduce the first case of the

above expression. However, in general this does not hold. This can be seen by for example taking for every
ε> 0, λ0 = 1

ε ·1|x|≤ε with U = 0. We then have∫
TW (x)eU (x) d x∫

T eU (x) d x
= 1

2π

∫
T

2λ0(x)d x = 4

2π
.

Whereas for the other side of the expression would have

1

2
||W ||∞ = 1

ε
.
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Moreover, by taking λ0 = 0 we also have that this equality does not hold in general as we can see with U (x) =
cos(x)20. Then we have that

∫
TW (x)eU (x) d x∫

T eU (x) d x
≈ 0.868 and 1

2 ||W ||∞ ≈ 1.374. In general this term can therefore not

be ignored without any extra justification.
We can then use Proposition 3.4.6 to prove a new bound on the spectral gap.

Theorem 3.4.7. Assume U ∈W 1,∞(T) and λ0 ∈ L∞(T) and define

κ :=
{

min{ 1
2 ||W ||∞−

√
1
2 ||W ||2∞−||(B̃∗)−1||−2

L2(T,µ)
, 1

2 essinfx∈TW (x)} if 1
2 ||W ||2∞ ≥ ||(B̃∗)−1||−1

L2(T,µ)
1
2 essinfx∈TW (x) otherwise.

Then we have κ ≤ κ, where κ is the spectral gap of L0. Specifically this means that if essinfx∈TW (x) > 0 then
κ> 0.

Proof. The bound on the imaginary eigenvalues follow from lemma 3.4.1 and the bounds for the real eigenval-

ues follow from Proposition 3.4.6. Moreover, note that we can ignore the term
∫
TW (x)eU (x) d x∫

T eU (x) d x
since

∫
TW (x)eU (x) d x ≥

essinfy∈TW (y)
∫
T eU (x) d x and thus we have∫

TW (x)eU (x) d x∫
T eU (x) d x

≥ essinfy∈TW (y)

∫
T eU (x) d x∫
T eU (x) d x

= essinfy∈TW (y) ≥ 1

2
essinfy∈TW (y).

Moreover, since σp (L0) = σ(L0) by Proposition 4.3.2 we have that the spectrum of L0 is bounded and thus
also the spectral gap.

We first show an example of this by using U ′ = 0 and ∀x ∈ T we define λ0(x) = λ ∈ R+ such that ∀x ∈ T we
have W (x) = 2λ. This gives us that µ∝ 1. We then have that this gives us that the approximation on the spectral
of Theorem 3.4.7 gap is given by κ(λ) = λ−1λ>1

p
λ2 −1}. Where we calculated ||(B̃∗)−1||−1

L2(T,µ)
by noting that

this operator becomes the Volterra operator for which we know that the exact norm on this domain is equal to
1 [Thi16].

Now we will calculate all of the eigenvalues of this potential and refreshment rate and we will see how well
this approximation is. We have to solve S(γ) f = 0, with f ∈W 2,2(T) we see that this implies −∂2

x f −2γλ−γ2 = 0

which has the functions f (x) = e±i
p
γ(2λ+γ)x as its solution. In order to make these functions continuous we

must have f (−π) = f (π) which implies that
√
γ(2λ+γ) = n and γ(2λ+γ) = n2 with n ∈Z. Solving this gives us

γ=−λ±
p
λ2 −n2. Because we ignore γ ∈ 0 this gives us that the spectral gap is given by κ(λ) =λ−1λ>1

p
λ2 −1}

which is the exact same formula that the appromation of Theorem 3.4.7 gave us.
Because λ−

p
λ2 −1 = 1

λ+
p
λ2−1

is a decreasing function for λ > 1 we see that the optimal spectral gap is

reached when λ = 1, with κ(1) = 1. Moreover, we see that the spectral gap is reached exactly at the moment
that an eigenvalue becomes real. This is behaviour that we observed for many other potentials using the ap-
proximation of Chapter 4 that as soon an eigenvalue becomes real we have very quickly that the spectral gap
becomes worse.

In general for other potentials calculating ||(B̃∗)−1||−1
L2(T,µ)

can be a hard thing to do exactly, however due to

lemma 3.2.8 we can create an approximation ||(B̃∗)−1||L2(T,µ) ≤ ||(B̃∗)−1||HS . The difference between these two

terms is that ||(B̃∗)−1||L2(T,µ) = 1
λ1(BB∗) whereas for the other norm we have ||(B̃∗)−1||2HS = ∑

i 6=0
1

λi (BB∗)2 where

λi (BB∗) refers to the ith eigenvalue of BB∗ counted with multiplicity, here we skip λ0 as this eigenvalue has
been removed as we examine the domain D(BB∗) \ {eU }. The downside by making such an approximation is
that the period for which we can assure that there are no real eigenvalues for L0 becomes smaller as we scale
λ0 and the bound on the spectral gap becomes worse at a faster rate.

This bound on the eigenvalues that are real is very similar to Theorem 2.11.13 of [Tre08]. However, there are
several differences in the result and the assumptions. To interpret the result we should flip the operator −L0

such that the spectrum is increasing λ1 ≤λ2 ≤ .... Then the results of Theorem 2.11.13 assume that the operator
is diagonally dominant through some assumptions on the domains of the entries of the block operator. So ef-
fectively they assume that the operator A and D are more influential than the B and C operators are. Moreover,
they assume that the quadratic range (and thus also the spectrum) is real-valued and that there are numbers
between Λ+(A ) and Λ+(A ). Moreover, if an actual lower bound on the eigenvalues and thus the spectral gap
is to be found there is an additional assumption that B is bounded strongly by the minimal spectral value of A.

Under the assumption that U is a C∞(T) Morse function (meaning a function with critical points that are
non-degenerate and have distinct values) and that infx∈Tλ0(x) > 0 it has been proven that the eigenvalues of
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the generator become arbitrarily small at an exponential rate for a large enough scaling of the form h → hW
(Theorem 1 [GN20] ). This would seem to indicate that the max-min principle of the Schur complement S1(γ)
gives an equality for the spectral gap for small enough h. However, we do not have this in general and the
assumption on the refreshment rate seems to be required. The main example is U (x) = |x|, as we will show in
Chapter 4 for which the spectral gap is always caused by an eigenvalue that is in C \R no matter how much
this potential is scaled. Therefore it does not have the property that the eigenvalues become real at a large
enough scaling. Therefore only under the assumption that the scaling is large enough and the infimum of the
refreshment rate is non-zero can we could say that the spectral gap of L0 can be exactly determined by the first
few eigenvalues of S1(γ).

3.5. The Schur complement and the semiclassical Witten Laplacian
It turns out that the Schur complement has a connection with the semiclassical Witten Laplacian [Mic19],
which is an operator which is of interest to theoretical physicists. In this section, we will make the link between
these two operators. The semiclassical Witten Laplacian has the following form

∆h,U =−h2∂2
x +|U ′|2 −hU ′′.

The Schur complement can be written in the following manner for an eigenvector f ∈ D(BB∗) corresponding
to the eigenvalue γ we have

γS(γ) f =−BB∗ f +γ(A−γ) f

= ∂x (∂x ( f )−U ′ f )−γ(W +γ) f

= ∂2
x f −U ′∂x f −U ′′ f −γ(W +γ) f = 0.

This can be rewritten into the following form

∂2
x f +p(x)∂x f +q(x) f = 0.

Where we have the following functions

p(x) =−U ′ and q(x) =−U ′′−γ(W +γ).

We then make the substitution h = e−
U
2 f , which will give us:

−∂2
x h +V (x)h = 0, (3.14)

where we have that V is defined as

V (x) =−q(x)+ 1

2
∂x p(x)+ 1

4
p2(x).

And this can be explicitly written as

V (x) = γ(W +γ)+ |U ′|2
4

+ U ′′

2
.

Here we see terms that are similar to the Witten Laplacian with the exception of γ(W +γ). We then compare
the 2nd order differential equation with the semi-classical Witten Laplacian which is defined for a,r ∈R by

∆h,aU =−h2∂2
x +|a|2|U ′|2 −ahU ′′.

In order to get this definition to be similar to our 2nd order differential equation of formula (3.14) we must have

|a|2
h2 |U ′|2 − a

h
U ′′ = 1

4
|U ′|2 + 1

2
U ′′.

Which leads to the condition a
r =− 1

2 . So we have for all r ∈R that S1(γ) can be equivalently written as

∆r,− r
2 U +γ(W +γ) =−∂2

x + (
1

4
|U ′|2 + 1

2
U ′′)−γ(W +γ) = 0.
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Note that due to the domain being a torus we have that − rU
2 defines a valid potential similar to how we did this

for BB∗. In fact, the relationship is stronger to that case as all that we have done is here calculate the following
equality

E∗γS1(γ)E =−∆r,− r
2 U −γ(W +γ).

where E : L2(T,µ) → L2(T) is the unitary transformation given by E f = e−
U
2 . This unitary operator allows us

to better analyse the asymptotic behaviour as the norm/inner-product L2(T) are not changed when scaling U .
Moreover, we have from this the identity

EBB∗E∗ =∆r,− r
2 U .

As we have discussed the operator BB∗ is the Kolmogorov forward equation for the overdamped Langevin
diffusion and we see once again that the BB∗ plays an important role in the analysis of the spectrum of L0.
Because the operator BB∗ is a more ’known’ operator than L0 this allows us to make more statements about
L0 given BB∗ such as in Theorem 3.4.7. A similar connection has been made in [GN20] where the connec-
tion was made via the anti-symmetric part of L0. Examining lemma 3.2.5 shows that this connection was to
be expected as the anti-symmetric part of L0 is directly related to BB∗ through the Schur complement de-
fined for this part. It seems as if the analysis towards the Witten-Laplacian is, therefore, crucial for the further
approximation/understanding of the eigenvalues of the Schur complement.



4
Spectral analysis of the Zig-Zag process

generator with λ0 = 0

When analysing the bound defined for f ∈ X by ||T (t ) f || ≤ Me−ωt || f || as defined in 2.3.3, different norms and
spaces can be used for the underlying Banach Space. This change in the topology/Banach space could have
an effect on the value of κ. Moreover, changing the underlying Banach space could change the positions of the
eigenvalues and the spectral gap. Previously this analysis has been done for X = L2(R,ν) [BV21], however in
practice it can also be useful to know the convergence for continuous functions with a supremum norm as this
is usually the set of functions which are used for the analysis of the Zig-Zag process using Stochastic approaches
such as examining a Feller process (more about this type of approach can be found in, for example, [BD17] ).

Moreover, we would like to know how the spectrum of L translates to the semigroup that it might generate.
In this section we will prove such a spectral theorem for the generator of the Zig-Zag process with the Banach
space L2(T,ν) as well as C (T×{+1,−1}). We will show a similar analysis to [BV21] towards the case where λ0 = 0
and the potential is unimodal and we will find similar results. Furthermore, we will see that the spectral map-
ping theorem gives some complications for the torus and we will show how we could solve these complications.
We will first introduce the generator on the continuous function space.

4.1. Spectral analysis on C (T× {+1,−1})
The generator L can be defined similarly for the space of continuous functions C (T×{+1,−1}) as we were able
to do it for L2(T,ν). This is the space of continuous functions in the sense that for f (x,θ) ∈ C (T× {+1,−1}) we
have that f + = f (x,1) and f − = f (x,−1) are continuous. This vector space then becomes a Banach space if we
associate the norm || f ||C (T×{+1,−1}) = supx∈T,θ∈{+1,−1} | f (x,θ)| to it. Then as for the domain for this new generator
we take the continuously differentiable functions C 1(T× {+1,−1}). That is the functions f ∈ C (T× {+1,−1})
such that f +, f −(x) have derivatives ∂x f +(x),∂x f −(x) which are fully defined and continuous on T. In order
to make it more clear to which operator we are referring we denote LC 1 : C 1(T× {+1,−1}) ⊂ C (T× {+1,−1}) →
C (T× {+1,−1}) when we are referring to the generator on C 1(T× {+1,−1}). So for f ∈C 1(T× {+1,−1}) we define

(LC 1 ) f (x,θ) := θ∂x f +λ(x,θ)(F f − f ).

Moreover, we denote the space C 1
0 (T× {+1,−1}) to be the mean-zero continuous functions, that is

C0(T× {+1,−1}) := { f ∈C (T× {+1,−1} :
∫
T

f (x)dν= 0}

and in a similar way we can define C 1
0 (T×{+1,−1}) on which we will define the generator LC 1

0
: C 1

0 (T×{+1,−1}) ⊂
C0(T× {+1,−1}) →C0(T× {+1,−1}) with the same formula for f ∈C 1

0 (T× {+1,−1}) by

(LC 1
0

) f (x,θ) := θ∂x f +λ(x,θ)(F f − f ).

We have that the codomain is the same Banach space as the Banach space the operator is defined on similar to
how we did this for L0. For this, we will need that LC 1 f ∈C (T× {+1,−1}) for all f ∈C (T× {+1,−1}). This gives

47
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us that θ∂x f +λ(x,θ)(F f − f ) ∈C (T× {+1,−1}). Which implies that ∂x ( f +− f −)+U ′( f +− f −) ∈C (T× {+1,−1}).
This causes us to make the assumption that U ′ ∈ C (T) or U ∈ C 1(T) which is assumption (A3). Similarly, this
will give us that λ0 ∈C (T) which is assumption (A4).

Under these assumption we have that the mapping LC 1 : C 1(T×{+1,−1}) ⊂C (T×{+1,−1}) →C (T×{+1,−1})
is well defined. Moreover, it can be seen by a similar argument for L0 that LC 1

0
is also well-defined. Further-

more, we have that these operators are closed.

Lemma 4.1.1. Assume (A3) and (A4) we then have that (LC 1 ,C 1(T×{+1,−1})), (LC 1
0

,C 1(T×{+1,−1})) are closed
operators.

Proof. Take a sequence fn ∈ C 1(T× {+1,−1}) such that fn
C (T×{+1,−1})−−−−−−−−−→ f and LC 1 fn

C (T×{+1,−1})−−−−−−−−−→ g . We then
have that for every ε> 0 that there is an N such that for n,m ≥ N

||∂x fn −∂x fm ||C (T×{+1,−1}) ≤ ||LC 1 fn −LC 1 fm ||C (T×{+1,−1}) +2||λ(x,θ)||C (T,{+1,−1})|| fn − fm ||C (T×{+1,−1}) < ε.

Where we used that ( fn)n≥1 and (LC 1 )n≥1 are Cauchy. So we have that (∂x fn)n≥1 is Cauchy and we have for the
limit that f ∈C 1(T× {+1,−1} holds. It then follows that

||LC 1 fn −LC 1 f ||C (T×{+1,−1}) ≤ ||∂x fn −∂x f ||C (T×{+1,−1}) +2||λ(x,θ)||C (T×{+1,−1})|| fn − f ||C (T×{+1,−1}).

Where the right-hand side goes to 0 as n →∞ so we see that g =LC 1 f by the uniqueness of the limit so we have
that LC 1 is closed. Similarly, by following the exact same proof and replacing C 1(T×{+1,−1}) by C 1

0 (T×{+1,−1})
we see that LC 1 is closed as well.

For the next proposition (that is Proposition 4.1.3) we will first need to proof that B̃ is bijective and that C is
surjective with kernel function eU when these operators are defined on the continuous/differentiable functions
as we did this in lemma 3.2.7. For this, we will denote B̃C 1

0
to denote B̃ as defined in lemma 3.2.7 but then on a

domain of differentiable functions, furthermore we use CC 1
0

to denote the differentiable version of the operator

C defined in formula (3.8).

Lemma 4.1.2. Assume (A3) and (A4) then the unbounded operator B̃C 1
0

: C 1
0 (T× {+1,−1}) ⊂ C0(T× {+1,−1}) →

C (T× {+1,−1}) \ {eU } is bijective and the unbounded operator CC 1
0

: C 1(T× {+1,−1}) ⊂C (T× {+1,−1}) →C0(T×
{+1,−1}) is surjective with Ker(CC 1

0
) = {eU }.

Proof. The injectivity of B̃C 1
0

has the same argument as in lemma 3.2.7. As for the surjectivity B̃C 1
0

take an

f ∈C (T× {+1,−1}) \ {eU }. We can see that

B̃−1
C 1

0
f (x) = 1

2π

∫ π

−π

∫ y

−π
f (ξ)dξe−U (y)d y −

∫ x

−π
f (ξ)dξ

is in C (T× {+1,−1}) because
∫ π
−π f (ξ)dξ = 0 due to the orthogonality on eU in the domain. Moreover, for

x ∈ (−π,π) we have clearly ∂x B̃−1
C 1

0
f =− f by the fundamental theorem of calculus. For the continuity points x =

π,−πwe clearly have that limh→0−
(B̃−1

C 1
0

f )(x+h)−(B̃−1
C 1

0
f )(x)

h =− f (π). Moreover, we have that limh→0+
(B̃−1

C 1
0

f )(x+h)−(B̃−1
C 1

0
f )(x)

h =
− 1

h

∫ −π+h
−π f (ξ)dξ = − f (−π). And due to the continuity of f we have that f (π) = f (−π) and thus we have that

(∂x B̃−1
C 1

0
f )(π) = (∂x B̃−1

C 1
0

f )(−π) so we have that B̃−1
C 1

0
f ∈C 1(T× {+1,−1}). Moreover, we have (B̃−1

C 1
0

f |eU ) = 0 for the

same reason as in lemma 3.2.7. So we have that B̃−1
C 1

0
f ∈C 1

0 (T,µ) \ {eU } and thus B̃C 1
0

is bijective.

Next, we examine the kernel of CC 1
0

. Assume that there is an f ∈ C 1(T× {+1,−1}) and we have CC 1
0

f =
U ′ f −∂x f = 0. This implies that ∂x (e−U f ) = 0, thus we have f = K eU for some K ∈C. So we see that the kernel
of CC 1

0
is spanned by {eU }. Lastly, we examine the surjectivity of CC 1

0
we take again an element f ∈C 1

0 (T×{+1,−1}

we then define

g (x) :=−eU (x)
∫ x

−π
f (ξ)e−U (ξ)dξ.

this function is continuous since
∫ x
−π f (π)e−U (ξ)dξ = 0 due to ( f |1) = 0. Moreover, for every x ∈ (−π,π) we

have that g (x) is differentiable and continuous as we have that ∂x g (x) = U ′ f (x) − f (x). Furthermore, for
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the boundary points x = −π,π we have that limh→0−
(g (x+h)−g (x)

h = U ′(π) f (π)− f (π). Moreover, we have that

limh→0+
g (x+h)−g (x)

h =−h∫ −πh

−π
f (ξ)dξ=U ′(−π) f (−π)− f (−π). And since f ,U ′ ∈C (T×{+1,−1} we see that ∂x g (π) =

∂x g (−π) so we see that g ∈C 1(T× {+1,−1} so CC 1
0

is surjective.

Proposition 4.1.3. Assume (A3) and (A4) then the generator LC 1
0

: C 1
0 (T× {+1,−1}) ⊂C0(T× {+1,−1}) →C0(T×

{+1,−1}) is boundedly invertible if and only if ||W ||∞ > 0. The formula for this inverse is exactly the same as for
L given in Proposition 3.2.9.

Proof. The exact same proof of Proposition 3.2.9 can be followed by replacing L2(T,ν),W 1,2(T,ν) by C0(T×
{+1,−1}),C 1

0 (T× {+1,−1}) and by replacing B̃ ,C by B̃C 1
0

,CC 1
0

.

We now want to work towards proving that LC 1 generates a strongly continuous semigroup on C (T×
{+1,−1}. We do this by proving that this generator is dissipative which is more discussed in the preliminary
theory with Definition 2.3.5. To prove dissipativity for the non-Hilbertian Banach space C 1(T× {+1,−1}) its
duality set is less obvious than with a Hilbert space. Luckily Proposition 3.23 of [EN00] only requires us to find
a single element from the duality set to prove dissipativity. Moreover, it follows that the dissipativity property
holds for all of the elements of the duality set if the operator LC 1 generates a contraction semigroup which we
will prove later in lemma 4.1.5.

Lemma 4.1.4. Assume (A3) and (A4) then (LC 1 ,C 1(T× {+1,−1})), (LC 1
0

,C 1
0 (T× {+1,−1})) are dissipative.

Proof. For every f ∈ C 1(T× {+1,−1}) or C 1
0 (T× {+1,−1}), we take (x0,θ0) such that f is maximal and thus

| f (x0,θ0)| = || f ||∞. We then define the functional f ′ : C (T× {+1,−1}) → C by 〈g , f ′〉 := g (x0,θ0) f (x0,θ0). Which
has the property 〈 f , f ′〉 = || f ||2∞ and thus we have that f ′ is in the duality set of f . We then have

Re〈L f , f ′〉 = (θ0∂x f (x0,θ0)+λ(x0,θ0)( f (x0,−θ0)− f (x0,θ0))) f (x0,θ0)

= Re(λ(x0,θ0)( f (x0,−θ0)− f (x0,θ0))) f (x0,θ0)

=λ(x0,θ0)(Re f (x0,−θ0) f (x0,θ0)−| f (x0,θ0)|2) ≤ 0.

In the second equality we used that ∂x f (x0,θ0) = 0 since f is maximal in this point. Then by Proposition 3.23
[EN00] we have that (LC 1 ,C 1(T× {+1,−1})) and also (LC 1

0
,C 1

0 (T× {+1,−1})) are dissipative.

Now that we have that (L ,C 1(T× {+1,−1})) is dissipative we can make use of Lumer-Phillips theorem in
order to prove that the operator L generates a contraction semigroup. To completely prove this we also make
use of Proposition 4.1.3.

Lemma 4.1.5. Assume (A3), (A4) and ||W ||∞ > 0 then (LC 1 ,C 1(T×{+1,−1})) and (LC 1
0

,C 1
0 (T×{+1,−1})) generate

strongly continuous contraction semigroups P (t ) : C (T×{+1,−1}) →C (T×{+1,−1}) and P 0(t ) : C0(T×{+1,−1}) →
C0(T× {+1,−1}).

Proof. Since 0 ∈ ρ(LC 1
0

) by lemma 3.2.9 we have by the series expansion of the resolvent (LC 1
0
−λ)−1 that

[0, 1
||L −1|| ) ⊂ ρ(LC 1

0
). Moreover, this gives us that for γ ∈ (0, 1

||L −1
C 1

0
|| ) we have that ||(γ−LC 1

0
)−1|| ≤ 1

γ due to the dis-

sipativity from lemma 4.1.4. Specifically taking γ= 1
||L −1|| −ε for a small enough epsilon allows us to repeat the

argument about the serious expansion of the resolvent to conclude that [0, 2
||L −1||−2ε) ⊂ ρ(L ). Again repeating

this argument we eventually get that [0,∞) ⊂ ρ(L ) and we have that ||(γ−LC 1
0

)−1|| ≤ 1
γ . This allows us to use

Theorem II.3.5 from [EN00] to conclude that (L ,C 1
0 (T× {+1,−1})) generates a strongly continuous contraction

semigroup P 0(t ) on C0(T, {+1,−1}).
Now if we take f = 1 we have that (γ−LC 1 ) f = γ f so we have that (γ−LC 1 ) is surjective since for any

element f ∈ LC 1 we can write this element as f = g1 + g2 with g1 ∈ C 1
0 (T× {+1,−1}) and g2 ∈ span{1} then we

have that there is a h1 ∈C 1
0 (T× {+1,−1}) such that (γ−LC 1 )h1 = (γ−LC 1

0
)h1 = g1 by the surjectivity of γ−LC 1

0

on C 1
0 (T× {+1,−1}) and as we have seen there is a h2 ∈ span{1} such that (γ−LC 1 )g2 = h2 (namely h2 = γg2) so

LC 1 is surjective and we can use Lumer-Phillips (Theorem II.3.5 from [EN00]) to conclude that LC 1 generates
a strongly continuous contraction semigroup P (t ) : C (T× {+1,−1}) →C (T× {+1,−1}).
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4.2. Spectral analysis on L2(T,ν)
Now we want to repeat the analysis that we just did for the operator LC 1 on the space C (T× {+1,−1}) to the
operator L on the space L2(T,ν).

Lemma 4.2.1. (L ,W 1,2(T,ν)), (L0,W 1,2
0 (T,ν)), and (A ,W 1,2(T,µ)

⊕
W 1,2

0 (T,µ)) are dissipative. Furthermore,
we have for f ∈ D(L )

Re〈L f , f 〉 =−1

2
〈W (T f )+, (T f )+〉L2(T,µ) =−1

2

∫
T

(|U ′|+2λ0)| f +− f −|2dµ=−1

2

∫
T

W | f +− f −|2dµ

and for f ∈ D(A )

Re〈A f , f 〉 =−1

2
〈W f +, f +〉L2(T,µ) =−1

2

∫
T

(|U ′|+2λ0)| f +|2dµ=−1

2

∫
T

W | f +|2dµ.

Proof. For this, we make use of lemma 3.2.5. Take an f ∈ D(L ) =W 1,2(T,ν) we then have

Re〈L f , f 〉L2(T,ν) = Re〈A T f ,T f 〉L2(T,ν)

= 〈As ymT f ,T f 〉L2(T,ν)

= 1

2
〈A(T f )+, (T f )+〉L2(T,µ)

=−1

2
〈W (T f )+, (T f )+〉L2(T,µ)

This directly shows that L is dissipative and also that A is dissipative because T is a unitary transforma-
tion, more precisely take a g ∈ D(A ) this gives us for all g ∈ D(A ) that we have 〈A g , g 〉 = 〈T L T ∗g , g 〉 =
〈L T ∗g ,T ∗g 〉 =− 1

2 〈W g+, g+〉L2(T,µ) so A is dissipative.

Interestingly A is not dissipative on the space C (T× {+1,−1}). However, we will not need to make use of
this.

Lemma 4.2.2. We have that (L ,W 1,2(T,ν)) and (L0,W 1,2
0 (T,ν)) generate strongly continuous contraction semi-

groups P (t ) : L2(T,ν) → L2(T,ν) and P 0(t ) : L2
0(T,ν) → L2

0(T,ν).

Proof. Using Theorem II.3.17 from [EN00] and lemma 4.2.1 we have that L ,L0 generate strongly continuous
contraction semigroup.

4.3. Combined analysis for C (T× {+1,−1}) and L2(T,ν)
Now that we have proven that there exist contraction semigroups which are generated by L and LC 1 we will
prove that all of these generators have a compact resolvent. That is for every γ ∈ ρ(L ) we have that the operator
(γ−L )−1 is a compact operator. The proof for this can be done for all of the 4 operators at once so for this proof
we will denote all of them by L .

Proposition 4.3.1. We have that the operators (L ,D(L )) with D(L ) = W 1,2(T,ν), W 1,2
0 (T,ν) have a compact

resolvent. Moreover, assuming (A3) and (A4) we have that for D(L ) = C 1(T× {+1,−1}), and C 1
0 (T, {+1,−1}) the

resolvent is compact as well.

Proof. Using lemma 4.2.2 and 4.1.5 and by using Theorem II.3.15 from [EN00] we get that there is a γ> 0 such
that (γ−L )−1 exists and is bounded. Because of the relationship L = T −1A T , where T is a bounded bijective
operator we have that (γ−A )−1 also exists and is bounded and they relate through (γ−L )−1 = T −1(γ−A )T .
Denote by X the set of elements of D(A ) and by ||·||X the norm of the respective Banach space that the operator
is defined on. Furthermore, define by || · ||D(A ) the Sobolev norm || · ||W 1,2(T,ν) if D(A ) = W 1,2(T,ν) or D(A ) =
W 1,2

0 (T,ν) and the C 1(T×{+1,−1}) norm ||·||C 1(T×{+1,−1}) if D(A ) =C 1(T×{+1,−1}) or if D(A ) =C 1
0 (T×{+1,−1}).

We will prove that the operator

R̃(γ,A ) : (X , || · ||X ) → (D(A ), || · ||G (A ))

defined the same as the resolvent operator such that ∀ f ∈ X , R̃(A ,γ) f = R(γ,A ) f but on a codomain with a
different norm, is continuous. Moreover, we will prove that the inclusion

iGr aph : (D(A ), || · ||G (A )) → (D(A ), || · ||D(A ))
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is continuous. We can then make use of the compact operator

iC : (D(A ), || · ||D(A )) → (D(A ), || · ||X )

(Compact because of the Sobolev embedding for D(A ) = W 1,2(T,ν) or W 1,2
0 (T,ν) and Arzelà–Ascoli Theorem

for D(A ) =C 1(T× {+1,−1}) or C 1
0 (T× {+1,−1}) ) to then prove that the composition which is equal to the resol-

vent map

R(γ,A ) = iC ◦ iGr aph ◦ R̃(A ,γ) : (X , || · ||X ) → (D(A ), || · ||X )

becomes a compact operator.
We first examine the boundedness of R̃(A ,γ). We have for all f ∈ X that

||R̃(A ,γ) f ||G (A ) = ||(γ−A )−1 f ||G (A )

= ||(γ−A )−1 f ||X +||A (γ−A )−1 f ||X
= ||(γ−A )−1 f ||X +||(γ−A −γ)(γ−A )−1 f ||X

≤ (γ+1)||(γ−A )−1||X || f ||X +||(γ−A )(γ−A )−1 f ||X
= K || f ||X

where K = (γ+1)||(γ−A )−1||X +1. So we see that R̃(A ,γ) is continuous.
Next, we prove that iGr aph is a continuous embedding (a continuous identity operator). Which means that

for every f ∈ D(A ) we will have to bound

|| f ||D(A ) = || f ||X +||∂x f ||X
by

|| f ||G (A ) = || f ||X +||A f ||X
First, note that we can trivially bound || f ||X and that ||∂x f ||X ≤ ||(∂x f )+||X̃ + ||(∂x f )−||X̃ . Where || · ||X̃ is the
norm of L2(T,µ) for X := L2(T,ν) or L2

0(T,ν) and || · ||X̃ is the norm of C 1(T) for X = C 1(T, {+1,−1}) or X =
C 1

0 (T, {+1,−1}). We also have that ||A f ||X is equivalent in norm to ||A( f )++B( f )−||X̃ +||C ( f )+||X̃ .
Due to C =U ′−∂x , we have that

||(∂x f )+||X̃ ≤ ||C ( f )+||X̃ +||U ′ f +||X̃ ≤ K (||A f ||X +|| f +||X̃ ) = K || f ||G (A ).

and we have that

||(∂x f )−||X̃ = ||B( f )−||X̃ ≤ ||B( f )−+ A( f )+||X̃ +||A f −||X̃ ≤ K̃ (||A f ||X +|| f +||X̃ ) = K̃ || f ||G (A ).

Combining these terms gives us that there is a constant M > 0 such that

|| f ||D(A) ≤ M || f ||G (A ).

This implies that iGr aph is continuous. Lastly, we have that the embedding ic : W 1,2(T,ν) → L2(T,ν) is compact
due to the Sobolev Embedding Theorem and ic : C 1(T) → C (T) is compact due to Arzelà-Ascoli Theorem. Fi-
nally we can write (γ−L )−1 = ic ◦ie ◦R̃(L ,γ), where on the left-hand we mean the mapping as (γ−L )−1 : X →
D(L ) and on the right-hand the mapping as R̃(L ,γ) : X →G (L ). So we see that (γ−L )−1 : X → D(L ) can be
written as a concatenation of bounded and compact operators and thus it is also compact.

Proposition 4.3.2. We have that the spectrum of (L ,D(L )), with D(L ) = W 1,2(T,ν) or W 1,2
0 (T,ν) consists out

of isolated eigenvalues (which implies σ(L ) =σp (L )) with finite multiplicity (the dimension of the eigenvectors
corresponding to an eigenvalue is finite), moreover there is no accumulation point of the eigenvalues (other than
∞).

Moreover, if we have assumption (A3), (A4) then the spectrum of the operators with domain C 1(T, {+1,−1}),
or C 1

0 (T, {+1,−1}) also consist only out of isolated eigenvalues and the same statements about them holds. Fur-
thermore, under these assumptions we also have that

σ((L0,W 1,2
0 (T,ν)) =σ((LC 1

0
,C 1

0 (T, {+1,−1})) =σ((L ,W 1,2(T,ν)) \ {0} =σ((LC 1 ,C 1(T× {+1,−1})) \ {0}
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Proof. Using Theorem 6.29 from [Kat95] we get that the spectrum consists out of isolated eigenvalues with
finite multiplicity and no accumulation point other than ∞. Moreover, by using lemma 3.3.3. We see that all the
eigenvectors of (L0,W 1,2

0 (T,ν)) are in C 1
0 (T, {+1,−1}), since the assumption U ∈C 1(T) gives D(BB∗) =W 2,2

0 (T)
and thus these eigenvectors are in C 1

0 (T, {+1,−1}) and thus belong to σ((LC 1
0

,C 1
0 (T× {+1,−1})) as well. The

reverse inclusion is trivial as every element from C 1(T, {+1,−1}) is also in W 1,2(T,ν) and thus we have.

σ(L0) =σ(LC 1
0

).

Lastly, since we have that (L ,W 1,2(T,ν) is an extension of (L ,W 1,2
0 (T,ν)). So we have σp ((L ,W 1,2

0 (T,ν))) ⊂
σp ((L ,W 1,2(T,ν)). Moreover, if we have an γ ∈ σp ((L ,W 1,2(T,ν)) with eigenvector f ∈ W 1,2(T,ν)), then we

have λ( f ,1) = (L ,1) = 0 so we get that f ∈W 1,2
0 (T,ν), so we have σp ((L ,W 1,2(T,ν))) \ {0} ⊂σp ((L ,W 1,2(T,ν)).

Since 0 is not an eigenvalue for (L ,W 1,2
0 (T,ν)) we get that

(L ,W 1,2
0 (T,ν)) = (L ,W 1,2(T,ν)) \ {0}.

The exact same argument gives us that

(L ,C 1
0 (T× {+1,−1})) = (L ,C 1(T× {+1,−1})) \ {0}.

To get a full description of the point spectrum we would need to solve the differential equation L f = γ f
explicitly which turns out to be difficult to do as we have to solve a complicated differential system explicitly. We
will now give an explicit description of the eigenvalues and eigenvectors of the generator under the assumption
that we have no refreshment rate, so λ0 = 0 as in assumption (A6) and that the potential U (x) has at most
one maximum, and consequentially one minimum as in assumption (A5). For these specific assumptions, it
becomes doable to write out the eigenvectors and eigenvalues in a more elegant manner. To describe these
eigenvectors we define the following functions

φ(γ, z, x) :=
∫ x

z
U ′(ξ)e−2γ(ξ−z)−(U (ξ)−U (z)) dξ. (4.1)

Moreover, we define the corresponding set of roots

Z (γ) = (e−2γπ−U (π)+U (x0) −1)2 −φ(γ, x0,π)φ(−γ, x0,−π) = 0. (4.2)

We then define the set of roots of this function

Σ := {γ ∈C : Z (γ) = 0}

These definitions are then used in the following theorem:

Theorem 4.3.3. Suppose assumptions (A5) and (A6) are satisfied, we then have that for the unbounded operator
(L ,W 1,2(T,ν)) that σ(L ) =σp (L ) =Σ. Furthermore, we have for γ ∈σp (L ) that the corresponding eigenvector
f ∈ D(L ) is given by

f +(x) =
{

c+eγ(x−x0) if −π≤ x ≤ x0,

eγ(x−x0)+U (x)−U (x0)(c+− c−φ(γ, x0, x)) if x0 ≤ x ≤π,

f −(x) =
{

e−γ(x−x0)+U (x)−U (x0)(c−− c+φ(−γ, x0, x)) if −π≤ x ≤ x0,

c−e−γ(x−x0) if x0 ≤ x ≤π.

Moreover, for the resolvent (L −γ)−1h = f with h ∈ L2(T,µ) we have

f −(x) = e−γ(x−x0)+U (x)−U (x0)(c−+
∫ x

x0

eγ(ξ−x0)−U (ξ)+U (x0)(h−(ξ)−U ′(ξ)eγ(ξ−x0)(c+−
∫ ξ

x0

e−γ(η−x0)h+(η)dη))dξ),−π≤ x ≤ x0,

and

f +(x) = eγ(x−x0)+U (x)−U (x0)(c+−
∫ x

x0

e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)(c−+
∫ ξ

x0

eγ(η−x0)h−(η)dη))dξ), x0 ≤ x ≤π.
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Then the coefficients c+,c− are given by [
c+
c−

]
= 1

Z (γ)
A(γ)K (γ)

[
h+
h−

]
Where we have that Z (γ) is given by formula (4.2), and we have that

A(γ) :=
[

eU (π)−U (x0) −e−2γπ eU (π)−U (x0)φ(γ, x0,π)
eU (π)−U (x0)φ(−γ, x0,−π) eU (π)−U (x0) −e−2γπ

]
and

K (γ)h :=
[
−e−2γπ

∫ −π
x0

e−γ(ξ−x0)h+(ξ)dξ+eU (π)−U (x0)
∫ π

x0
e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)

∫ ξ
x0

eγ(η−x0)h−(η)dη)dξ

e−2γπ
∫ π

x0
eγ(ξ−x0)h−(ξ)dξ+eU (π)−U (x0)

∫ −π
x0

e−γ(ξ−x0)−U (ξ)+U (x0)(h−(ξ)−U ′(ξ)e−γ(ξ−x0)
∫ ξ

x0
eγ(η−x0)h+(η)dη)dξ

]
.

Moreover, if we additionally assume (A3) then we have that all of the above also holds for (LC 1 ,C 1(T×
{+1,−1})). With the resolvent equation having h ∈C (T× {+1,−1}) in its definition.

Proof. Using Proposition 4.3.2 we see that σ(L ) =σp (L ) so we will examine the eigenvalue problem L f = γ f
with γ ∈σp (L ) and γ ∈ D(L ), which can be written as the following system

∂x f ++λ(x,1)( f −− f +) = γ f +,

−∂x f −+λ(x,−1)( f +− f −) = γ f −.

Since f is a periodic function we will define it on the interval [−π, x0] and [x0,π] which will give us a definition
for f on all of T. Since U has one maximum at x = π and a minimum at x = x0, we get that U ′(x) ≥ 0 and thus
λ(x,−1) = 0 for x0 ≤ x ≤ π this gives us f − = c−e−γ(x−x0) for this interval. Likewise if U ′(x) ≤ 0 then we have
λ(x,1) = 0 for −π ≤ x ≤ x0 and this gives us f + = c+eγ(x−x0) for −π ≤ x ≤ x0. We can then use variations of
parameters and require continuity at x0 to get the following form with constants c+,c− ∈C.

f +(x) =
{

c+eγ(x−x0) if −π≤ x ≤ x0,

eγ(x−x0)+U (x)−U (x0)(c+− c−φ(γ, x0, x)) if x0 ≤ x ≤π,

f −(x) =
{

e−γ(x−x0)+U (x)−U (x0)(c−− c+φ(−γ, x0, x)) if −π≤ x ≤ x0,

c−e−γ(x−x0) if x0 ≤ x ≤π,

where we used φ to refer to the function defined in formula (4.1). We then investigate the continuity at x =
π,−π. First, f +(π) = f +(−π) implies

eγ(π−x0)+U (π)−U (x0)(c+− c−φ(γ, x0,π)) = c+eγ(−π−x0)

→ c+(eU (π)−U (x0) −e−2γπ)− c−eU (π)−U (x0)φ(γ, x0,π) = 0,

and f −(π) = f −(−π) implies

e−γ(−π−x0)+U (π)−U (x0)(c−− c+φ(−γ, x0,−π)) = c−e−γ(π−x0)

→ c−(eU (π)−U (x0) −e−2γπ)− c+eU (π)−U (x0)φ(−γ, x0,−π) = 0,

Combining these two linear requirements for c+ and c−, gives us the following system of equations[
eU (π)−U (x0) −e−2γπ −eU (π)−U (x0)φ(γ, x0,π)

−eU (π)−U (x0)φ(−γ, x0,−π) eU (π)−U (x0) −e−2γπ

][
c+
c−

]
=

[
0
0

]
.

This system has a non-trivial solution if and only if the determinant is zero, meaning that the following needs
to hold

Z (γ) = (e−2γπ−U (π)+U (x0) −1)2 −φ(γ, x0,π)φ(−γ, x0,−π) = 0.

Which proves that σ(L ) ⊂Σ.
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Next, we prove thatΣ⊂σ(L ) which is the same as proving thatC\σ(L ) = ρ(L ) ⊂C\Σ So taking a γ ∈ ρ(L )
gives us that for all h ∈ L2(T,ν) there exists an f ∈ W 1,2(T,ν) (or h ∈ C (T, {+1,−1}) and f ∈ C 1(T× {+1,−1}) for
D(L ) =C 1(T× {+1,−1}) )) such that (γ−L )−1 f = h. We then have the following system

γ f +−∂x f +−λ(x,1)( f −− f +) = h+,

γ f −+∂x f −−λ(x,−1)( f +− f −) = h−.

In a similar way to how we solved the system for the eigenvectors we can solve this system by examining the
part of U ′ ≤ 0 and U ′ ≥ 0 separately. Where we will again introduce constants c−,c+ ∈C. This gives us the vector

f +(x) = eγ(x−x0)(c+−
∫ x

x0

e−γ(ξ−x0)h+(ξ)dξ), −π≤ x ≤ x0,

and

f −(x) = e−γ(x−x0)(c−+
∫ x

x0

eγ(ξ−x0)h−(ξ)dξ), x0 ≤ x ≤π,

and by variations of constants together with requiring the continuity at x = x0 we get

f −(x) = e−γ(x−x0)+U (x)−U (x0)(c−+
∫ x

x0

eγ(ξ−x0)−U (ξ)+U (x0)(h−(ξ)−U ′(ξ)eγ(ξ−x0)(c+−
∫ ξ

x0

e−γ(η−x0)h+(η)dη))dξ),−π≤ x ≤ x0,

and

f +(x) = eγ(x−x0)+U (x)−U (x0)(c+−
∫ x

x0

e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)(c−+
∫ ξ

x0

eγ(η−x0)h−(η)dη))dξ), x0 ≤ x ≤π,

again we will require f +(π) = f +(−π) and f −(π) = f −(−π). This will give us the following system:

[
eU (π)−U (x0) −e−2γπ −eU (π)−U (x0)φ(γ, x0,π)

−eU (π)−U (x0)φ(−γ, x0,−π) eU (π)−U (x0) −e−2γπ

][
c+
c−

]
= K (γ)h, (4.3)

where

K (γ)h =
[
−e−2γπ

∫ −π
x0

e−γ(ξ−x0)h+(ξ)dξ+eU (π)−U (x0)
∫ π

x0
e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)

∫ ξ
x0

eγ(η−x0)h−(η)dη)dξ

e−2γπ
∫ π

x0
eγ(ξ−x0)h−(ξ)dξ+eU (π)−U (x0)

∫ −π
x0

e−γ(ξ−x0)−U (ξ)+U (x0)(h−(ξ)−U ′(ξ)e−γ(ξ−x0)
∫ ξ

x0
eγ(η−x0)h+(η)dη)dξ.

]

Take a,b ∈ C, by choosing h+ = −aeγ(ξ−x0)1[−π,x0]
1

x0+πe2γπ and h− = be−γ(ξ−x0)1[x0,π]
1

π−x0
e2γπ we get K (γ)h =

(a,b). So we see that K : L2(T,ν) → C2 is surjective. So if we want our resolvent to be defined on all of L2(T,ν)
(or C (T×{+1,−1}) ) we will need that the matrix on the left-hand side of formula (4.3) is non-singular in order to
span all ofC2 as well. This means that Z (γ) 6= 0 so that means γ ∉Σ. Furthermore, it can be seen that (L −γ)−1h
is in D(L ) by explicit checking that that f and its derivative are in L2(T,µ) for D(L ) =W 1,2(T,ν) which we will
also do in lemma 4.4.2, and thus we have Σ⊂σp (L ), which we can combine with the first part of this proof to
conclude that σp (L ) =Σ.

Lastly, we have thus have that matrix on the left-hand side of formula (4.3) can be inverted with determinant
determinant Z (γ) so we get the formulas for the coefficients[

c+
c−

]
= 1

Z (γ)
A(γ)K (γ)

[
h+
h−

]
,

where we have that

A(γ) =
[

eU (π)−U (x0) −e−2γπ eU (π)−U (x0)φ(γ, x0,π)
eU (π)−U (x0)φ(−γ, x0,−π) eU (π)−U (x0) −e−2γπ

]
.
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Theorem 4.3.3 allows us to calculate the eigenvalues of the spectrum using algorithms for finding roots on
the spectrum. Specifically, we make use of a root-finding algorithm called qz-40 [DSZ02] which uses contour
integrals to calculate winding numbers of the harmonic function Z (γ).

Figure 4.1: Eigenvalues of L on the complex plane with U ′(x) = 1
2 sin(x), λ0(x) = 0. This figure has been generated by calculating contour

integrals using qz-40 [DSZ02] and finding the zeroes of Z (γ) as defined in formula (4.2) which correspond to the eigenvalues of L due to
theorem 4.3.3.

We can for example investigate U (x) = |x|σ with σ ∈ R+. Calculating formula (4.1) gives us that the only
eigenvalues are {−σ2 +i n : n ∈Z} and γ=σ,0. This gives an indication that a piecewise discontinues/zig-zagging
potential have an ever increasing spectral gap when σ→∞. This seems to confirm the observations in figure
3.2.

4.4. Spectral mapping theorem
Next, we would like to associate the spectrum of σ(L ) with the spectrum of P (t ) for t > 0. The theorems
associated to this mapping are usually referred to as spectral mapping theorems. We have for the case Ω = R
[BV21] that the following spectral mapping theorem holds

{eγt : γ ∈σ(L )} =σ(P (t )) \ {0}.

Usually zero for P (t ) is omitted as no eigenvalue of L could correspond to this eigenvalue.
The spectral mapping theorem for the torus follows a similar proof to the one of [BV21], however, it will

be a bit more involved and we shall see that the full spectral mapping theorem as stated above will in general
not hold for the case Ω = T. Theorems that quickly give the spectral mapping theorem such as Corollary 3.12
from [EN00] can in general not be applied as they require that P (t )t≥0 is eventually differentiable, eventually
compact, or eventually norm continuous. For example, for the case U ′(x) = 0 and λ0(x) =β ∈R+ or for the case
U (x) = |x| we have seen that there are an infinite amount of eigenvalues in the strip {z ∈ C : 2β≤ Re z ≤ 0} and
then using Theorem II.4.18 from [EN00] and the overview underneath Theorem II.4.29 from [EN00] we get that
we do not have the eventually differentiability, eventually compactness or eventually continuous properties.
This does not allow us to apply the standard spectral mapping theorem.

We are also given an extra complication as could be seen in figure 4.1. Namely, we have that the real compo-
nent of all of the eigenvalues seems to converge to a vertical asymptotic line. Such a spectral line is not unique
to our operator, similarly, the simple operator ∂x with domain W 1,2(T) also has a spectrum of the form iZ. The
difference is that for the generator L this line is in general not perfectly on Reγ = 0 as the eigenvalues have
a real component spread along the real axis. Furthermore, what also seems to happen is that the eigenvalues
have an imaginary component that is close to an integer (usually not equal to an integer as with the case U ′ = 0).
Luckily now that we have proven 4.3.3 we can prove the convergence of the eigenvalues to this asymptotic line.
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Proposition 4.4.1. Assuming (A5), (A6), and if we have a sequence (γn)n≥1 ⊆ σp (L ) = σ(L ) with the property
that |γn |→∞ as n →∞, then it follows that

Reγn → L :=−U (π)−U (0)

2π
= −1

2π

∫ π

−π
|W (x)|

2
d x.

Moreover, we have that limn→∞ infk∈Z | Imγn −k| = 0.
If additionally we assume that (A3) and ||∂2

x (e−U (ξ))||L1([−π,π]) <∞ we have the inequality

|(e−2γnπ−U (π)+U (x0) −1)2| ≤ 1

4|γn |2
||∂2

x (e−U (ξ))||L1([x0,π])||∂2
x (e−U (ξ))||L1([−π,x0])e

4||W ||∞π

Proof. Because of Proposition 4.3.2 we do not have any accumulation points in the spectrum and since the
real part of the spectrum is bounded by lemma 3.4.1 we must have that | Imγn | → ∞, we then have by the
Riemann-Lebesgue lemma that |φ(±γn , a,b)| → 0. Then we can use Theorem 4.3.3 which states that ∀γn it
holds that

Z (γn) = (e−2γnπ−U (π)+U (x0) −1)2 −φ(γn , x0,π)φ(−γn , x0,−π) = 0.

Since |φ(γn , x0,π)φ(−γn , x0,−π)|→ 0 we must have that (e−2γnπ−U (π)+U (x0)−1)2 → 0 which implies that Reγn →
−U (π)−U (0)

2π and limn→∞ infk∈Z | Imγn −k| = 0 if the later were not to be true then we could find that there is an n
large enough such that |arg(e2πγn )| > ε for some ε> 0. Which would mean that there would be some α> 0 such
that liminfn→∞ |e−2π Imγn −1| >α. But then we would have

α< liminf
n→∞ |e−2π Imγn −1| = liminf

n→∞ |e−2π Imγn−2πReγn−U (π)+U (x0)+(−2πReγn−U (π)+U (x0)) −1|
= liminf

n→∞ |e(−2πγn−U (π)+U (x0))+(−2πReγn−U (π)+U (x0)) −1|→ 0

which would be a contradiction so limn→∞ infk∈Z | Imγn −k| = 0.
For the last statement we assume that U ∈C 1(T) we then have the following bound

|φ(±γ, x0,±π)| = |
∫ ±π

x0

∂x (e−U (x)+U (x0))e∓2γ(x−x0)d x|

= 1

2|γ| |∂x (e−U (x)+U (x0))e∓2γx |x=±πx=x0
−

∫ ±π

x0

∂2
x (e−U (x)+U (x0))e∓2γ(x−x0)d x|

= 1

2|γ| |
∫ ±π

x0

∂2
x (e−U (x)+U (x0))e∓2γ(x−x0)d x|

≤ 1

2|γ| ||∂
2
x (e−U (ξ))||L1([x0,±π])e

2||W ||∞(π±x0).

We used that |∂x (e−U (x)+U (x0))e∓2γx |x=±πx=x0
= 0 because there is a maximum at x0 and ±π. Moreover, we used

lemma 3.4.1 to bound −γ with ||W ||∞.

The inequality acquired for U ∈ C 1(T) can be used to classify points on whether they are included in the
spectrum. It can therefore serve as a bound on the eigenvalues in C \R for eigenvalues that are far away from
the origin.

Now that we have an accurate description of the spectral line we can make the following theorem which
states that the resolvent (γ−L )−1 can be uniformly bounded for (almost) every vertical line in the complex
plane. The only case where this does not hold is for the asymptotic spectral line. The proof of this is required
for proving the spectral mapping theorem.

Lemma 4.4.2. Assume (A5) and (A6), then for all α ∈ R such that α 6= L = −1
2π

∫ π
−π

|W (x)|
2 d x = U (π)−U (x0)

2π we have
that there is a constant C (α) such that

limsup
β∈R, |β|→∞

||(α+ iβ−L )−1|| ≤C (α).

Moreover, if we assume (A3) and (A4) then we have that the above statements also hold for LC 1 .
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Proof. Take α+ iβ= γ ∈ ρ(L ) and take (h+,h−) ∈W 1,2(T,ν) (or in C 1(T, {+1,−1}) for LC 1 ), then define

[
f +
f −

]
=

(L −γ)−1
[

h+
h−

]
. From Theorem 4.3.3 we get a formula for these function. We then bound these functions by

looking separately at the intervals [−π, x0] and [x0,π]. First, we bound the part of f +(x) defined on x ∈ [−π, x0].
Using Theorem 4.3.3 we see that this the function has the following form

f +(x) = eγ(x−x0)(c+−
∫ x

x0

e−γ(ξ−x0)h+(ξ)dξ), −π≤ x ≤ x0.

We can then make the following point-wise estimates by using the Cauchy-Schwarz inequality

|eγ(x−x0)
∫ x

x0

e−γ(ξ−x0)h+(ξ)dξ| ≤ eα(x−x0)
∫ −π

x0

e−α(ξ−x0)|h+(ξ)|dξ≤ eα(x−x0)||e−α(·−x0)eU (·)||L2(T,µ)||h+||L2(T,µ)

which then implies

||eγ(x−x0)
∫ x

x0

e−γ(ξ−x0)h+(ξ)dξ||L2(T,µ) ≤ ||eα(x−x0)||L2(T,µ)||e−α(ξ−x0)eU ||L2(T,µ)||h+||L2(T,µ).

Moreover, we have ||eγ(x−x0)c+||L2(T,µ) ≤ ||eα(x−x0)||L2(T,µ)|c+|. So we have that there is a constant function C1(α)
which only depends on the real part of the eigenvalue α such that

|| f +(x)1x≤x0 ||L2(T,µ) ≤C1(α)(||h+||L2(T,µ) +|c+|)
Next, we bound f +(x) for x ∈ [x0,π] for these values of x we have the following representation

f +(x) = eγ(x−x0)+U (x)−U (x0)(c+−
∫ x

x0

e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)(c−+
∫ ξ

x0

eγ(η−x0)h−(η)dη))dξ), x0 ≤ x ≤π.

In a similar way we bounded f (x)1x≤x0 we can estimate the inner-parts of the integrals using Cauchy Schwarz
and no difficulties are encountered due to every function being bounded and defined on bounded domains or
in L2(T,µ). First, we can bound

||c−+
∫ ξ

x0

eγ(η−x0)h−(η)dη||L2(T,µ) ≤C2(α)(|c−|+ ||h−||L2(T,µ))

again we can then estimate

||e−γ(ξ−x0)−U (ξ)+U (x0)(h+(ξ)+U ′(ξ)e−γ(ξ−x0)C2(α)(|c−|+ ||h−||L2(T,µ))||L2(T,µ) ≤C3(α)(|c−|+ ||h−||L2(T,µ) +||h+||L2(T,µ))

lastly we can estimate

||eγ(x−x0)+U (x)−U (x0)(c+−
∫ x

x0

C3(α)(|c−|+ ||h−||L2(T,µ) +||h+||L2(T,µ))dξ||L2(T,µ) ≤C4(α)(|c+|+ |c−|+ ||h−||L2(T,µ) +||h+||L2(T,µ))

Combining the estimates for f +(x)x≤x0 and f +(x)x≥x0 we can bound f +(x) by a constant C5(α)(|c+| + |c−| +
||h||L2(T,ν)). Similarly, we can perform the same bounds but then on the Banach space C (T× {+1,−1}) to get a
similar bound (with a different constant C5(α)).

We have for the coefficients c+,c− [
c+
c−

]
= 1

Z (γ)
A(γ)K (γ)

[
h+
h−

]
.

By repeating the same argument we can see that K is bounded by the exact same reasons for why f +(x) and
f −(x) are bounded so we have that there is a constant C6(α) such that ||K (h)|| ≤C6(α)||h||. Furthermore, by the
Riemann-Lebesgue lemma we have that φ(γ, x0,π) → 0 and φ(γ, x0,π) → 0 as |β| →∞ so we see that there is a
constant C7(α) such that ||A(γ)|| ≤C7(α). Finally we have that for Z (γ) which is defined as

Z (γ) = (e−2γπ−U (π)+U (x0) −1)2 −φ(γ, x0,π)φ(−γ, x0,−π) = 0.

that φ(γ, x0,π)φ(−γ, x0,−π) → 0 due to the Riemann Lebesgue. Moreover, if we have that α 6= −1
2π

∫ π
−π

|W (x)|
2 d x =

−1
2π

|U ′(x)|
2 d x = U (π)−U (x0)

2π that the term |(e−2γπ−U (π)+U (x0)−1)2| is bounded from below by |(e−2απ−U (π)+U (x0)−1)2|
which is non-zero. So we are done as the coefficients are bounded functions of h independent of β.
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Now we can finally get to the spectral mapping theorem where we then make use of Theorem 4.5 from
[Gea78]. This theorem states that if γ ∈ ρ(L ) \ {0} that we then have for the following set:

Γγ,t := {η ∈C : eηt = γ} (4.4)

that for all η ∈ Γγ,t we have that η ∉σ(L ) and we have supη∈Γγ,t
||(η−L )−1|| <∞. This is why Proposition 4.4.2

was required as the condition supη∈Γγ,t
||(η−L )−1|| <∞ can now be checked for all γ ∈ ρ(L ) \ {0}.

Proposition 4.4.3. Assume (A5) and (A6), then for all t > 0 we have

{eγt : γ ∈σ(L )} ⊂σ(P (t )) \ {0} ⊂ {eγt : γ ∈σ(L )}∪OL

where

OL := {eγt : γ ∈C,Reγ= L}

L := −1

2π

∫ π

−π
|W (x)|

2
d x = −1

2π

∫ π

−π
|U ′(x)|

2
d x.

furthermore if assumption (A3) holds then the above inclusions also hold for LC 1 .

Proof. By Theorem IV.3.7 from [EN00] we have the identity σp (P (t )) \ {0} = {eγt : γ ∈σp (L )} and since {eγt : γ ∈
σp (L )} = {eγt : γ ∈σ(L )} by Proposition 4.3.2 we have {eγt : γ ∈σ(L )} ⊂σ(P (t )) \ {0}.

Now assume that γ ∈ σ(P (t )). We then have by Theorem 4.5 from [Gea78] that there is a ξ ∈ Γγ,t with Γγ,t

defined in equation (4.4) such that ξ ∈ σ(L ) or supη∈Γγ,t
||(η−L )−1|| = ∞. In the first case we would have

γ ∈ {eηt : η ∈ σ(L )}. In the second case we have to have that supn∈Z ||(L − ( ln |γ|+i (arg(γ)+2πn)
t )−1|| = ∞ Now if

ln |γ| 6= −1
2π

∫ π
−π

|W (x)|
2 d x we can use lemma 4.4.2 to see that this would cause a contradiction so only the first

case can occur or we have Reξ= a and thus we have γ ∈ {eηt : η ∈σ(L )}∪OL .

The complication that occurs now in order to prove that equality of sets is surrounding the eigenvalues
γ ∈ σ(P (t )) \ {0} such that ln |γ| = L. When there are only a finite amount of eigenvalues for the operator L

then using the same argument as for a 6= L we can show that {eγt : γ ∈ σ(L )} = σ(P (t )) \ {0}. However, when it
comes to the values of OL we do not trivially have an inclusion in σ(P (t )) \ {0} in general if the operator L has
an infinite amount of eigenvalues. Moreover, it seems as if in all the cases that we examined that there are an
infinite amount of eigenvalues for example we had this for the case U ′ = 0,λ0 = c and U = |x|. Furthermore, we
have that there are an infinite amount of eigenvalues for all other cases that we approximated using the scheme
in Chapter 5. To prove the existence of an infinite amount of eigenvalues an approach surrounding operator
stencils [Mar88] could be employed as was done by [ET18] or perhaps a relationship with Kneser’s oscillation
criterion as was done by [EL04].

Moreover, the eigenvalues seem to distribute themselves as L+i n as n becomes larger with n ∈Z. Although
we can prove that if there are an infinite amount of eigenvalues that they then must be near these locations, we
cannot prove that they all will be near all the points L+i n for a large enough n. This then gives us the following
conjecture.

Conjecture 4.4.4. There are an infinite amount of eigenvalues in L and each of these eigenvalues gets arbitrary
close with its imaginary component to n for some n ∈Z. That is for every ε> 0 there is N ∈N such that for every
n ≥ N there is a corresponding γn ∈σp (L ) such that we have |γn −L− i n| ≤ ε. With L as defined in 4.4.3.

A consequence of this conjecture would be that we can more realistically characterize what happens to the
bounds on the resolvents as seen in the following lemma.

Lemma 4.4.5. Assume (A5), (A6), and conjecture 4.4.4 then if α= L = −1
2π

∫ π
−π

|W (x)|
2 d x and if we have a set S ⊂R

then define M := liminfβ∈S,|β|≥N ,N→∞ infn∈Z |β−n|, with M =∞ if S is a bounded setbounded. We then have that

limsup
β∈S, |β|→∞

||(α+ iβ−L )−1|| =∞

if and only if M = 0. Moreover, if we assume (A3) and (A4) then we have that the above statements also hold for
LC 1 .
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Proof. Take γ = α+βi ∈ C with α = −1
2π

∫ π
−π

|W (x)|
2 d x and assume that M > 0. First, due to the value of α we

then have that |(e−2γπ−U (π)+U (x0) − 1)2| = |(e−i 2βπ − 1)2|, moreover if we have that M > 0 then we have that
liminfβ∈S, |β|→∞ |(e−i 2βπ−1)2| = |(e−i 2Mπ−1)2|. So we have limsupβ∈S, |β|→∞ | 1

Z (γ) | < 1
|(e−i 2Mπ−1)2| so then we have

again that c+ and c− are bounded coefficients as in the proof of lemma 4.4.2 and we again are done.
Now assume that M = 0. First, note that we have in general the inequality ||(γ−L )−1|| ≥ d(γ,σ(L )) for

elements in the resolvent. Now this implies that

limsup
β∈S, |β|→∞

||(α+ iβ−L )−1|| ≥ limsup
β∈S, |β|→∞

1

d(α+ iβ,σ(L ))
.

Furthermore, we have

liminf
β∈S, |β|→∞

d(α+ iβ,σ(L )) = liminf
β∈S, |β|→∞

inf
η∈σ(L )

|α+ iβ−η|

≤ liminf
β∈S, |β|→∞

inf
η∈σ(L )

inf
n∈Z

|η−a − i n|+ |iβ− i n|.

Now due to conjecture 4.4.4 and due to lemma 4.4.1 we have that there is an N big enough such that for |γ| > N
we have that |γ− a − i n| ≤ ε. Giving us infη∈σ(L ) infn∈Z |η− a − i n| = 0 for all β ∈ S. Combining this with the
assumption surrounding M = 0 gives us that

liminf
β∈S, |β|→∞

inf
η∈σ(L )

inf
n∈Z

|γ−a − i n|+ |iβ− i n| = 0.

So we have

limsup
β∈S, |β|→∞

1

d(α+ iβ,σ(L ))
=∞

which then implies

limsup
β∈S, |β|→∞

||(α+ i (β+η)−L )−1|| =∞

which gives the result.

To prove the conjecture we would need a statement such as Weyl’s law but then for eigenvalues on the
complex plane. Weyl’s law states that for eigenvalues of the Laplace-Beltrami operator ∆ = ∂2

x acting on func-
tions that vanish at the boundary of a bounded domain Ω⊂ R that if we define the eigenvalue counting func-
tion N (λ) = #{γ ∈ σp (∆) : |γ| ≤ |λ|} that we then have that lim|λ|→∞ 2πN (λ)

λ
1
2 vol(Ω)

= 1. The proof of this lemma

makes use of the self-adjointness of the Laplace-Beltrami operator which would not (directly) apply to our
operator. Similarly, if we now take N (λ) to be the counting function for L then there should be a state-
ment that would show that lim|λ|→∞ N (λ)

2|λ| → 1. However, this would still not be enough as it could also be
that the eigenvalues do not fully satisfy the condition of conjecture 4.4.4. For example, the set of eigenvalues

{L + i 2n,n ∈Z}∪ {L +
√

L2 − (2n)2,n ∈Z} would also satisfy this Weyl’s law but it would not confirm conjecture
4.4.4. So ultimately quite a strong statement about the asymptotic distribution of the eigenvalues needs to be
proven which was not something we were able to do.

Note that the spectral mapping theorem is somewhat different for Ω = T compared to Ω = R for the latter
the problem that we encounter was not there as the only real-valued accumulation point ofσp (L ) seems to be
at Reγ→−∞ which would correspond to the point 0 for σ(P (t )) (effectively we also have that L =∞ forΩ=R).
This point is already omitted by some spectral theories such as IV.3.12 from [EN00] whereas for the torus the
accumulation point on the generator is Reγ= L.

However, assuming the conjecture it is possible to perfectly classify which points of OL are included in the

spectrum of the semigroup P (t ). For example, if we take t = 2π then we get that for the set S = {L+ i (ar g (γ)+2πk)
t :

k ∈Z}

liminf
n∈Z,|n|→∞

|a +nb −n| = liminf
n∈Z,|n|→∞

|a| = a
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liminf
k∈Z,|k|≥N ,N→∞

inf
n∈Z

|a +kb −n| = liminf
k∈Z,|k|≥N ,N→∞

inf
n∈Z

|a +k −n| (4.5)

Which is 0 if and only if a is an integer. Which implies that arg(γ) is an integer multiple of 2π. Now using Theo-
rem IV.3.7 [Gea78] we then see that only in that case these points of OL are included (Which would correspond
to the point γ = 1). The points with arg(γ) = 0 form an accumulation point in P (t )t≥0 as can be seen in figure
4.2. More generally we would have

Proposition 4.4.6. Assume (A5), (A6), and that conjecture 4.4.4 holds and take t > 0 such that 2π
t ∈R\Qwe then

have

σ(P (t )) \ {0} = {eγt : γ ∈σ(L )}∪OL

where OL is defined in Proposition 4.4.3.
Otherwise if 2π

t = p
q ∈Q and p and q are integers that are coprime (this can always be done for any rational

number) then we have

σ(P (t )) \ {0} = {eγt : γ ∈σ(L )}∪Op .

where we define following set

Op := {eLt+i k
p 2π,k ∈ {0, ...p −1}}.

Moreover, if we assume (A3) and (A4) then we have that the above statements also hold for LC 1 .

Proof. Assume that 2π
t ∈ R \Q. Then assume that we have a γ ∈ OL \ {eηt ,η ∈ σ(L )} = {eηt ,η ∈ C,Reη = L,η ∉

σ(L )}. To prove the inclusion γ ∈σ(P (t )) \ {0} we must thus have that

sup
k∈Z

||(L − (L+ i (arg(γ)+2πk)

t
)−1|| =∞

by Theorem 4.5 from [Gea78] which would happen by lemma 4.4.5 if

liminf
k∈Z,|k|≥N ,N→∞

inf
n∈Z

|a +kb −n| = 0. (4.6)

With b = 2π
t and a = arg(γ)

t . Now if b is irrational we can take kb to be a positive number furthermore choose
n = bkbcwe then have that kb−n ∈ [0,1]. Now we can view this as having kb ∈R\Z and we have that multiplying
an irrational number with an integer gives us a dense set, that is {|kb| mod 1 : k ∈Z} is dense in R\Z so we can
get arbitrarily close to a (mod 1) with kb −n. Furthermore, we can always choose k large enough such that
this holds for a given N , so the liminf does not pose a problem so we have that the equality always holds which
implies that γ ∈σ(P (t )) \ {0}.

Now assume that 2π
t = p

q ∈Qwith p, q coprime and assume that γ ∈Op \ {eγt : γ ∈σ(L )}. We then have that

γ ∈σ(P (t ))\{0} if and only if formula (4.6) holds with b = p
q and a = arg(γ)p

2πq , moreover this gives that arg(γ) = 2π k
p

such that we have that a = k
q . So we have that γ ∈σ(P (t )) \ {0} if and only if

liminf
z∈Z,|z|≥N ,N→∞

inf
n∈Z

|k

q
+ z

p

q
−n| = 0.

We can then multiply everything by q to get

liminf
z∈Z,|z|≥N ,N→∞

inf
n∈Z

|k + zp −nq| = 0.

But this equation only has a solution if k is an integer due to the Chinese remainder theorem. Moreover, due
to the modulo equality given by the Chinese remainder theorem, we can get arbitrarily high values of z so the
liminf does not pose a problem so we have γ ∈σ(P (t )) \ {0}.
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Specifically we then see that the only accumulation points for 2π
t = p

q are the points of Op and for irrational
2π
t the full circle of OL are accumulation points.

We can then plot these properties for rational 2π
t as seen in figure 4.2. Note that this is done numerically

so we could never really calculate t correctly as an irrational number, however, if we only plot the first few
eigenvalues then the accumulation points should show up correctly as can be seen below. If we take a value
of t which is further away from such a rational number (only a small amount of significant numbers would
be required) then we see that the accumulation points do not appear as already the first few eigenvalues with
small imaginary component diverge.

Next, a final useful part of having an infinite amount of eigenvalues is that we can prove a stronger upper
bound on the convergence rate of P 0(t ).

Proposition 4.4.7. For all t ≥ 0 we have e−κt ≤ ||P 0(t )||, in particular this means that e−||W ||∞t ≤ ||P 0(t )||, more-
over if we have an infinite amount of eigenvalues we also have e−Lt ≤ ||P 0(t )|| with L as defined in lemma 4.4.1.

Proof. For the first statement this is due to Proposition IV.2.2 from [EN00]. The second statement uses a differ-
ent upper bound on the spectral gap given by lemma 4.4.1.

Lastly, we now have due to 4.4.3 that we prove the hypo-coercive estimate using the spectral gap κ as the
convergence rate.

Theorem 4.4.8. Assume (A5) and (A6) then we have that there is an M > 0 such that for all t > 0 and all f ∈
L2(T,ν) that

||P (t ) f −
∫
T

f dν||L2(T,ν) ≤ Me−κt || f −
∫
T

f dν||L2(T,ν).

Moreover, if we assume (A3) then we also have for all g ∈C (T× {+1,−1}) that

||PC 1 (t )g −
∫
T

g dν||C (T×{+1,−1}) ≤ Me−κt ||g −
∫
T

g dν||C (T×{+1,−1})

Proof. Take h = f − ∫
T f we then have that h ∈ L2

0(T,ν). Moreover, we have that we can redo 4.4.3 but then for
L0. We then have using Proposition IV.2.2 from [EN00] that there is a constant M > 0 such that ||P 0(t )h|| ≤
Me−κt holds for all f ∈ L2(T,ν). The same argument holds for LC 1

0
.

Proposition IV.2.2 from [EN00] also gives us that this is the most optimal constantω for which an inequality
of the form ||P (t ) f −∫

T f dν|| ≤ Me−κt || f −∫
T f dν||L2(T,ν) can hold.
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Figure 4.2: Approximation of the point spectrum of P (t ) with U (x) = 1
2 (1−cos(x)),λ0 = 0 by calculating the spectrum of LN from Chapter 5

with N = 6200 and then plotting the set {eγt : γ ∈LN , | Imγ| < 100}. By taking such a large N and by only taking the eigenvalues with a small
imaginary component we have that the spectrum converges. In the top-left image we have 2π

t = 3
2 , the top-right image we have 2π

t = 1, in

the middle-left image we have 2π
t = 5

3 and in the middle-right image we have 2π
t = 12. Lastly, at the bottom we have the spectrum of LN .

We can see that the spectrum has accumulation points on the set Op as described in Proposition 4.4.6.



5
Numerical approximation

In order to analyse the spectrum of the generator L for a given potential U (x) and refreshment rate λ0 there is
a lot of behaviour that could happen to the eigenvalues. It is often hard to see what behaviour is common be-
tween a class of potentials. Furthermore, it is difficult to verify how sharp created bounds are or to properly test
whether the propositions/theorems hold. For these reasons, it would be useful to calculate the eigenvalues of
the generators. To do this we can make use of a finite difference numerical approximation LN on a discretized
subspace TN of T such that TN := (xi )N

i=1, with xi := 2π i−1
N −π. The main benefit of this discretized matrix LN

is that we can calculate its eigenvalues using standard algorithms for finite-dimensional matrices. We could
then make this finite-difference approximation converge to the original generator and examine if the spectrum
converges.

Numerical analysis on the convergence of eigenvalues of such a finite difference approximation LN to the
actual generator L has been done before, particularly in the field of Sturm-Liouville problem. However, to es-
tablish the connection between the eigenvalues and eigenvectors between the two operators it is often required
to explicitly know the formula for the eigenvalues and eigenfunctions of both the finite difference operator as
well as the full operator [PHA81], [And89] and [Con99]. Moreover, the arguments often rely on operators to be
self-adjoint/normal such that the resolvent relationship for γ ∈ ρ(L ), ||(L −γ)−1||X = d(γ,σ(L )) can be used.
Unfortunately, we do not have such a relationship and therefore the proof behind this can become significantly
harder.

For this reason, we prove a weaker result in that a constructed generator L 1
N has its semigroup TN (t ) con-

verge to the semigroup T (t ) as described in Proposition 5.1.2. his can be done by looking at the difference
between the operator T (t ) and TN (t ) with respect to the elements from the Banach space of T (t ). To make this
comparison we introduce operators such that a function on the discretized space TN can be compared with a
function in L2(T,ν) for this we will introduce a projection PN : X → XN and a lift operator EN : XN → X . Such
that for large enough N > 0 we have that for x ∈ X

||EN TN (t )PN x −T (t )x||L2(T,ν) → 0.

on bounded intervals of t . Moreover, we introduce a different discretization LN whose spectrum seems to con-
verge if N is an even number at a much faster rate than L 1

N however due to this operator not being dissipative
we cannot establish a similar convergence result as for L 1

N . Finally, we will talk about some generalizations of
theorems that seem to hold true for general potentials. The code used to generate the numerical spectrum can
be found in [Wia].

5.1. Discretization of the generator
We will now define and construct all of the spaces and operators required to make a statement about conver-
gence. For the discrete torus TN we will also define the external nodes xN+1 := x1 and x0 := xN and we define
the difference between nodes by∆xN := 2π

N . We define C (TN ×{+1,−1}) to be the functions f :TN ×{+1,−1} →C

with associated norm || f ||C (TN×{+1,−1}) = supx∈TN ,θ∈{+1,−1} | f (x,θ)|. We define the projection operator PN :
C (T× {+1,−1}) →C (TN × {+1,−1}) by

(PN f )(xi ,θ) = f (xi ,θ).
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Furthermore, we define the lifting operator EN : C (TN × {+1,−1}) →C (T× {+1,−1}) by

(EN f )(x,θ) := f (xi ,θ)+ f (xi+1,θ)− f (xi ,θ)

∆xN
(x −xi )

{
x ∈ [xi , xi+1] f or i ∈ {1,2..N −1},

x ∈ [xN ,π] f or i = N .

Which linearly interpolates the values of f ∈C (TN × {+1,−1}) to create a function in C (T× {+1,−1}). Finally we
denote the identity operator on C (TN × {+1,−1}) by IN .

We then define for N ∈ N \ {0} the discretization of the generator of the Zig-Zag process L 1
N : C (TN ×

{+1,−1}) →C (TN × {+1,−1}) by

(L 1
N f )(x,θ) := f (xi+θ ,θ)− f (xi ,θ)

∆xN
+λ(xi ,θ)( f (xi ,−θ)− f (xi ,θ)).

Lemma 5.1.1. L 1
N : C (TN × {+1,−1}) → C (TN × {+1,−1}) is dissipative and generates a contraction semigroup

TN (t ) : C (TN × {+1,−1}) →C (TN × {+1,−1}).

Proof. Similar to the proof of lemma 4.1.4 we first prove the dissipativity using Proposition 3.23 from [EN00].
We take a function f ∈ C (TN × {+1,−1}) and take a (x∗

i ,θ∗) such that || f ||C (TN×{+1,−1}) = | f (x∗
i ,θ∗)|. If we

then take the function δx∗
i ,θ∗ (x j ) f (x∗

i ,θ∗) := f (x∗
i ,θ∗)1x j =x∗

i
for all x j ∈ TN we then have that 〈 f ,δx∗

i ,θ∗〉 =
| f (x∗

i ,θ∗)|2 = || f ||2C (TN×{+1,−1}) and thus that δx∗
i ,θ∗ (xi ) f (x∗

i ,θ∗) is in the duality set J ( f ) as defined in formula
(2.1). We then have

Re〈L 1
N f ,δx∗

i ,θ∗ f (x∗
i ,θ∗)〉

= Re
f (x∗

i+θ∗ ,θ∗)− f (x∗
i ,θ∗)

∆xN
f (x∗

i ,θ∗)+λ(x∗
i ,θ∗)( f (x∗

i ,−θ∗)− f (x∗
i ,θ∗)) f (x∗

i ,θ∗)

= Re
f (x∗

i+θ∗ ,θ∗) f (x∗
i ,θ∗)−| f (x∗

i ,θ∗)|2
∆xN

+λ(x∗
i ,θ∗)( f (x∗

i ,−θ∗) f (x∗
i ,θ∗)−| f (x∗

i ,θ∗)|2)

≤ 0

so L 1
N is dissipative. We then have that L 1

N −γIN is injective for γ > 0 and since this operator can be written
as a square matrix we also have that it surjective. Applying Lumer-Phillips Theorem (Theorem 3.15 of [EN00])
will then give us that L 1

N generates a contraction semigroup.

In order to compare the convergence of the discretization of the generator to the generator itself, we could
examine the convergence in terms of their resolvents and generated semigroups. In order to do this, we must
be able to compare the function spaces on which TN (t ) and T (t ) are defined. One such result is given by a
formulation of Trotter-Kao (Theorem 2.1 [IK98]) which will give us the following result:

Proposition 5.1.2. For the Zig-zag process with generator L 1
N we have for all f ∈C (T×{+1,−1}) and for all γ> 0

that

lim
N→∞

||En(γIN −L 1
N )−1PN f − (γI −LC 1 )−1 f ||C (T×{+1,−1}) = 0

and for t ≥ 0

lim
N→∞

||EN TN (t )PN f −T (t ) f ||C (T×{+1,−1}) = 0 (5.1)

uniformly on bounded intervals of t.

Proof. In order to prove this we would like to apply Proposition 3.1 from [IK98], which requires us to verify the
following assumptions:

1. There are constants M1, M2 independent of N , such that for all N ∈Nwe have ||PN || ≤ M1 and ||EN || ≤ M2.

2. We have for all f ∈C (T× {+1,−1}) that limN→∞ ||EN PN f − f ||C (T×{+1,−1}) = 0.

3. For all N ∈Nwe have PN EN = IN .
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4. The semigroups T (t ),TN (t ) generated by LC 1 ,LN share constants M ≥ 0,ω ∈R such that ||TN (t )||, ||T (t )|| ≤
Meωt .

5. For every f ∈C 1(T× {+1,−1}) we have that limN→∞ ||EN L 1
N PN f −LC1 f ||C (T×{+1,−1}) = 0.

We will verify all of these points to conclude that Proposition 5.1.2 holds.

(Assumption 1) We have for f ∈C (T× {+1,−1}) that ||PN f ||C (TN×{+1,−1}) = supx∈TN,θ∈{+1,−1} | f (x,θ)|
≤ supx∈T,θ∈{+1,−1} | f (x,θ)| = || f ||C (T×{+1,−1}). So PN is uniformly bounded with M1 = 1. Because of the linear in-
terpolation between points we also have that ||EN f ||C (T×{+1,−1}) ≤ || f ||C (TN×{+1,−1}). So EN is uniformly bounded
with M2 = 1. Therefore the first assumption holds with M1 = M2 = 1.

(Assumption 2) By Heine-Cantor we have that the continuous functions onT are uniformly continuous. There-
fore for an f ∈ C (T× {+1,−1}) we have that for all ε > 0 there is a δ > 0 and an N ∈ N such that for all x ∈
T with the closest points on the grid xi , xi+1 ∈ TN , we have that |x − xi |, |x − xi+1| ≤ ∆xN < δ implies that
| f (xi+1,θ)− f (x,θ)|, | f (xi ,θ)− f (x,θ)| < ε. Furthermore, we can then make the following point-wise estimate

|EN PN f (x,θ)− f (x,θ)|

= | f (xi ,θ)− f (x,θ)+ f (xi+1,θ)− f (xi ,θ)

∆xN
(x −xi )|

{
x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

= |(1− (x −xi )

∆xN
)( f (xi ,θ)− f (x,θ))+ (x −xi )

∆xN
( f (xi+1,θ)− f (x,θ))|

{
x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

< (1− (x −xi )

∆xN
)ε+ (x −xi )

∆xN
ε

{
x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

= ε.

Thus we have limN→∞ ||EN PN f − f ||C (T×{+1,−1}) = 0.

(Assumption 3) This assumption holds trivially by the definition of the projection PN on the discrete torus and
the linear interpolation EN .

(Assumption 4) This follows from lemma 5.1.1 and lemma 4.1.5 which then implies that the common constants
are M = 1 and ω= 0.

(Assumption 5) From the definition of LC 1 ,L 1
N we see that for f ∈ C 1(T× {+1,−1}) there are two parts of

the generator LC 1 to approximate. First, we approximate θ∂x f with ENθ∂
N
x PN f , where (∂N

x PN f )(xi ,θ) :=
f (xi+θ ,θ)− f (xi ,θ)

∆xN
. Since ∂x f is continuous, it is also uniformly continuous. Therefore we have for all ε > 0 that

there is a δ > 0 and an N ∈N such that for all ξ ∈ T with closest points |ξ− xi−1|, |ξ− xi |, |ξ− xi+1| ≤ ∆xN < δN

implies that we have that |∂x f (ξ,θ) − ∂x f (xi ,θ)|, |∂x f (ξ,θ) − ∂x f (xi+1,θ)| ≤ ε. Furthermore, we have by the

mean value theorem that there are ξi ,1 ∈ [xi , xi+1] and ξi ,−1 ∈ [xi−1, xi ] such that ∂N
x f (xi ,θ) = f (xi+θ ,θ)− f (xi ,θ)

∆xN
=

θ∂ f (ξi ,θ,θ). We then have

|EN∂
N
x PN f (x,θ)−θ∂x f (x,θ)|

= |(1− (x −xi )

∆xN
)(∂N

x f (xi ,θ)−θ∂x f (x,θ))+ (x −xi )

∆xN
(∂N

x f (xi+1,θ)−θ∂x f (x,θ))|
{

x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

= |(1− (x −xi )

∆xN
)(θ∂x f (ξi ,θ ,θ)−θ∂x f (x,θ))+ (x −xi )

∆xN
(θ∂x f (ξi ,θ,θ)−θ∂x f (x,θ))|

{
x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

≤ |(1− (x −xi )

∆xN
)ε+ (x −xi )

∆xN
ε

{
x ∈ [xi , xi+1] for i ∈ {1,2, ..N −1}

x ∈ [xN ,π] for i = N

= ε.
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For the second part, we note that we have

EN (L 1
N −∂N

x )PN f = ENλ(xi ,θ)( f (xi ,−θ)− f (xi ,θ))

= EN PNλ(x,θ)( f (x,−θ)− f (x,θ)).

Becauseλ(x,θ)( f (x,−θ)− f (x,θ)) is continuous we can apply the proof of assumption 3 to see that limN→∞ ||EN (L 1
N−

∂N
x )PN f −(LC1−θ∂x ) f ||C (T×{+1,−1}) = 0. So by combining both parts of the generator we see that limN→∞ ||EN L 1

N PN f −
LC 1 f ||C (T×{+1,−1}) → 0 which proves assumption 5.

We can then calculate the eigenvalues of L 1
N and see if they converge to previous examples. Unfortunately,

for the convergence of the eigenvalues of L 1
N to the eigenvalues of LC 1 it is often required to have a high value

of N even for simple potentials as can be seen in figure 5.1.

Figure 5.1: Convergence of the eigenvalues of L 1
N towards the eigenvalues of LC 1 for the potential U ′ = 0 and refreshment rate λ0 = 1.

The spectrum of LC 1 is equal to {1±
√

1−n2 : n ∈Z} . In each image we calculate the eigenvalues of the matrix of L 1
N with in the top-left

image we have N = 400, top-right image we have N = 1600, bottom-left we have N = 6000, and in the bottom-right we have N = 10000. It
can be seen that the convergence does not complete even for N = 10000, even when only examining the first eigenvalues.

Moreover, even when calculating the spectrum for N = 10000 we do not get visible convergence to the
spectrum especially for eigenvalues with a larger imaginary component. The main use of the numerical ap-
proximation is to get insight into the behaviour of the spectrum. However, with L 1

N this process can take a lot
of time to converge or even become impractical to calculate on a normal computer, for example calculating
the eigenvalues of the matrix corresponding to N = 10000 took half an hour on a modern computer. For this
reason, in order to speed up the convergence, another discretized operator is introduced

(LN f )(x,θ) := θ f (xi+1,θ)− f (xi−1,θ)

2∆xN
+λ(xi ,θ)( f (xi ,−θ)− f (xi ,θ)).

In this discretization we use the central difference method to approximate the derivative part θ∂x f of the gen-
erator L . We suspect that the convergence of the spectrum of the generator L 1

N is slow due to the first-order
approximation of the derivative as this is the part of the matrix that causes the operator LC 1 to be able to
have an infinite amount of eigenvalues and causes the operator to be not bounded. However, by defining the
approximation in this manner we have that for large enough N , that LN is not dissipative.

Proposition 5.1.3. For U :T→R, λ0 :T→ [0,∞) such that |U ′| and λ0 are bounded we have that there is a large
enough N ∈T such that (LN f ) is not dissipative.
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Proof. For any constant D ∈ (0,1), there is an N such that we have D
2∆xN

> ||λ(·,1)||∞. We then construct a
function f ∈ C (TN ,×{+1,−1}) such that −D = f (x1,1) < f (x2,1) = 1, and f (xi ,θ) = 0 otherwise. Then for
f ∗ ∈ J ( f ) we have that because C (TN × {+1,−1}) is a finite-dimensional vector space, that the dual space is
also finite dimensional. Moreover, we that f ∗ ∈ C∗(TN × {+1,−1}) = L1(TN × {+1,−1}) is of the form 〈 f , f ∗〉 =
f ∗(x1,1) f (x1,1)+ f ∗(x2,1) f (x2,1) and that || f ∗||L1(TN×{+1,−1}) =

∑
x∈TN ,θ∈{+1,−1} | f (x,θ)|. Furthermore, we have

that || f ||C (TN ,×{+1,−1}) = | f (x2,1)| = 1 and thus because f ∗ ∈ J ( f ) we must have that || f ∗|| = 1. Suppose that
| f ∗(x1,1)| > 0. We would then have that 1 = |〈 f , f ∗〉| ≤ | f ∗(x1,1)|| f (x1,1)| + | f ∗(x2,1)|| f (x2,1)| < | f ∗(x1,1)| +
| f ∗(x2,1)| = 1. Which would contradict that 〈 f , f ∗〉 = 1. So we have that f ∗(x1,1) = 0. But then in order to
satisfy 〈 f , f ∗〉 = 1, we must have f ∗(x2,1) = 1 and f ∗(x,θ) = 0 otherwise. So we have that

〈LN f , f ∗〉 = f (x3,1)− f (x1,1)

2∆xN
f (x2,1)+λ(x2,1)( f (x2,−1)− f (x2,1)) = D

2∆xN
−λ(x2,1) > 0.

So LN is not dissipative.

The corresponding matrix of this generator has the following form

L̃N f =
[

J K
L M

]
where we have matrices J ,K ,L, M ∈ RN xN such that J , M are almost tridiagonal matrices with the exception of
2 non-zero entries J1N , JN 1 and M1N , MN 1 respectively due to the periodicity of the functions, furthermore if
we subtract the diagonal part of these matrices, then they are anti-symmetric (J − Jdi ag )T =−(J − Jdi ag ), (M −
Mdi ag )T = −(M − Mdi ag ). Moreover, K ,L are diagonal matrices which come from the λ(xi ,θ)( f (xi ,−θ) term
such that for each i ∈ {1, .., N } we have that Ki i and Li i never positive simultaneously if λ0 = 0 due to λ(xi ,θ)
only being positive for one θ at the time.

The discretized generator LN can be used to analyse the spectrum of the original generator L and to verify
analytical results. There is some strange behaviour of the spectrum of the discrete generator that we have not
fully explained. For this reason, we cannot be certain that the spectrum properly converges to the spectrum
of the generator L . Nevertheless, the spectrum seems to be approximated correctly for some situations which
we are able to calculate exactly.

The first issue with the convergence of the spectrum has to do with extra eigenvalues which appear when
the size of the discretization N is odd. Specifically, it seems as if for odd N that the eigenvalues of LN are
doubled and interwoven with the normal amount of eigenvalues. An example where this is clearly visible is for
the case U ′ = 0 and λ= 1. The spectrum then gives the following images.

Figure 5.2: Numerical eigenvalues of LN on the complex plane with U ′(x) = 0, λ0(x) = 1. In the left figure the corresponding generator has

N = 1024 and in the right figure N = 1025. Since the spectrum is given by −1±
√

1−n2 with n ∈ Z we can see that for N = 1025 a double
amount of eigenvalues are generated.

It turns out that for N = 1025 the eigenvalues seem to follow the formula −1±
√

1− ( n
2 )2 with n ∈Z. We can

do the same thing but now for a unimodal potential with U ′ = sin(x)/2 and λ0 = 0.



68 5. Numerical approximation

Figure 5.3: Numerical eigenvalues of LN on the complex plane with U ′(x) = 1
2 sin(x), λ0 = 1. In the left figure the corresponding generator

has N = 1024 and in the right figure N = 1025. Since the correct spectrum is displayed in figure 4.1 we can see that for N = 1025 a lot of
extra incorrect eigenvalues are generated.

This behaviour seems to extend to all potentials of which we can calculate the spectrum exactly. We suspect
that the reason why this behaviour happens has something to do with the lack of the dissipative property of LN

and that the process that is generated by LN is not reducible for specific N. An approach as in [DM13] could
be used to prove more about the connection between the spectrum of this generator LN and the generator L .

5.2. Observations and conjectures
In this section, we will use the discretization LN to make figures of the eigenvalues of the generator and we
propose some conjectures state some observations drawn from this.

5.2.1. Spectral asymptotic line
In all of the figures of the spectrum of the discrete approximation. The eigenvalues seem to have a vertical
asymptotic line to which all of the eigenvalues converge. For λ0 = 0 and unimodal U we are able to prove the
location of this asymptotic line in Proposition 4.4.1. Proving this formula for general λ0 and general U was not
possible in the same way as the proof required formula (4.2) to be known which required solving the system
L f = γ f , which forλ0 = 0 could be possible to do for general potentials by keeping track of all of the continuity
points and solving the system in-between each critical point, however it would not provide much more insight
as to why this asymptotic line exists. However, it is possible to examine how this formula should look like and
to give some interpretation to it. Using the numerical approximation and trying many different examples the
formula that seemed to always predict the asymptotic line is the following

Conjecture 5.2.1. If we have a sequence (γn)n≥1 ⊆ σp (L ) with the property that ∀M > 0, ∃N ∈ N, such that

∀n ≥ N we have |γn | > M, then it follows that Reγn →− 1
2π

∫ π
−π

W (x)
2 d x.

It can be seen for unimodal U with λ0 = 0 that the formula for the asymptotic line holds since U (π)−U (0)
2π =

1
2π

∫ π
−π

|U ′(x)|
2 d x = ∫ π

−π
|W (x)|

2 d x. This general formula came up when puzzling around with the formula for
γS1(γ) f = −BB∗ f − γW f − γ2 f = 0. This formula can be seen as a quadratic formula with two roots with
as a critical point −〈W f , f 〉, specifically if we look at the numerical range we see that the real component of
eigenvalues in C \R is given by −〈W f , f 〉. Clearly, W is an important function for the real component of the
spectral line and since we have the formula for U unimodal and λ0 = 0 we constructed this general formula.
The formula can be seen as the average of the function W

2 on the torus. For refreshment rates equal to zero it
can also be seen as the difference between all of the consecutive maximums and maxima of the potential U .
The distance between the maximum and minimum showing up is not something new, similar behaviour has
also been seen for the escape time between two wells such as in Theorem 1 of [Mon16].

We can then examine potentials that have a higher amount of maximums than a unimodal distribution and
we can examine a potential with non-constant refreshment rates as displayed in figure 5.4.

Another interesting thing that seems to occur for potentials of the form U (x) =−cos(kx) is that depending
on the value of k we have that every k-th eigenvalue on the imaginary axis is a bit more spread out than the
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Figure 5.4: The spectrum of LN for different potentials and refreshment rates together with a vertical line coming from conjecture 5.2.1.
It can be seen that the spectral line (the orange line) coincides with the asymptotic line of the spectrum. In the top-left image we have

U (x) = 2( (1−cos(x))
2 )4 and λ(x) = 1+ |x|. In the top-right image we have U (x) = |x| and λ(x) = 1+ cos(x). In the bottom-left image we

have U (x) = 2( (1−cos(5x))
2 ) and λ(x) = 1.2+|x|. In the bottom-right image we have U (x) = 0 and λ(x) = 4|x|. For all discretization we used

N = 2000.

other eigenvalues as can be seen in the bottom-left picture of figure 5.4. This seems to indicate that these
amplitudes may be related to the frequencies of the underlying potentials which is something we will also see
in the following section.

5.2.2. Eigenvalues of the high-temperature limit
In this section we will examine the spectrum of high-temperature limit, meaning that we will look at the be-
haviour of the eigenvalues for a potential which is close to constant potential. To examine this more thoroughly
we will denote the generator of Zig-Zag process in the following way, by taking σ ∈C

Lσ f = θ∂x f +σ((θU ′(x))++λ0)(F f − f ).

We want to know what will happen when σ is close to zero. For example, if we were to look at the operator
L0 = θ∂x f we would expect that our spectrum would come close to {i n : n ∈ Z} \ {0} as this is the spectrum of
the generator corresponding to the derivative operator on the torus of which we know that the eigenvectors are
sine and cosine waves with integer frequencies.

We can say something about this point around σ= 0 by examining Lσ as an operator valued function such
that Lσ = T +σT ′. We could then use perturbation techniques from [Kat95] to predict the movement of the
eigenvalues.

For this, we have that our operator family (Lσ)σ∈C with the domain W 1,2(T,µ) is a holomorphic family
of operators of type A as described in Definition VII.2.1 of [Kat95]. Since we have already proven that Lσ

is a closed operator for σ > 0 due to lemma 3.2.4 we also have that Lσ is a closed operator for σ ∈ C due
to the difference between the operators being a bounded operator. Moreover, we have that the domains and
Hilbert spaces are equivalent to each other due to e−U being a function that attains a minimum and a maximum

on a bounded domain and we can switch between the Banach spaces using the unitary transformation e
−U

2 :
L2(T,µ) → L2(T)). Thus by Theorem VII.2.6 of [Kat95] we have that (Lσ)σ∈C is a holomorphic family of type A.

However, we run into a complication, namely, we see that the eigenvalues split/branch into two different
eigenvalues when we perform a scaling of σ. This is because the operator Lσ=0 = θ∂x has two eigenfunctions
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for each eigenvalue (namely f + = ecx , f − = 0, and f + = 0, f − = 0). This is due to the lack of a connection be-
tween the functions f +, f − for this specific operator. But when we start introducing σ both of the functions
connect through the term F f − f and we see that this causes the spectrum to branch/split. This makes it diffi-
cult to apply many perturbation theorems such as from [Kat95]. Namely, it is possible to state that a weighted
mean of the eigenvalues has an analytic expansion, however, due to the branching, it is no longer possible to
state if the expansion has any algebraic singularities.

For example, we could have an operator of the following form

T (σ) =
[

0 1
σ 0

]
.

We then have that the eigenvalues are given by λ± =±pσ. So these eigenvalues are analytic and they have an
algebraic singularity at σ= 0 so it is not possible to conclude that an analytic expansion occurs at σ= 0. It can
also be seen that for this operator that we have for σ= 0 that the eigenvalues split similar to our situation.

Usually it is easy to prove that these singularities do not occur if the underlying operator is self-adjoint, we
can then have an example such as the following

T (σ) =
[

0 σ

σ 0

]
.

We then have that the eigenvalues are given by λ± = ±σ and we see that the eigenvalues do not have an alge-
braic singularity and a simple analytic expansion at σ= 0. However, we do not have a self-adjoint operator.

However, our operator is holomorphic as a parameter of σ and our operator is regular in the sense that it is
J-self-adjoint. And although we were not able to prove if the eigenvalues are analytic or not, we can try to create
an analytic expansion of the eigenvalues and see using the discretization LN if such an expansion converges.

Proposition 5.2.2. Assuming (A3), (A5), (A6), and assume that the eigenvalues of Lσ admit an analytic expan-
sion without any algebraic singularities for the operator family σ→ Lσ. Then for each eigenvalue γ j ∈ σp (Lσ)
there is an analytic function γ j (σ) and an ε j > 0 such that for σ ∈ (0,ε j ) we have that γ j (σ) ∈ σp (Lσ). We then
have the following properties

γ j (σ) → i n for some n ∈Z, and

1

h
(γ j (σ)− i n) → γ(1)

j .

For this limit γ(1)
j it holds that

γ(1)
j =−U (π)−U (x0)

2π
± 1

2π

√
(
∫ π

x0

U ′(x)e−2i n(x−x0) d x)(
∫ −π

x0

U ′(x)e2i n(x−x0) d x),

Furthermore, if U is symmetric and x0 = 0, we get

2

h2 (γ j (σ)−hγ(1)
j − i n) → γ(2)

j

where we have

γ(2)
j = 1

2π
(2γ(1)

j π+U (π)−U (0))2 ± 1

π

∫ π

0
((U (x)−U (0))+2γ(1)

j x)U ′(x)e−2i nx x d x.

Proof. Since we have an analytic expansion without singularities for our eigenvalues we can write them as an
analytic expansion such that for a small enough ε this expansion converges. We then have γ j (σ) = γ(0)

j +σγ(1)
j +

σ2

2 γ
(2)
j +o(σ2). Where o(σ2)

σ2 → 0 as σ→ 0 Using Thm 4.3.3 we can see that these functions satisfy:

(e−2γ j (σ)π−σ(U (π)−U (x0)) −1)2 =φ(γ j (σ), x0,π)φ(−γ j (σ), x0,−π). (5.2)

By taking σ= 0 we see that

(e
−2γ(0)

j π−1)2 =φ(0, x0,π)φ(0, x0,−π)
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Now φ(0, x0,π) =φ(0, x0,−π) = 0 when σ= 0. So we get (e
−2γ0

jπ−1)2 = 0 Which implies that γ0
j = i n for an n ∈Z

Next, we divide both sides of (5.2) by σ2 and we take σ→ 0. We then get that the left-hand becomes equal to

lim
σ→0

(e
−2(i n+σγ(1)

j +o(h))π−σ(U (π)−U (x0)) −1)2

σ2 = lim
σ→0

(
(e
σ(−2γ(1)

j π−U (π)+U (x0)) −1)

σ
)2 = (2γ(1)

j π+U (π)−U (x0))2

The right-hand will become equal to

lim
σ→0

1

σ2 (
∫ π

x0

σU ′(x)e
−σ(U (x)−U (x0))−2(i n+γ(1)

j σ+o(σ))(x−x0)
d x)(

∫ −π

x0

σU ′(x)e
−σ(U (x)−U (x0))+2(i n+σγ(1)

j +o(σ))(x−x0)
d x)

= lim
σ→0

(
∫ π

x0

U ′(x)e
−σ(U (x)−U (x0))−2(i n+γ(1)

j +o(σ2))(x−x0)
d x)(

∫ −π

x0

U ′(x)e
−σ(U (x)−U (x0))+2(i n+σγ(1)

j +o(σ))(x−x0)
d x)

= (
∫ π

x0

U ′(x)e−2i n(x−x0) d x)(
∫ −π

x0

U ′(x)e2i n(x−x0) d x).

So we have:

(2γ(1)
j π+U (π)−U (x0))2 = (

∫ π

x0

U ′(x)e−2i n(x−x0) d x)(
∫ −π

x0

U ′(x)e2i n(x−x0) d x)

Solving for γ(1)
j will give us:

γ(1)
j =−U (π)−U (x0)

2π
± 1

2π

√
(
∫ π

x0

U ′(x)e−2i n(x−x0) d x)(
∫ −π

x0

U ′(x)e2i n(x−x0) d x),

Finally we will examine the value of γ(2)
j . For simplicity of the calculations we will assume that U is symmetric

around x = 0. We then have that equation (5.2) becomes

e−2γ j (σ)π−σ(U (π)−U (0)) −1 =±φ(γ j (σ),0,π). (5.3)

We then take the derivative in σ of the left-hand twice which becomes

∂2
σ(e−2γ j (σ)π−σ(U (π)−U (0)) −1) = ∂σ(e−2γ j (σ)π−σ(U (π)−U (0))(−2γ(1)

j (σ)π− (U (π)−U (0)))

= e−2γ j (σ)π−σ(U (π)−U (0))((−2γ(1)
j (σ)π−U (π)+U (0))2 −2γ(2)

j (σ)π).

Evaluating this at σ= 0 gives us that the left side of equation (5.2) is equal to (−2γ(1)
j π−U (π)+U (0))2 −2γ(2)

j π.

Now for the right-hand we will first calculate the first derivative in σ

∂σ

∫ π

0
σU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x =

∫ π

0
U ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x

−
∫ π

0
σU ′(x)(U (x)−U (0))e−σ(U (x)−U (0))−2γ j (σ)x d x −

∫ π

0
2σγ(1)

j (σ)xU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x.

Now we need to take a second derivative, we will do this for all of the three integrals and then evaluate them at
σ= 0.
For the first integral we have:

∂σ

∫ π

0
U ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

=−
∫ π

0
U ′(x)(U (x)−U (0))e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0 −2

∫ π

0
γ(1)

j (σ)xU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

=−
∫ π

0
U ′(x)(U (x)−U (0))e−2i nx d x −

∫ π

0
2γ(1)

j xU ′(x)e−2i nx d x.

For the second integral we have:

−∂σ
∫ π

0
σU ′(x)(U (x)−U (0))e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

=−
∫ π

0
U ′(x)(U (x)−U (0))e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0 +

∫ π

0
σU ′(x)(U (x)−U (0))2e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

+2
∫ π

0
γ j (σ)σU ′(x)(U (x)−U (0))xe−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

=−
∫ π

0
U ′(x)(U (x)−U (0))e−2i nx d x.
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For the third integral we have:

−∂σ
∫ π

0
2σγ(1)

j (σ)xU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

=−
∫ π

0
2γ(1)

j (σ)xU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0 −
∫ π

0
2σγ(2)

j (σ)xU ′(x)e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

+
∫ π

0
2σγ(1)

j (σ)xU ′(x)(U (x)−U (0))e−σ(U (x)−U (0))−2γ j (σ)x d x|σ=0

+
∫ π

0
2σ(γ(1)

j (σ)x)2U ′(x)e
−σ(2γ(1)

j (σ)x)2(U (x)−U (0))−2γ j (σ)x
d x|σ=0

=−
∫ π

0
2γ(1)

j xU ′(x)e−2i nx d x.

Now equating the right-hand with the left-hand will give us:

(2γ(1)
j π+U (π)−U (0))2 −2γ(2)

j π=±
∫ π

0
(2(U (x)−U (0))+4γ(1)

j x)U ′(x)e−2i nx x d x.

Furthermore if then solve for γ(2)
j we get:

γ(2)
j = 1

2π
(2γ(1)

j π+U (π)−U (0))2 ± 1

π

∫ π

0
((U (x)−U (0))+2γ(1)

j x)U ′(x)e−2i nx x d x.

One thing that should be noted is that using a similar strategy and by taking more derivatives of Z (γ(σ))
it should be possible to get even more terms of the Taylor expansion. However, this becomes very difficult to
do as the derivatives get higher due to the many times that the product rule will be used. For this reason, we
also assumed that U was symmetric for the second derivative, but this is not an inherent requirement and was
simply chosen for the convenience of the computation.

We can then experiment with using a non-zero value for the refreshment rate λ0. To see how λ0 influences
the spectrum for small values of λ0. It turns out that as long as σ and λ0 are small at the same time, that
the paths of the eigenvalues are linearly dependent on λ0. Furthermore, we already have a description of the
spectrum of L0,λ0 [MM12], for small λ0 this causes all but one of the eigenvalues to lie on a vertical line at
γ=−λ0. This leads us to the following conjecture.

Conjecture 5.2.3. Assume the same assumptions as in Proposition 5.2.2 except for λ0. Moreover assume that
λ0(x) is a constant function independent of x ∈ T. We then have that for the eigenvalue expansions γ j (σ) the
following holds

γ j (σ) → i n for some n ∈Z, and

1

h
(γ j (σ)− i n) → γ(1)

j .

For this limit γ(1)
j , it holds for n 6= 0 that

γ(1)
j =−U (π)−U (x0)

2π
−λ0 ± 1

2π

√
(
∫ π

x0

U ′(x)e−2i n(x−x0) d x)(
∫ −π

x0

U ′(x)e2i n(x−x0) d x),

and for n = 0 we have

γ(1)
j =−σU (π)−U (0)

π
−2λ0,

or

γ(1)
j = 0.

It was not possible to find a formula for general λ0, this one likely exists by introducing in a similar way the
function W . For now, this conjecture gives us that all of the spectrum moves linearly fast based on λ0 if σ is
close to 0.
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Figure 5.5: The spectrum of LN and the approximated eigenvalues with N = 900, potential U (x) =− cos(x)
2 , and λ0 = 0.5. The eigenvalues

of LN are displayed by the blue dots. The approximated eigenvalues from conjecture 5.2.3 are displayed by the orange dots. Note that we
only displayed the positive roots for these approximated eigenvalues.





6
Discussion

In this thesis, we have studied the spectral gap κ of the generator of the Zig-Zag process L on T for both
square-integrable functions L2(T,ν) and continuous functions C (T× {+1,−1}). We did this by analysing the
Schur complement S1(γ),γ ∈ C \ {0} of a block operator A that is unitarily equivalent to the generator of the
Zig-Zag process. We proved that the generator has a point spectrum σ(L ) = σp (L ). We then made bounds
on the numerical range of the Schur complement in order to bound the eigenvalues σp (L )∩C \R. Moreover,
we proved that γ = 0 is an element of the resolvent set and explicitly calculated the corresponding inverse for
the generator. This inverse allowed us to also make a bound on the eigenvalues σp (L )∩R and consequently a
bound on the spectral gap. After this, we noticed that the Schur complement has a point spectrum and that the
Schur complement becomes a self-adjoint operator for real parameters (S1(γ)∗ = S1(γ) for γ ∈ R \ {0}). Using
these two facts we could apply the min-max theorem and noticed that we could carry over this min-max the-
orem to an operator BB∗ corresponding to the Kolmogorov backward equation of the overdamped Langevin
diffusion. Using this, we were able to create a second bound on the spectral gap using the second eigenvalue of
BB∗ which we could then bound by using the Hilbert-Schmidt norm of B̃∗. After this, we proved that the spec-
trum of L is the same regardless of whether Banach space consists out of the square-integrable functions or
continuous functions. Moreover, we proved for unimodal potentials that the spectrum could be defined by the
roots of a complex holomorphic function Z (γ). We used this function to prove the existence of an asymptotic
spectral line L to which all the eigenvalues converge. This line caused some complications for the spectral map-
ping theorem which were not there for the Zig-Zag process defined on the real numbersΩ=R. We then proved
a spectral mapping theorem and noticed that this could result in the spectrum of the associated semigroup
of L having an uncountable amount of eigenvalues. Moreover this allowed us to prove that the best possi-
ble value of κ for the hypocoercive estimate ||P (t ) f − ∫

T f dν||X ≤ Me−κt is equal to the spectral gap for both
X = L2(T,ν) and X = C (T× {+1,−1}). Lastly, we created a discretization of the generator L 1

N and proved that
this generator generated a strongly continuous contraction semigroup that converged uniformly on bounded
time intervals for all the elements of C (T× {+1,−1}). We noticed that the eigenvalues of this discretization
seemed to converge correctly to the spectrum of L for some examples but that the convergence was very slow.
To improve on this we introduced another generator LN that converged at a significantly higher rate and used
this to numerically analyse the spectrum of the generator for some specific potentials and refreshment rates.
Using this discretized generator we conjectured a generalization of the spectral asymptotic line for multimodal
potentials and general refreshment rates. Lastly, we made use of a perturbation of the generator by considering
a family of generator Lσ such that Lσ=0 = θ∂x to state some formula’s for how the eigenvalues behave for small
σ.

The analysis of the spectrum has a lot of different aspects to it which also gives a lot of directions for further
research. We will list several points and observations that could help for further research.

Firstly, the results are likely to extend to other PDMPs such as the bouncy particle sampler similar to the
work of [GN20]. This is mainly because many results in the past have been easy to transfer between the PDMPs
and because these operators are similar in their definition. We did not do this generalization in this thesis
as the focus was on finding many properties surrounding the generator of the Zig-Zag process rather than
surrounding general PDMPs.

75
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The spectrum of the generator defined on the Banach spaces Lp (T,ν) with 1 ≤ p ≤∞ is likely to be the same
as we can likely prove similarly that the eigenvectors of the generators have to sufficiently smooth. This could
be useful for analysing the properties of the eigenvectors/eigenvalues as different norms for the Banach space
can give different estimations on the eigenvalues/eigenvectors.

The analysis could be extended to the position space Td with d ≥ 2 however there can be some complica-
tions with explicitly calculating the inverse of L and B̃ . Moreover applying Sobolev embeddings can give rise to
more complications in higher dimensions as different embeddings apply. Nevertheless analysing the spectrum
further with the one-dimensional case using methods we used such as the Schur complement can still be useful
to prove certain properties that then might generalize but require a different proof for the higher-dimensional
case.

We have not compared how the bounds that we created behave for certain limits of the potential (high-
temperature/low-temperature limit). Moreover, it could be possible to compare the two given bounds numer-
ically by creating new bounds on them using the Hilbert-Schmidt norm of the inverse of the generator L −1

and of B̃ . We can then compare how these bounds behave by comparing the bounds with the actual spectral
gap with the use of LN . Perhaps the bounds work better than each other depending on the type of potential or
refreshment rate.

By using the unitary transformation e
−U

2 it is possible to rewrite the operator family Lσ = T +σT ′ as we

did it in section 5.2.2 in such a way that T becomes a skew adjoint operator and that T ′ =
[

W U ′
2−U ′

2 0

]
. Which

could then be written as an operator with only the entry W which would create another self-adjoint operator
and an operator with the entries U ′

2 which would create a skew-adjoint operator with only 2 entries. Since this
operator then has many symmetrical properties it could be more doable to prove a stronger result regarding
the analytic expansion of the eigenvalues.

The discretization LN can also be used to analyse the eigenvectors of LN , we have observed that these
eigenvectors behave more like sine and cosine functions as the imaginary component of the corresponding
eigenvalue goes to infinity. There is likely a stronger connection with the operator θ∂x as the imaginary com-
ponent becomes larger. For this reason, perturbation techniques could also help prove more properties about
the asymptotic line as regardless of how large σ is in the scaling of the operator family Lσ we always seem to
have for large eigenvalues that the spectrum looks similar to this operator. Moreover, such perturbation tech-
niques could also give us that for large enough imaginary components that the resolvent of the operator is well
behaved or that the resolvent has a large radius of convergence for large enough eigenvalues.

There can also be weaker assumptions made on λ0 and U . Many assumptions were made in order to make
the generator map L2

0(T,ν) and C (T× {+1,−1}) into themselves. For example, for L2
0(T,ν) we required U to be

Lipschitz to perform the product rule for the well-definedness of L , but we could still create a well-defined
generator if we simply change the domain and co-domain to less ’perfect’ domains. Although by taking such
a generalization we no longer have that Theorem 3.4.7 holds due to the unboundedness of the derivative of U
(although Theorem 3.4.2 could still hold).

Similar to using a numerical tool such as LN for analysing the spectra we could also make use of pseu-
dospectra which in particular can give more information about the growth of the resolvent. Perhaps this could
create a stronger image of what is happening as the imaginary component of the eigenvalues goes to infinity
and would allow us to prove a more general spectral mapping theorem.

We have that for σ = 0 that the operator family Lσ has a multiplicity of 2 for each eigenvalue after which
these eigenvalues branch when σ becomes positive. This seems to indicate that for most eigenvalues we will
have that the multiplicity of the eigenvalue is 1. Moreover, for small perturbations it could be that it is always
equal to 1 which seems to be the case for most numerical analyses that we did. This could be useful as it
could also give us a conjecture of the form of the spectral projections as they were given in [BV21] for rank one
projections.

Due to the resolvent being Hilbert-Schmidt we have a lot of regularity that is added to our operator that
we have not examined properly. Such as that the difference between resolvents is a trace operator due to the
resolvent identity. Furthermore, we could likely use properties like this to say more about the expansion rate of
the eigenvalues away from the origin since the squared norm of the inverse of the eigenvalues needs to be finite.
Moreover, there could be general properties corresponding to the general class of J-self-adjoint operators that
have a Hilbert-Schmidt resolvent that we have not yet examined.

Due to the invertibility of the generator only requiring that ||W ||∞ > 0, the assumption of Theorem 3.4.2
and 3.4.7 that essinfx∈TW (x) > 0 can likely be improved. This main assumptions is made for the eigenvalues in
C\R. In general, it seems to be that the spectral gap is always positive based on the numerical analysis. So the
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analysis on whether the gap is always positive should require us to examine these non-real eigenvalues. This
analysis could become easier as we have more structure about these eigenvalues in the sense that we know
what their real and imaginary parts are equal to in terms of the eigenvectors themselves (Proposition 3.4.3).
We suspect that there could be more analysis done by also using the second Schur complement S2(γ) as this
operator family is only defined for the non-real eigenvalues.

In the literature surrounding the quadratic numerical range, there is often analysis done towards the pos-
itive and negative eigenvectors of the quadratic range. These correspond to which root we take of the eigen-
values similar to how we do this in Proposition 3.4.3. In [Tre08] it turns out that these eigenvectors have some
distinct behaviour and this could allow us to perhaps couple these eigenvectors together in such a way that we
get more regularity in how they can behave for real eigenvalues.

Lastly, the field of quadratic eigenvalue problems is often concerned with oscillators that are receiving
strong drag forces such as in [TM01]. Here there is an interpretation behind the eigenvalues first being imagi-
nary and then becoming real as the drag forces increase. Namely, as these correspond to waves that are under-
damped, overdamped, and critically damped. We suspect that such a connection is happening here with the
eigenvalues and eigenvectors of LN and that perhaps similar analysis techniques could be applied.
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