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Executive Summary

Classically, aircraft controls are designed such that every distinct type of control effector pri
marily influences a single degree of freedom by creating a moment. Increased availability of
computational resources and novel aircraft configuration allow a deviation from this approach
and to utilize every control surface as an individual effector to generate moments around mul
tiple axes. Control allocation, the combination of control effector functions, is especially in
teresting for a PrandtlPlane. The unique geometry of two full wings allows more flexibility in
control surface (CS) placement while retaining control effectiveness. Where a conventional
aircraft is restricted in position for effective ailerons and elevators, the PrPs wings allow the
placement of extra control surfaces.

This research aims to investigate the impact of control allocation algorithms on the required
control surface span and area for a PrandtlPlane. A new optimization system for automatic
control surface sizing under the constraints of adequate handling qualities has been devel
oped. Three options are implemented for the control allocation: mechanical gearing (MG),
constrained pseudo inverse (CPI) and direct allocation (DA). MG uses a predetermined gear
ing matrix to determine the deflections. CPI is a simple allocation algorithm using a linear least
squares approach. DA uses an optimisation routine to find the control vector. The framework
consists of the optimizer, an aerodynamics and a handling and flying quality evaluation mod
ule. The current framework has two objective functions implemented for the studies, minimum
total CS span and minimum total CS area. For the aerodynamic calculations the linear solver
AVL is used. The flight mechanics discipline is evaluated using the inhouse developed Per
formance, Handling Qualities and Load Analysis toolbox (PHALANX), which is programmed
in Matlab and Simulink. The model created by PHALANX is used to investigate a selection of
different handling and flying quality criteria, that are typically required for the certification of a
full aircraft design. The selected tests and their target values are extracted from the MILF
8785C. Tests are run at two design points of the aircraft, at cruise and at the approach phase,
as well as two different wind conditions. ´

Results show that the advanced control allocation methods achieve smaller control sur
face layouts with respect to classic mechanical gearing, in terms of total control surface span
or area. Regarding the minimum span objective function, MG requires the largest overall CS
span. CPI reduces the total required span width by about 9.5%. DA reduces the required
span width further, achieving a reduction of about 17% compared to MG. A sensitivity anal
ysis showed that different CS layouts can be equally optimal. Regarding the minimum area
optimization results, MG again requires the largest CS. CPI reduces this area about 8%. DA
is able to reduce the required size further, achieving a reduction of about 26% compared to
MG. An application example shows that the classic layout is not optimal. Improvements can
be seen if the inner rear surface is positioned further midwing compared to the initial layout.
This can reduce the required CS span width by another 14%.

The results show that the PrP configuration can benefit from the use of control allocation
algorithms. The second full size wing gives flexibility to the positioning of the control surfaces.
Hence, effectors can be placed in such a way that they are very efficient in providing both a
pitching and rolling moment. The improved capabilities are only harnessable because of the
control allocation, classic mechanical gearing would be unable to operate these surfaces in
the most efficient way.
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𝑏1

[−]

𝑠 Relative wing reference area [𝑚2]

𝑤 Normal velocity [𝑚3/𝑠]

𝑤𝑖 Normalised control surface span width [−]

𝑥𝑤 Fraction of top wing lift of total lift [−]

ẋ Time derivative of state vector [−]

m𝑑𝑒𝑠 Desired aerodynamic moment [𝑁𝑚]

u Control vector [−]

u𝑚𝑖𝑛,𝑚𝑎𝑥 Lower/Upper limit of control effector deflection [𝑟𝑎𝑑]

x State vector [−]

y Output vector [−]
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Introduction

1.1. Research context
Global aviation used to be a growing economy. With an average annual growth rate of 3.6%,
forecasts predicted that the amount of air transport passengers will nearly double to 7.8 billion
travelers per year by 2036 [1]. While the current COVID 19 pandemic is severely impacting
the global travel industry and the aviation market, this sector will eventually recover to the
previous levels [2]. Global warming and its implications are becoming increasingly relevant.
With this increasing ecological awareness, it is imperative for the global aviation industry to
invest in research and development of novel airframe configurations and engine technologies.

A potential contender in the search for unconventional configurations is the PrandtlPlane
(PrP) aircraft [3]. This layout uses two wings that are connected at the wing tips in a way to
create a closed box. Prandtl has shown that this wing layout can yield the lowest possible
induced drag when properly designed [4, 5]. However, the concept has never been used in
commercial transport aircraft. With increasing pressure to make aviation more sustainable,
the concept has gained new interest in the scientific and professional community [3, 6, 7].
Different concept studies were performed which have shown the aerodynamic advantages of
such a layout over the conventional design. They have also shown that these aircraft are most
efficient in high density, shorttomedium range flights [8–10]. For these flights, a larger fraction
of the mission is spent in climbing and descending phases, where induced drag is typically of
higher relevance. Hence, a reduction in this drag component would yield the largest benefits.
This study is based on the Parsifal project, which was funded by the European Commission
within the Horizon 2020 program to design a mediumsized PrP.

A distinguishing feature of the PrantlPlane concept are the two wings and their implications
[11]. Having two full size wings allows additional control surface space and freedom regarding
the placement of control surfaces[12]. These can now be spread over both wings, hence the
control surface function is not determinate anymore. The geometry allows new configurations,
such as outboard surfaces on both wings for roll control, or elevators on the front wing as well.
Effective Additional surfaces can be placed to increase redundancy in case of failure, alleviate
gust loads or improve the overall aerodynamic efficiency in maneuvering flight [13]. Another
potential benefit is the possible implementation of direct lift or pure moment control, where the
surfaces on both wings are deflected in the same or opposite direction respectively. While
many studies have performed preliminary sizing of the aerodynamic shape and its dynamic
behavior, the newly available design space for control surface placement and design has rarely
been investigated [12]. Current PrP studies are limited to a deterministic approach in control
surface design, by assigning explicit roll, pitch and yawing moment generation to distinct and
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2 1. Introduction

individual control surfaces [14–16]. This classic layout is imposed on the boxwing concept by
both wings having elevator surfaces at the wing roots and ailerons at the wing tips. For this, a
mechanical gearing approach is used. The control surfaces are ganged together such that all
pitch control surfaces move together to create the pitching moment. The roll control surfaces
are ganged similarly.

Gearing is the simplest method of control allocation. This classic approach however may
not be optimal anymore with the given wing geometry. Modern control allocation algorithms
can utilise all control surfaces in a given set independently, hence allowing each surface to
contribute to each aerodynamic moment [17, 18]. The use of these algorithms increases the
attainable moment set of the control surface layout as conventional gearing constraints are
removed. For a given moment set, the total size of the required control effectors is expected
to be reduced.

1.2. Research Objective
The research objective of this thesis is to assess the impact of control allocation methods on
optimal control surface arrangements. The comparison is made between a classic control
system using mechanical gearing and two different modern control allocation methods. With
application to a PrP aircraft configuration, the control surface layout is optimised to obtain
required levels of handling qualities.

The methodology for this research is derived from a software framework developed by
Varriale [14], which automatically sizes the control surfaces under the constraints of adequate
handling qualities. The study has only investigated separate control surfaces using mechani
cal gearing. The new research presented in this thesis will focus on expanding this framework
and formalizing a more general approach to the optimisation system that allows more flexibility
on the control surface assignments.

The formulation will allow each control surface to deflect independently, and the inclusion
of a control allocation algorithm determines the optimal deflection of all control effectors to
achieve the desired motion. This increased flexibility in control surface deflection and combi
nation will allow the PrP design to fully show the strength of having a fullsize second wing for
the placement of additional control surfaces.

As a first step, the computational optimisation framework needs to be created. This frame
work will consist of two main modules: an aerodynamic solver to provide the aerodynamic
coefficients for a given set of control surfaces and a flight mechanics toolbox that can analyse
the handling quality criteria. An overarching optimisation function provides a wrapper for the
two disciplines. The framework should be able to update its aerodynamic database for every
function evaluation. Thus, an aerodynamic solver shall be implemented that is simple enough
to be fast, yet providing reliable results of the actual aerodynamic behavior. The handling
quality analysis is the main criteria by which the sizing is performed. For this, the use of a tool
box that can adequately model dynamic behavior is required. This must include an integrated
control allocation method to determine control surface deflections for each maneuver.

Once the actual framework is completed, it will be used to investigate aspects of the overall
control surface layout. Investigations will analyse the obtainable reductions in control surface
size, compared to the mechanical gearing. A comparison of control allocation methods and
classic gearing for a given number of control surfaces is performed. This will show the differ
ences in layout that can be achieved when the control surfaces are not geared anymore, but
free to deflect individually. As an application, a modified control surface position is proposed
showing the flexibility that the PrP layout can provide using control allocation.

The motivation of investigating this novel application of control allocation is to analyse and
highlight the benefits of the PrP concept, and to challenge the currently used control surface
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arrangement and use.

1.3. Research Questions
The proposed research question resulting for this study is hence:

What is the effect of control allocationmethods on the design of the control surface
arrangement of a boxwing aircraft?

1. How does the control surface layout change using control allocation for given
handling quality requirements?

(a) Howmuch does the minimum required total control surface span change
for different control allocation algorithms?

(b) Howmuch does the minimum required total control surface area change
for different control allocation algorithms?

2. To what extent does the inherent attainable moment set of different control
allocation methods influence the control surface layout?

3. Is the classic arrangement of control surfaces optimal for a boxwing aircraft?

Finding answers to these questions requires the creation and use of the optimisation frame
work. Chapter 2 gives background information on the boxwing concept and the current state
of design and research regarding control surface placement. Control allocation and the spe
cific algorithms used in this study are described in chapter 3. Next, the actual framework
layout and all disciplines within are explained in chapter 4. Chapter 5 shows the performed
verification to the framework. This framework is then applied to the PrP geometry and the
results of the investigations are shown and discussed in chapter 6. Lastly, chapter 7 states
the conclusions drawn from the discussion and presents some recommendations for future
research.





2
The Boxwing aircraft

In the past years, scientific interest in the boxwing aircraft concept has risen again. Albeit
not a new concept, it was never really taken as a serious competitor to the currently dominant
tubeandsinglewing designs. This is of course due to the increasing complexity of such
a configuration and the associated risks in development of new airframe technology. This
chapter aims to give a background in the aerodynamic peculiarities and potential benefits of
the boxwing, as well as the current state of research in control surface design.

2.1. Aerodynamic background
In 1924, German aerodynamicist Ludwig Prandtl researched the drag behavior of multiplanes
of different configurations [4]. He concluded that there is a specific configuration for a biplane
that results in minimum induced drag. This optimum condition can be achieved when the lift
is equal on both wings and the distribution is elliptical on both. He further concluded that
this result holds for designs with more wings. An optimum triplane exists with the induced
drag lower than that of a biplane. This is achieved by having the top and bottom wing loaded
elliptically and the center wing such that the lift decreases to zero in the symmetry plane. He
further proves that this conclusion is valid for an infinite amount of wings. For a high number
of wings, this means that each wing has a very low contribution of the total lift on the inboard
sections, and hence can be approximated as a horseshoe vortex at the wingtip. Extrapolating
this result to an infinite amount of wings means that the infinite number of intermediate wings
that are approximated by a tip vortex only could then be replaced by a vertical vortex sheet
connecting the top and bottom wing. Hence, this can be represented by a box where the side
panels are equivalent to the tip vortices, and elliptically loaded top and bottom wings. This box
design is what Prandtl describes as the ’best wing system’.

Prandtl’s reasoning and the conclusions he draws from his analysis is shown in the follow
ing [4]. His starting point, the induced drag of a wing is a function of the circulation over the
wing, the air density and the vertical velocity induced by the trailing vortex (Eq. 2.1). In the
case of a monoplane with an elliptical lift distribution, this results in Eq. 2.2.

𝐷𝑖 = 𝜌∫
𝑏
2

−𝑏2
𝑤(𝑦)Γ(𝑦)𝑑𝑦 (2.1)

𝐷𝑖 =
𝐿2

𝑞∞𝜋𝑏2
(2.2)

5



6 2. The Boxwing aircraft

For a biplane, the total induced drag is the sum of the induced drag of all lifting components
and the interaction between them. This is given in Eq. 2.3. The first two terms denote the
selfinduced drag of the wings, the latter the drag induced by the wing and trailing vortices
of the respective other wing. For this derivation it was assumed that both wings are loaded
elliptically as well, same as the monoplane. The last term is a combination of both interaction
effects. The subscripts 1,2 denote the respective wing, 𝜈12 and 𝑏𝑎𝑣𝑔 are defined in Eq. 2.4.

𝐷𝑖 = 𝐷11 + 𝐷22 + 𝐷∗12 + 𝐷∗21 =
𝐿21

𝑞∞𝜋𝑏21
+ 𝐿22
𝑞∞𝜋𝑏22

+ 𝜌Γ1Γ2
4𝜈12
𝜋 (2.3)

𝜈12 =
1
4𝑙𝑛

⎛

⎝

√𝑏2𝑎𝑣𝑔 + 𝐺2

√(𝑏2 − 𝑏1)2 + 𝐺2
⎞

⎠

𝑏𝑎𝑣𝑔 =
𝑏1 + 𝑏2
2 (2.4)

Assuming further that the circulations are invariant across the span, this can be simplified
to Eq. 2.5.

𝐷𝑖 = 𝐷11 + 𝐷22 + 𝐷∗12 + 𝐷∗21 =
1
𝑞∞𝜋

(𝐿
2
1
𝑏21
+ 𝐿

2
2
𝑏22
+ 2𝜈12

𝐿1𝐿2
𝑏1𝑏2

) (2.5)

For an arbitrary split of the total lift between the two wings, 𝐿1 = 𝐿(1 − 𝑥𝑤), 𝐿2 = 𝐿𝑥𝑤, and
𝑟𝑤 =

𝑏2
𝑏1
, then Eq. 2.6 gives a function for the optimum total lift fraction factor x𝑤 that results in

minimum drag. Using this expression in the induced drag formula gives Eq. 2.7. This is now
the full equation for minimum induced drag of the biplane.

𝑥𝑤 =
𝑟𝑤 − 𝜈12

𝑟𝑤 +
1
𝑟𝑤
− 2𝜈12

(2.6)

𝐷𝑖 =
𝐿2

𝜋𝑞∞𝑏21
1 − 𝜈12

𝑟𝑤(𝑟𝑤 +
1
𝑟𝑤
− 2𝜈12)

(2.7)

If the wing spans are equal, that is 𝑏1 = 𝑏2 = 𝑏, then this formula shows that the minimum
induced drag is obtained when the lift distribution on the two wings is equal. It furthermore
shows that the drag now solely depends on the vertical spacing 𝑏

𝐺 on the structure; within the
𝜈 in Eq. 2.8.

𝐷𝑖 =
𝐿2

𝑞∞𝜋𝑏2
(12 +

1
2𝜈12) ; 𝜈12 =

1
4𝑙𝑛 (

√𝑏
2

𝐺2 + 1) (2.8)

Eq. 2.8 shows further that the induced drag of the biplane is less than that of themonoplane
while 𝜈12 is less than 1. This is true if 𝑏

2

𝐺2 ≤ 𝑒8. Hence, the larger the vertical spacing, the
more pronounced the benefits. For an infinite vertical distance, the biplane will have half the
induced drag compared to a monoplane. Fig. 2.1 shows this relation. It shows the ratio of
biplane induced drag over monoplane induced drag (𝜅) as function of span ratios (r) and and
vertical placement ( 𝐺𝑏1 ).

Prandtl furthermore details the benefits of a closed box system with side wings with a non
zero lift component. The optimum lift distribution is then the sum of a constant and an elliptic
part on the horizontal wings, where the induced velocity is constant in the optimum case. The
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Figure 2.1: Drag efficiency for different span ratio and vertical spacing [4]

Figure 2.2: Lift distribution on ideal boxwing [3]

Figure 2.3: Ideal pressure distribution on a boxwing
according to Prandtl [4]

vertical wings have a butterfly force distribution. The upper portion has an outward facing force
distribution, the lower portion inward facing, as shown in Fig. 2.2.

This is what he describes as the ’best wing system’. The ideal boxwing according to
Prandtl is shown in Fig. 2.3. Following from this geometry, he made further analysis on the
efficiency and compiled them in Fig. 2.4. This plot shows the benefit of the boxwing compared
to ideal bi and triplanes. It furthermore shows that the benefits increase for increasing vertical
distance between the wings. For the range of practical interest of the h/b ratio of 0.10.2, the
best wing system predicts induced drag reductions between 2030% [3] with respect to a
monoplane.

Prandtl used some simplifying assumptions and hence his results are only approximate.
Frediani and Montanari [19] formalised the problem and used numerical optimisation to create
an exact solution for the minimum induced drag. They showed that Prandtl’s equation holds
well for small values of the vertical ratio, but becomes overoptimistic for larger values as shown
in figure 2.5.

Munk [20] also investigated multiplanes. His stagger theorem dictates that a displacement
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Figure 2.4: Drag reduction for boxwing compared to other multiplanes [4]

Figure 2.5: Comparison between Frediani’s and Prandtl’s results [19]

of the wings in a horizontal plane has no influence on the induced drag of the total system.
This also holds for swept wings. Hence, the induced drag of a box and a staggered swept
wing will always be equal provided that the wings are purely moved in a horizontal manner.
This allows the use of boxwings also on highsubsonic and transonic transport aircraft where
swept wings and stagger are necessary to reduce the wave drag of the system.

Further work on minimum drag for joined and closed wings done by Demasi et al. also
found that the postulation of minimum induced drag for a closed wing also holds when the lift
distribution between the two wings is not equal [5]. They have shown that the optimal circula
tion of a closed system is equal to the reference solution plus an additive arbitrary constant.
This means that the load distribution between the wings can be changed to unequal amounts
(e.g. to satisfy stability and controllability constraints) and still be an optimal solution [21]. His
solution is shown in Fig. 2.6. The positive and negative values of the circulation on the initial
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distribution are a result of the direction of the line integral used to compute the circulation. The
physical meaning of adding the constant circulation results in a shift in total lift from an equal
split to an unequal split. While the profile is not elliptic anymore, its derivative is analogous to
the elliptic loading case, and hence this is still a condition that yields minimum induced drag. It
should further be noted that the vertical wings now have to create a very different distribution
than following Prandtl’s results. This allows designers a much larger design space for a new
concept, as it relaxes the restrictions to lift distribution and wing size and shape to still achieve
an optimal solution.

Figure 2.6: Demasi’s solution to an unequal lift distribution [21]

2.2. The PrandtlPlane
The theory developed by Ludwig Prandtl has been applied in a number of conceptual design
studies for transport category aircraft. A particular type of boxwing aircraft designed for tran
sonic flight speeds are commonly referred to as PrandtlPlanes (PrP). The setup is usually a
positive stagger, that is the top wing is moved rearwards, and connected to either fuselage
mounted engines or a vertical tailplane. Due to the speed regime in which these aircraft nor
mally operate, the wings are swept to minimise wave drag. The front wing is swept backwards,
the rear wing forwards. At the wing tips the wings are connected through winglets. Depending
on the design, these are either straight (if the wingtips are at the same location), or swept back
as well (if the rear wingtips lie behind the front wingtips).

Exploiting the concept of the lower induced drag should yield a higher lift to drag ratio.
This will result in a lower fuel consumption compared to a conventional aircraft, as well as
a decrease in operating cost. In a society where both a reduction of the climate impact and
operational costs become increasingly relevant, these designs could be beneficial. Further
more, noise can be reduced due to lower thrust requirements around the airfield. If the focus
is shifted towards congestion of airports, then this concept can allow for more passenger or
cargo capacity than a comparable aircraft, while respecting wing span limitations [3]. For the
same span more lift can be created and hence the fuselage can be extended to fit more pas
sengers. This extension is usually done through widening the fuselage rather than lengthening
it to limit the potential CG excursion [6] [7].
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Due to the novel concept of the wingbox, some interesting features have to receive spe
cial considerations, such as structural peculiarities or new options regarding control surface
layouts.

2.2.1. Stability and control considerations
Due to the second large lifting surface, the boxwing has some peculiar features and challenges
regarding its flight mechanics. These challenges relate to stability problems due to the rear
aerodynamic center of a swept boxwing, but also some implications due to the special mass
distribution.

A first challenge is a large moment of inertia around the pitch axis [3]. This requires larger
and highly effective control surfaces for a sufficient pitching moment. A proposed way to im
prove the pitch response is to use the effectors on the front and back wing, moved in opposition.
This way a pure pitching moment can be created.

Schiktanz and Scholz [7] report that replacing the conventional stabilizer with a lifting wing
brings significant challenges to longitudinal stability. In general, the tail provides a downward
force to balance the wing pitching moment. To adhere to the drag optimality, the allowable CG
envelope is limited as illustrated by the following equations. Investigations by Schiktanz[22]
using figure 2.7 found equation 2.9 as condition for stability and equation 2.10 as condition for
control.

Figure 2.7: Forces and moments on a boxwing [22]

ℎ < ℎ0 +
𝑑𝐶𝐿,2
𝑑𝐶𝐿

𝑙′𝑠2
�̄� ̄𝑐1′

; 𝑑𝐶𝐿,2
𝑑𝐶𝐿

=
𝐶𝐿𝛼2
𝐶𝐿𝛼

(1 − 𝑑𝜖
𝑑𝛼) (2.9)

ℎ > ℎ0 +
𝐶𝐿,2
𝐶𝐿

𝑙′𝑠2
�̄� ̄𝑐1′

+ 𝐶𝑀,1𝑠1𝐶𝐿
+ 𝐶𝑀,2𝑠2𝐶𝐿

̄𝑐2
̄𝑐1

(2.10)

The parameters in the control equation are all either defined through the aircraft geometry
or flight condition, with 𝑠𝑥 the reference area of the respective wing. For the stability condition,
the fraction of 𝑑𝐶𝐿,2𝑑𝐶𝐿

was of special interest. The conclusions were that a high value for this
fraction is the most beneficial for static longitudinal stability. The most influential parameter
for this is the sweep of the wings. For the front wing, a high sweep is beneficial, for the aft
wing a lower sweep is desired. Furthermore, the larger the stagger, the better for the stability
margin. From the trim equation (Eq. 2.11) it shows that the rear wing lifting coefficient needs
to be less than the front wing. This results in the left side of the equation being positive, even
for negative wing pitching moments.

𝐶𝑀,1𝑐′1𝑠1 + 𝐶𝑀,2𝑐′2𝑠2 − (𝐶𝐿,2 −
𝑑𝐶𝐿,2
𝑑𝐶𝐿

𝐶𝐿)
𝑙′𝑠2
�̄� > 0 (2.11)
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This result is directly conflicting with the optimality discussed by Prandtl, that equal lift is
necessary for minimum induced drag. While this condition was updated by Demasi [21], even
current boxwing designs still try to approximate the equal lift condition [22]. It is also possible
to manipulate the pitching moments of the wings by a tailored combination of sweep and wing
twist to obtain a positive pitching moment. This, however, would cause the lift distribution over
the wings to deviate significantly from the optimum again. The authors further give the idea
to use reflexed airfoils to have a positive pitching moment. However, they do question the
applicability of such airfoils in transonic aircraft. Also designing the fuselage with a reflexed
rear section is discarded as infeasible [22].

Another proposed option is to include another horizontal stabilizer that is independent of
the aft wing. This idea was also used by Frediani [3] in multiple boxwing designs through
the addition of a Vtail. As the Vtail has both a horizontal and a vertical force contribution,
it is possible to use the tail to help trim the aircraft by providing a stabilizing downward force
without violating the optimality condition on the actual box system. A careful tradeoff between
the increase in induced drag due to unequal lift distribution and the increase in trim drag due
to the Vtail deflection must be conducted to identify the ideal design.

2.3. Conceptual Design Studies
The idea of the boxwing configuration has been investigated in multiple studies. A selection of
relevant or interesting studies is presented here, with a focus on the differences in outcomes
and the conclusions drawn from these studies. The presented studies show that the boxwing
concept is still in an exploratory phase, and that different studies solve common challenges
differently.

In 1974 Lockheed Martin and NASA started an investigation into the feasibility of a tran
sonic boxwing as new design concept [23]. The goal of the study was to design a 400 pas
senger aircraft with a range of 5500 NM. These objectives were directly taken from another
study performed by Lockheed on a new ’modern’ conventional aircraft design to allow direct
comparison. The report is very detailed about each phase of the design process. Multiple de
sign layouts were investigated, with the final design showing a fourengined box design with
a slender fuselage and a single vertical tail. The aircraft has an equal lift distribution between
the wings, and a higher sweep of the forward wing than the rear.

This study further researched aeroelastic effects in more detail. Flutter analyses showed
symmetric and antisymmetric instabilities well below the required flutter speed. A reduction in
wing tip spacing remedied this issue but led to a large drag increase and was therefore consid
ered infeasible. Further research showed that flutter instabilities can be improved by shaping
the rear wing in a gulllike fashion, similar to a Vtail. Final comparison to the reference aircraft
showed significant reductions in induced drag, yet no advantages in overall ramp weight . This
and the unresolved aeroelastic issues led to the conclusion that a transonic boxwing is not
feasible at the time. However, the remark is made that active or passive flight control systems
could assist in the flutter problems and hence lead to improvements in the boxwing design.

A study performed by Andrews and Perez [8] has compared the performance of a box
wing regionaljet with a conventional jet of CRJ200 size for a typical mission profile. For the
analysed boxwing they find that the design has a lower structural weight than the reference
conventional aircraft. Furthermore, they find that the range of stable CG locations limits the
possible wing spacing, despite a higher spacing being advantageous for performance. For
the overall design, the boxwing performed similar to the regional jet used as reference; the
final boxwing system has a similar cruise lifttodragratio to the reference design. Hence,
they concluded that the boxwing in cruise has no significant advantages over a conventional
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regional jet. Despite having a lower structural mass, the fuel burn was very similar. Other
studies have concluded that the shorter wing span of each individual wing will necessitate
an overall increase in wing weight [7]. The paper does not detail reasons why the complete
wing system is estimated to weigh less than the reference aircraft. Furthermore, the study
shows a close match of the mission fuel required and a nearly identical cruise glide ratio, yet
the cruise thrust for the boxwing is allegedly 25% higher for the boxwing. Lastly, this study
concludes that boxwings will be more advantageous in flight phases where induced drag is
more relevant.

This claim is further substantiated through a study by Jansen and Perez [9]. This study
investigated the effect of mission requirements and size on nonplanar aircraft configurations.
This study also concluded that boxwing configurations are most beneficial for smaller aircraft
and shorter missions, while longrange aircraft would benefit most from improved winglet de
sign. A reason for this is that in cruise the induced drag is only a small part of the total drag,
while for climb and ascend it is significant. Hence a reduction in induced drag is most bene
ficial for aircraft and missions where cruise is only a small part of the total mission duration.
For longrange flights a boxwing is thus less desirable, also due to the increased profile drag
resulting from the two lifting wings.

Between 20002003 a joint research project from 5 Italian universities has investigated the
feasibility of a very large boxwing similar in size to the A380 and seating 600 passengers. This
design also has a widened fuselage to seat all passengers on a single deck, a Vtail and an
inflexed fuselage. The design has equal lift over both wings in cruise and through application
of flaps on both wings can retain this condition even at low speed [24]. The same consortium
has also developed a smaller version for 250 passengers, the PrP [6]. The Prantlplane has
the same geometric and aerodynamic features, albeit only a single passenger deck.

Schiktanz and Scholz have also designed a boxwing which they use as basis of all their
further research into the subsystems [7]. Their design is based on an A320 and its performance
and mission profile. They also concluded that the boxwing system is most beneficial in short
to medium missions. Although they have described methods to attain a stable aircraft with
equal lift distribution over both wings, their design has 60% of the lift provided by the front
wing [22]. They accept the resulting drag penalty to increase their stability margin for better
handling qualities. The design still limits CG travel by using a widened and shortened fuselage
section. Contrary to Andrews and Perez, this design finds that the structural weight of the
boxwing is very similar to the reference aircraft. Their wing system is about 23% heavier
than the reference wing, however this is mostly offset by a lighter fuselage. Furthermore, this
design shows improvements in glide ratio and hence total mission fuel burn. This is more
in agreement with other studies on boxwings and wing weight implications, and casts some
doubt on the findings in the study by Andrews and Perez [8]. This study thus concludes that
for short or medium range missions, an optimised boxwing can indeed be beneficial over the
current generation of conventional aircraft. Lastly, some considerations regarding a family
concept are given. While in conventional aircraft an extension of the fuselage is simple and
commonly performed, for a boxwing this is more difficult. The stagger between the wings
and the CG excursion will be affected. Hence, the vertical winglets need to be redesigned to
accommodate the now different sweep. Furthermore, due to the change in wing stagger, the
span efficiency factor for the family aircraft will decrease.

2.3.1. The PARSIFAL project
The promised benefits in fuel efficiency have also gained interest from the European Union
in recent years. Under the Horizon 2020 research project, a large collaborative study was



2.3. Conceptual Design Studies 13

Figure 2.8: 3side view of the PARSIFAL PrandtlPlane2

launched that involves multiple European universities and research institutes1. The project
focuses on establishing a scientific and engineering basis to introduce a boxwing aircraft into
service, and to develop design tools that can be used in the process. This is developed on
the basis of a medium size commercial aircraft with the dimensions and fuel consumption of
A320/B737 size aircraft with the payload capacity of A330/B767 size aircraft [25]. The design
mission was for high capacity at medium range ( 4000 nm). To fully cater to this mission, also
quick turnaround times were specifically investigated. For this, the fuselage was widened to
8seats abreast with two enlarged aisles, and the common circular shape was changed to
tangent circular arcs, which give it a more oval shape. The widened aisles allow passengers
to stow away their luggage while flow though the cabin can be maintained. In the same move,
also the overhead bins were extended to fit more luggage and hence to reduce the amount of
hold luggage that would be carried [25].

A comparative study to investigate the benefits of such a boxwing design found that the
design is superior in efficiency to both A321 and A330 [26]. However, it is noted that both
competitors are outside of their design point and hence less efficient. Comparing with a
conventional design specifically designed for this mission still shows a slight benefit for the
boxwing, but not much. It is further noted that a conventional design without wing span limi
tation would still be superior. This mostly results from differences in the structural mass. For
larger wingspans, the conventional aircraft gains an advantage due to lower structural mass.
In payloadrange efficiency, the boxwing showed the best overall results. Comparing box
wings with low and high wing loading, the higher wing loading proved beneficial overall, and
more competitive with the specifically optimised conventional design.

The study presented in this document is based on the PARSIFAL project. The used geom
etry and the aerodynamic proprieties of the aircraft stem from an early design of the PARSIFAL
plane. The main differences to the final design in figure 2.8 are a trapezoidal wing, a larger
wing area and higher maximum take off masses. The used geometry is described in further
detail in chapter 4.

1www.parsifalproject.eu
2https://parsifalproject.eu/2018/03/28/parsifalprojectwillpresenttra2018\

https://parsifalproject.eu/2018/03/28/parsifal-project-will-present-tra-2018-\vienna-ila-2018-berlin/ (accessed 04.01.2021)
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2.4. Control surface design in boxwings
The two wing layout of the boxwing allows for control surfaces to be mounted on both wings.
This gives rise to some special features that only such a wing design can have. The most
interesting of these capabilities would be the direct lift control. Having the ability to ascend or
descend without having to change the aircraft attitude can be beneficial for multiple reasons,
such as increased pilot visibility during takeoff and landing, or improved comfort during altitude
changes for the cabin service. Another strong advantage is that the controls do not need to
be strictly determined anymore; ailerons can be placed on both wings to increase overall
effectiveness and an application of elevators on both wings that are deflected in opposite
ways.

Figure 2.9: Classical control surface layout applied to PrP [15]

In the previous section it was described how the design of boxwing aircraft is currently
mostly done on a conceptual basis. There are no transport category boxwings and also in
general aviation this is a very exotic design choice. Hence, also most studies are focusing
on the general aerodynamic shape of their boxwings, and the challenges that arise with the
geometry itself. Most concepts merely describe a layout of their control surfaces without much
detail to the exact sizing process. The only exception is the elevator, which is commonly
analysed in stability and control questions. However, also here a design process is often
lacking. An example of the classical control layout applied to a boxwing is shown in figure
2.9 [15]. All current studies use variation of this shape. Frediani [6] describes in his design
that it will have two elevators to allow for pure pitching moments, but no further description of
any other control surfaces is given. A planform view provided shows that this design features
flaps and slats on both wings, and ailerons only on the rear wing. The design proposed by
Schiktanz and Scholz features flaps on front and rear wing, but only the rear wing has elevators
and ailerons [27]. No further description or investigation on the control surfaces of their design
could be found. A similar lack of detail was found in the Lockheed study [23]. The high lift
devices and their placement is described in much detail, however, the control surfaces are
rarely mentioned. A roll rate criterion for aileron size is mentioned, but no further detail to the
control system is given.

Van Ginneken et al. [12] have discussed control surface sizing on a 300 passenger box

viennaila2018berlin/(accessed04.01.2021)
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wing. In their analysis the planform was already fixed and hence the focus was purely on
control surface design and sizing. In their analysis, a rough tradeoff matrix comparing in
dependent (classical) control surfaces and combined control surfaces was created, shown in
figure 2.10.

Figure 2.10: Tradeoff independent versus combined controls from van Ginneken et al. [12]

It can be seen that, using the 3point scale, both concepts score maximum and minimum
points in three disciplines each. The result is solely dependent on the difference in ’com
plexity’. This simple matrix shows that good arguments can be made for both designs and
that also a combined pitch/roll layout has very promising characteristics. The close outcome
indicates that further research into the combination might prove beneficial. A second trade
off investigated the benefits of using control surfaces on both wings over using only a single
wing. Here, using both wings showed clear superiority over the other options. Hence, a similar
choice to the other described designs was made; control surfaces on both wings, but with a
classic layout of strictly independent ailerons and elevators.

As next step, an optimisation routine was devised using a simple mechanical gearing con
trol allocation algorithm to optimise the given configuration for minimum elevator span. This
was done as the elevators are located inboard on the wing. For high lift devices, it is better to
position them close to the wing root as they are more effective. Hence, minimising the inboard
elevator has a beneficial effect on the overall aircraft performance. The smaller elevator allows
the flaps to begin further inboard and to have a larger total span width, hence increasing their
highlift performance. To analyse the effectiveness of the control surfaces, control maneuvers
specified in the MILF8785C [28] were used.

Varriale et al. [14] proposed an optimisation framework that optimises control surface sizes
on a given aircraft design with respect to handling quality criteria using a mechanical gearing
for the control surfaces. This analysis builds on the preliminary investigations by van Ginneken
and improves on the aerodynamic analysis and the optimisation algorithm. Varriale created
a multidisciplinary optimisation framework based on an aerodynamic database, a flight me
chanics toolbox and a semiempirical method to scale the aerodynamic database to match
the current control surface sizes. The underlying aerodynamic model consists of a large ref
erence data set of the aircraft in clean configuration and with deflected control surfaces. For
this, the mediumfidelity 3Dpanel solver VSAero is used.

This aerodynamic database is then used by a flight mechanics simulation toolbox to eval
uate the behavior of the aircraft and whether the current control surface arrangement is suffi
cient for a selection of handling qualities. The results are then fed to an optimization algorithm
which influences the control surface sizes. Changes therein are applied to the aerodynamic
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database through a semiempirical ESDU scaling method. Within this algorithm, the control
surfaces are connected through mechanical gearing and the controls for aileron and elevator
are disconnected. Hence, ailerons only react to a lateral stick command and elevators to a
longitudinal. Contrary to van Ginneken, this optimisation thus actually kept roll and pitch sur
faces completely separate. Furthermore, this framework optimised for overall minimum span
of all control surfaces, not just for the elevator.

Figure 2.11: Control surface effectiveness results from Varriale [14]

Fig. 2.11 shows the final results of Varriale’s optimisation. This is presented as lift effective
ness, yet directly translates to size of the surfaces. It can be seen that the optimal configuration
is significantly smaller that the initial guess and shows the importance of proper investigation
of control surface sizing already in a conceptual stage. Furthermore, it compares the output
of the optimiser including the ESDU scaling with a full VSAero computation using the same
sizes. It can be seen that the difference in effectiveness can be large. Hence, it shows that
the simple scaling method introduces errors in the results that lead to an overestimation of
the actual results. The highfidelity aerodynamic analysis is completely disconnected from
the actual optimisation and only provides a baseline. The ESDU method is based on existing
aircraft wings in a conventional configuration and hence might not be completely suitable for
such unconventional layouts. However, using VSAero within the optimisation loop is infeasi
ble since the article states that a full database takes 13 CPU days. Hence for this setup the
ESDU method is necessary. Varriale also states in his conclusions that a new search strategy
with a more general multifidelity model and a control allocation algorithm may produce very
promising results.

Within the handling qualities analysis model developed by Oliviero et al. [15], control sur
face sizing is addressed aswell; and applied to the IDINTOS aircraft. Contrary to vanGinneken
and Varriale, this is not done on a final wing planform, but the estimation of the control surface
parameters is taking place within the evaluation of the inherent handling qualities of the whole
aircraft. The elevator is sized through two criteria, on trim ability and maximum normal force.
The ailerons are sized on a roll rate requirement. This setup is inherently different from the
two previously discussed, and significantly simpler. Instead of an actual optimisation algo
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rithm, this assumes a small starting value and then increases the area for each iteration until
the criteria were fulfilled.

Lastly, as part of a study Sousa et al. [16] investigated the effect of elevator placement
(front only, aft only, both) on trim deflection, and compared the results with a reference aircraft
having the same wing area and span. The results showed that the required elevator deflection
is maximum for elevators at the forward wing only, and minimal if elevators are used on both
wings. Comparing to the reference aircraft, it was found that the trim drag was lower for all box
wing designs for an equal static margin. Using both elevators for trim showed the lowest drag
count. Also the resulting angle of attack for trimming is nearly unaffected if both elevators are
used, showing how the pure pitching moment created by opposite deflections can help reduce
trim drag and improve the maneuvering margin of the aircraft. For the maneuvering margin,
it was found that using both elevators gives similar results to a conventional design while an
elevator on one wing alone requires larger deflections.

2.5. Handling Qualities
The two primary considerations for a safe aircraft design are controllability and stability. Fur
thermore, good handling qualities are important for a successful aircraft design. Handling
qualities are defined as a measure of the accuracy and ease that a pilot can perform tasks
related to the aircraft’s role[29]. The handling qualities that an aircraft exhibits are a direct
result of the behaviour of the aerodynamic design and its stability features.

The basic aspect of stability is that the aircraft has an inherent tendency to oppose any input
and return to the original condition. The physical basis was already covered in the previous
chapter. Static stability is determined by difference between the wing aerodynamic center 
and hence the wing placement  and the center of gravity of the full aircraft. For boxwings
it is more challenging to have a similar stability margin to conventional designs due to the
two fully lifting wings. Hence, boxwing fuselages must be designed to minimize the total CG
shift during operations. Dynamic stability refers to the behavior in the time domain following
a disturbance. An aircraft can be statically stable, but dynamically neutral or even unstable.
This means that the initial aircraft response will counteract the disturbance, yet over time the
oscillations will remain the same or diverge, that is increase in amplitude. For good handling
qualities, it is important that an aircraft is both statically and dynamically stable, with good
damping characteristics. The static margin in both longitudinal and lateral planes is relevant
for a stable aircraft. Next to the usual investigation of the wings and the aerodynamic moments
these create around the CG, for lateral/directional stability also drag forces of the fuselage and
other protuberances are highly relevant in the analysis.

The second important part for good handing qualities is a well controllable aircraft. Con
trollability is mostly a result of good control surface design and placement, but also the overall
shape of the aircraft plays a relevant part. The placement of the control surfaces is discussed
in the next chapter. In this chapter, the focus is laid on the fundamentals of handling quality
definition and evaluation; and presentation of inherent handling qualities of some boxwing
aircraft design studies.

2.5.1. Handling qualities overview
While it is very important for a good aircraft design to have a well refined aerodynamic shape to
achieve a high performance, it is also important that the aircraft has a good inherent behavior
that allows the pilot to ensure a safe and smooth ride for its passengers under (nearly) all
circumstances. For this, a set of handling qualities and a multitude of different criteria are
defined that are designed to assure safe behavior for any pilot if properly adhered to.
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Civilian certification authorities (e.g. EASA/FAA) have created a set of certification criteria
that include specifications on handling qualities, however, these are often not very specific in
their wording and hence difficult to use for a designer. An example of this is shown in the
following quote from the Acceptable Means of Compliance for EASA CS25.181 (Dynamic
stability) [30]:

Any combined lateraldirectional oscillations (‘Dutch roll’) occurring between 1.13 VSR and
maximum allowable speed appropriate to the configuration of the aeroplane must be positively
damped with controls free, and must be controllable with normal use of the primary controls
without requiring exceptional pilot skill.

This statement only specifies that the aircraft must be stable and controllable by an av
erage pilot. However, it does not give any further guidance to the actual definition of this.
For this reason other, more descriptive specifications are used that were developed by other
bodies. Nevertheless, these documents give valuable information about the cases that must
be considered when analysing a configuration, as these must be proven for certification. An
overview of all the relevant cases for civil aviation is shown in Fig. 2.12.

Figure 2.12: Longitudinal and lateral sizing criteria overview for control surfaces [31]

The American military has developed and published their own specifications for different
classes of aircraft. While technically only binding for American military aviation, these docu
ments are very specific about requirements and hence are often used for civil designs as well.
The most well known document is the MILF8785C which details handling quality require
ments for piloted aircraft [28]. While it has been superseded by MILSTD1797 [32] in 1980, it
is still commonly used in conceptual aircraft design and analysis. These standards define ac
ceptable behavior depending on the type of aircraft, the flight phase and potential maneuvers.
For civil aviation, usually only the aircraft classes II & III (medium and large transport aircraft)
are relevant (tab. 2.1).

The behavior of the aircraft is always rated in one of three levels (tab. 2.2). Level 1 handling
means that everything is clearly adequate. Level 2 means that handling is adequate, but
with an increase in pilot workload, and level 3 means that pilot workload is excessive. As
shown in the table, it is not acceptable to have anything below level 1 qualities in normal flight.
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Table 2.1: MilF8785C Aircraft classes [28]

MILF Class Aircraft characteristics
I Small, light aircraft, low maneuver., MTOM < 6000 kg
II Medium aircraft, lowtomedium maneuver., 6000 kg < MTOM < 30000 kg
III Large, heavy aircraft, lowtomedium maneuver., MTOM > 30000 kg
IV Highly maneuverable aircraft, no weight limit (e.g. aerobatic or fighter)

Degradation is only accepted if parts of the system have failed and only then with a very low
probability.

Table 2.2: MilF8785C Levels of acceptability [28]

MILF Level Probability of encountering within normal flight envelope
1 Required under normal conditions
2 After failure < 10−4 per flight
3 After failure < 10−6 per flight
Unacceptable Total loss of control < 10−9 per flight hour

Most requirements are given with constant limits and change with category and flight
phase. Sometimes only lower or upper limits are specified, but mostly acceptable bands
are defined that widen with higher level. For all maneuvers that are shown in Fig. 2.12, at
least one criterion is given that allows direct analysis from a flight dynamic simulation. For
the eigenmodes of the aircraft, usually damping ratios or time periods are specified. For other
motions the criteria are then defined in a way relevant to the individual motion.

The MILF8785C not only specifies requirements to the stability and controllability of the
aircraft itself, but also many criteria directly related to the control system and the pilot interac
tions, such as maximum control forces or force gradients. For conventional reversible flight
control systems such as pulleys, this is highly relevant for the overall control system design.
For irreversible flight controls such as flybywire systems that are currently standard in com
mercial aviation, these criteria have lost their relevance in the initial sizing process, as pilot
forces are not directly related to control surface deflections anymore. However, for cockpit
design and actuator sizing these are still relevant to this day.

2.5.2. Handling qualities in boxwings
For boxwing designs, the mentioned eigenmotions and associated handling quality require
ments still hold true. Hence, it is important to investigate dynamic behavior of different box
wing designs to be able to draw conclusions on the specific challenges and differences that
flying a boxwing aircraft might impose. Here, some results from flight dynamic studies are
reported. As previously described, the MILF8785C is predominantly used for these anal
yses. Hence, unless specified all handling levels described in this section derive from this
specification.

The boxwing design by Schiktanz and Scholz [27] was fully analysed for its dynamic be
haviour using both an aerodynamic solver and a hand method by Roskam [33]. The results
from both methods were very alike, however, the hand method usually reported slightly higher
characteristic values (damping or periods). The study investigated the behavior at different
altitudes and velocities. In cruise, they reported short period and spiral to be at level one, ape
riodic roll at level 3 and the rest at level 2. As altitude increased, these handling qualities would
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decrease. For a velocity increase it was found that flight speeds beyond 140 m/s improved
the handling at all altitudes. The study acknowledges that the inherent boxwing design has
limited handling qualities, yet still within an acceptable range. They propose the implementa
tion of a flight augmentation system to bring all criteria within level 1 range. A probability that
the aircraft drops to level 2 or 3 following a failure of the automatic system was only found for
altitudes above 10,000 ft for this design. In case of failure the pilot would have to descend
below this for good handling qualities. Hence, the conclusion is that this design is suitable for
certification by implementation of a necessary stability augmentation system.

The study performed by Sousa et al. [16] that was already described in the previous section
also analysed the longitudinal handling qualities of the boxwing. It found that for the boxwing
in short period the natural frequency is consistently higher than for a conventional aircraft,
yet still well within level 1 range for a large variation in flight conditions and static margins.
For the control anticipation parameter, it was level 2 for all boxwing results. Sousa notes
that this shows that the boxwing is overall less stable than the conventional aircraft, yet that
this is acceptable in a conceptual design phase. For the phugoid the boxwing shows very
similar results to the conventional aircraft, and well within level 1 criteria. Similar to Scholz,
he concludes that the boxwing shows overall good qualities that would be certifiable with the
implementation of a stability augmentation system. Oliviero’s analysis of the IDINTOS design
[15] shows the same results. He also concludes that the boxwing performs well at short period
motions, yet phugoid damping in cruise is only a level 2. He notes that his results show high
values for pitch stiffness and pitch damping, which degrade longitudinal maneuverability. Yet,
the stability margin becomes only a factor for these criteria if it is reduced to very small values.

Lastly, the PrandtlPlane designed by the Italian research consortium also performed an
analysis of their 250 passenger version of the PrP. The inherent flying qualities were analysed
at sea level conditions and medium speed [34]. Results show that the longitudinal motions
are all level 2, the spiral, while slightly unstable, level 1. The aperiodic roll only shows level
3, and the Dutch roll is unstable. They concluded that this design has deficiencies that would
need to be further investigated and addressed.

These cases show that the current state of research and development regarding boxwing
flight control systems is limited. The studies either utilise a classical layout with some adap
tation to the different geometry of a boxwing aircraft, or completely restrict themselves to
an analysis of the inherent flying qualities. Detailed investigations in optimal control surface
sizing or placement have not been performed yet. Also, while the potential benefits of using
combined control surfaces were mentioned, no systematic studies have investigated these
implications for a boxwing design yet.
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Control Allocation

Classically, aircraft controls are designed such that every distinct type of control effector pri
marily influences a single degree of freedom by creating a moment. Increased availability of
computational resources and novel aircraft configuration allow a deviation from this approach
and to utilise every control surface as an individual effector to generate moments around mul
tiple axes. These overactuated systems require algorithms that are used that adopt a given
effector layout and then deflect different surfaces to appropriate amounts to give the desired
moment generation. These algorithms can vary in complexity and range from simple gang
ing of control surfaces at fixed proportions to highly sophisticated nonlinear models that can
reconfigure themselves in flight to compensate for a malfunction in a control effector.

Overactuated designs are commonly found in industrial applications and aircraft for a
variety of reasons, such as [18]

• Control effector redundancy may be required to meet fault tolerance and control recon
figuration requirements (e.g. twin tails in combat aircraft)

• It may be desirable to choose between sets of effectors to perform the same task under
different circumstances (e.g. different ailerons for low and highspeed flight)

• Certain effectors can be shared among other control systems with different objectives
and therefore be redundant (e.g. an aircraft roll can be initiated through one sided spoiler
deflection even though their primary objective is lift dumping after touchdown)

The design of such overactuated systems is divided into several levels. A general repre
sentation of this is given in Fig. 3.1. The first stage is the design of a high level motion control
algorithm that creates a vector of virtual inputs (𝜏𝑐) to the system. On aircraft level, this can be
an autopilot or the pilot itself in manual flight. Next, the actual control allocation algorithm is
used to map the set of virtual input moments into individual effector deflections in an effort to
achieve the virtual command such that the total equals the virtual command. Here, also control
constraints such as saturation or rate limitations are taken into account. The actuator cannot
physically move beyond a certain limit or exceed certain movement speeds. Third, there may
be additional actuator controllers at a lower level whose dynamics must be accounted as well.
Lastly, the final command is given to the control surfaces to induce the motion. The structure
shown in Fig. 3.1 also shows that a control system is a modular structure. Hence, it is usually
possible to design highlevel control systems without detailed knowledge of the effector and
actuator systems [18].

21
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Figure 3.1: Control system structure including control allocation [18]

The primary goal of any control allocation algorithm is to compute a control output that
ensures that the virtual command input is produced by the joint operation of all control surfaces
at all time. It is possible to fail to achieve this goal if the commanded input is beyond the
capabilities of the effectors. If this happens, the algorithm usually degrades its performance to
find a solution that is able to minimise the deviation from the commanded input. Often priorities
are defined for certain objectives and hence the allocation becomes a constrained optimisation
problem with some form of weight matrix. For overactuated systems it is common to include
secondary objectives to drive the nonunique control allocation to optimise for other constraints
as well. These additional objectives are often chosen from an operational perspective, such
as minimizing control power or total deflection [35].

In aviation, mostly linear allocation methods are used [18]. In flight dynamics, the behavior
of the aircraft is commonly linearised around a certain flight condition, and this linear model is
then used for behavior analysis. This holds under the assumption that the aircraft’s environ
ment is varying slowly, and that the aircraft is in a condition that does not create large nonlinear
effects. Large transport aircraft commonly operate within these limitations, and hence good
results are obtained from this linearisation method. The basic statespace model used in avi
ation application is shown in equation 3.1. The A𝑠 matrix collects the inherent flight dynamics
of the aircraft, B𝑠 the effects of the control effectors; x, d, u and y are all vectors. The xvector
includes parameters regarding the flight condition, the yvector the outputs such as angular
rates. The control vector u contains the control surface deflections. For a classical system,
the dimension of u can be as low as three, for overactuated systems this dimension can be
much higher.

�̇� = 𝐴𝑠𝑥 + 𝐵𝑠𝑢 + 𝑑, 𝑦 = 𝐶𝑠𝑥 (3.1)

This equation gives the dynamic response of the aircraft as a combination of the inherent
aircraft dynamics in matrix A𝑠 and the control surface effects in the input matrix B𝑠. For control
allocation, it is convenient to separate the two effects. This allows the control allocation and
the distribution of control effector deflections to become a separate problem from determining
the dynamic response of the aircraft [35]. For this, a dynamic inversion algorithm is used. The
goal is to express the aircraft dynamics in the form of equation 3.2. This function assumes that
f describes the (non)linear aircraft dynamics, but the control effectiveness Bu(t) has a linear
relationship.

�̇� = 𝑓(𝑥(𝑡)) + 𝐵𝑢(𝑡) → 𝐵𝑢(𝑡) = (�̇� − 𝑓(𝑥(𝑡))) (3.2)

If the dynamics of the process are known and the states can be measured accurately, then
this process allows to solve for the required moments due to the control inputs by subtracting
the natural dynamics from the desired behaviour. This process requires a known mathemati
cal model for the inherent behaviour of the aircraft as well as good sensing equipment for the
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aircraft states. In a simulation, these are obtained as outputs of the flight mechanic simulation
computations. The dynamic inversion then provides a transformation between the aerody
namic states and the allocated moments.

The control allocation problem can be simplified to equation 3.3, where the input matrix
B describes the the relationship between the control inputs u and the desired aerodynamic
momentm𝑑𝑒𝑠. It is thus a collection of control effectivenesses for all effectors (equation 3.4). It
is important to note that this matrix B differs from thematrix B𝑠 in equation 3.1 in the derivatives.
In flight mechanics, the states of the system are commonly aerodynamic parameters such as
flight path angle or angle of attack. In control allocation, the states are the moments around
the three principal axes of the aircraft.

This matrix B is not constant, but depends on the state of the of the system (e.g. velocity,
air density). In a linear model, it is assumed that the variation in system states do not alter the
matrix for the duration of the control. To create a unique solution, it is necessary to create a
system where every effector in B is linearly independent from the others, hence B must always
have full rank as a matrix.

m𝑑𝑒𝑠 = 𝐵u (3.3)

𝐵 = 𝜕𝐶𝐹
𝜕𝑢 =

⎡
⎢
⎢
⎣

𝜕𝐶𝐹1
𝜕𝑢1

⋯ 𝜕𝐶𝐹1
𝜕𝑢1

⋮ ⋱ ⋮
𝜕𝐶𝐹𝑛
𝜕𝑢1

⋯ 𝜕𝐶𝐹𝑛
𝜕𝑢𝑛

⎤
⎥
⎥
⎦

(3.4)

The control effectors on an aircraft are typically hinged surfaces at the trailing edges of the
wings and at the tail. The limits in travel of the control effectors are given in two vectors, u𝑚𝑖𝑛
and u𝑚𝑎𝑥. Hence, the control vector 𝑢 must always satisfy eq. 3.5.

u𝑚𝑖𝑛 ≤ u ≤ u𝑚𝑎𝑥 (3.5)
This set of equations 3.3 and 3.5 form the basis for every control allocation problem. The

set of achievable moments is determined by the control effectiveness matrix B and the limits
on the control vector. The deflection limits bound the set of admissible controls, the matrix B
maps this to the greatest attainable moment set (GAMS) as shown in figure 3.2.

Figure 3.2: Mapping of the admissible control set to the attainable moment set through control effectiveness
matrix B [36]

To solve Eq.3.3 for the individual control inputs 𝑢, matrix B must be inverted. This is the
main challenge of linear control allocation, as B is not a square matrix due to the overactuated
system, and hence there is an infinite amount of potential solutions to the problem.
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3.1. Pseudo Inverse
A popular algorithm for control allocation is the generalised inverse. This inverse is a matrix
P that satisfies equation 3.6.

u𝑃 = 𝑃m𝑑𝑒𝑠 → 𝐵u𝑃 =m𝑑𝑒𝑠 (3.6)

In this equation, B is a 𝑛 ×𝑚 matrix, where 𝑛 = 3 is the number of aerodynamic moments
and 𝑚 is the number of control effectors in the problem. Respectively, the inverse, matrix P,
must have the shape 𝑚 × 𝑛. All such generalised inverses can be represented as equation
3.7. The elements in N may be arbitrary, as long as the product 𝐵𝑁 is not singular.

𝑃 = 𝑁[𝐵𝑁]−1 (3.7)

While N may have arbitrary elements, the matrix P has to satisfy equation 3.7, and hence
the elements are interdependent. Furthermore, the attainable moments using the matrix P
are only a subset of the total attainable moment space. For a given matrix P, the deflections
required to create a desired moment m𝑑𝑒𝑠 are thus the vector uP. Also, the moment can be
created by multiplying the control vector with the matrix B, hence equation 3.8 holds. P has n
columns, and thus it has a rank of n, due to the robust rank requirement on B.

uP = 𝑃m𝑑𝑒𝑠 → uP = 𝑃𝐵uP (3.8)

However, as 𝑛 < 𝑚 due to the underdetermined nature of the allocation problem, the
solutions uP do not form a basis in mspace. Thus, the control space spanned by the matrix P
is only a subset of the total admissible control set and hence the total attainable moment set
will be smaller than the greatest attainable moment set. This limitation is also shown in figure
3.3. The attainable moment set using a pseudoinverse is clearly visible as a subset of the
greatest attainable moment set with the given control effectors.

Figure 3.3: Comparison of a 2dimensional moment set with pseudoinverse (dashed lines) as subset of the AMS
(solid lines) [35]

Depending on the application, this approach for a generalised inverse can be tailored to a
specific problem, to include other limitations as well. A particular common generalised inverse
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is the MoorePenrose pseudoinverse. This particular formulation minimises the 𝑙2norm of the
control vector. The 𝑙2norm describes the positive squareroot of the sum of the squares of the
individual controls in the vector. Hence, this norm minimises the total deflection of the control
surfaces.

The matrix P is determined through an optimisation problem that minimizes uTu, the sum
of squares, subject to equation 3.3. Using LaGrange multipliers, the optimisation problem is
set up as shown in equation 3.9.

𝐻(u, 𝜆) = 1
2u

𝑇u+ 𝜆𝑇(m𝑑𝑒𝑠 − 𝐵u) (3.9)

The function 𝐻 will be at an extreme point if either partial derivative is equal to zero (equation
3.10).

𝜕𝐻
𝜕u = 0, 𝜕𝐻

𝜕𝜆 = 0 (3.10)

𝜕𝐻
𝜕𝜆 = u𝑇 − 𝜆𝑇𝐵 = 0 (3.11)

𝜕𝐻
𝜕𝑢 =m− 𝐵u = 0 (3.12)

Performing these operations in equations 3.11 and 3.12 and combining the terms results
in equation 3.13.

m𝑑𝑒𝑠 = 𝐵u = 𝐵𝐵𝑇𝜆 ⇒m𝑑𝑒𝑠 = 𝐵u = 𝐵𝐵𝑇𝜆 (3.13)

From the definition that B is full rank, it follows that 𝐵𝐵𝑇 is too and hence invertible, leading
to the final result for the matrix P in equation 3.14. Comparing this result to the form of the
generalised inverse, 𝑁 = 𝐵𝑇 in this case.

𝜆 = [𝐵𝐵𝑇]−1m𝑑𝑒𝑠 ⇒ 𝑃 = 𝐵𝑇[𝐵𝐵𝑇]−1 (3.14)

This allocation method so far was only described for the unconstrained case. However,
for an engineering application, it is natural that limits on the control vector must be imposed.
For the pseudo inverse, many different methods exist. An example of such a method is the
cascaded generalised inverse. This method uses the MoorePenrose pseudo inverse as a
basis to find an initial allocation. If the required deflections exceed the imposed limits, these
effectors are assumed at their maximum position and the respective entries of the saturated
effectors are removed from the Bmatrix. The moment achieved by the saturated effectors is
subtracted from the initial commanded moment.

Now, this process is repeated to allocate the remaining moment. The process continues
until either the desired moment is reached, or no control effector is left to be allocated.

3.2. Direct allocation
The direct allocation is a very popular method inmodern control allocation. It is amore complex
algorithm and requires more computational power than the pseudoinverse, but it has some
advantages that warrant these expenses. A main limitation on the pseudoinverse is that
the matrix P does not span a basis of the control space, hence the available moments are
a subset of the total AMS, and dependent on the method used to determine the entries in P.
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Direct allocation is able to access the full attainable moment set and hence is able to allocate
moments where the previous algorithm would fail. The algorithm works with four main steps:

1. Creating a vector from the origin of the moment space to the desired momentm𝑑𝑒𝑠

2. Constructing the AMS and testing each edge and facet of it to determine whether the
vector intersects them

3. Once the correct edge of facet is found, the geometry of this intersection is used to
calculate the respective control vector that generates the moment at this point

4. If m𝑑𝑒𝑠 is less or equal in length to the moment at the intersection, then m𝑑𝑒𝑠 is at
tainable. If the moment lies on the boundary of the AMS, the resulting control vector is
unique, else it requires scaling to create a solution. Ifm𝑑𝑒𝑠 is larger than the intersection,
then the moment is unattainable with the current control effector set.

This description shows how the algorithmmakes use of the greatest attainable moment set
as a requirement for the basic functioning, in contrast to the pseudoinverse. The difference
in attainable moments between the two algorithms is visualised in figure 3.4. The AMS of
the direct allocation is equal to the GAMS. The differences in the figure are due to different
methods for the computation.

For threedimensional problems, the creation of the AMS and the facet testing is a labori
ous task and not used within this research problem. The actual implementation of the direct
allocation algorithm utilises a numerical optimisation routine as shown in the next section.

Figure 3.4: Comparison of greatest attainable moment set (GAMS) with attainable moment sets from
pseudoinverse (PSINV) and direct allocation (DCA). Note that the GAMS and DCA are not distinguishable

graphically as they are equal. [36]

The direct allocation algorithm implementation requires an internal optimisation algorithm
to determine the attainable moment set and hence the required control surface deflections.
For this, a linear programming approach is used as the basic equations for control allocation
(3.15) is already in a linear form.

𝐵u =mdes|{umin ≤ u ≤ umax} (3.15)
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The direct allocation formulation is direction preserving. This means that for an unattain
able moment, the control vector will point from the origin towards the unattainable moment,
while the result will lie on the boundary of the AMS (Φ) as shown in figure 3.5. For an attainable
moment, this vector will point towards the moment within Φ.

Figure 3.5: Direction preserving solution for an unattainable moment command [35]

This direction preserving formulation requires the inclusion of a scaling factor 𝜆 in the prob
lem formulation (equation 3.16). This scaling factor is always positive and thus ensures the
resulting moment is always in the direction of the original momentm𝑑𝑒𝑠. For commands within
Φ, this factor must always be 𝜆 = 1. Outside Φ, 𝜆 < 1 to scale the moment to its boundary.

𝐵u = 𝜆m𝑑𝑒𝑠|{1 ≥ 𝜆 ≥ 0,umin ≤ u ≤ umax} (3.16)

The aim of the linear program is now to maximise the scaling factor of 𝜆 to ensure that the
moment is attained. Optimisation problems are commonly setup to minimise the objective,
hence the objective function will be 𝑚𝑖𝑛 − 𝜆. Adding the scale factor to the control vector
and rearranging equation 3.16 leads to the following set of equations that define the basic
optimisation problem.

𝑚𝑖𝑛 − 𝜆

𝑠.𝑡. [𝐵 −m𝑑𝑒𝑠] (
u
𝜆) = 0

0 ≤ 𝜆 ≤ 1
umin ≤ u≤ umax

(3.17)

As both objective function and all constraints are purely in a linear form, a linear program
ming optimisation algorithm can now be used for the optimisation. For this, the Matlab function
of linprog is used. This program solves the linear optimisation problem using a simplex method
to determine the control deflections. The nature of this allocation algorithm using an internal
optimisation routine will result in longer computational time compared to the other algorithms
using only linear algebra.

Bodson [37] used algorithms from linear programming to efficiently solve direct allocation
problems on different overactuated aircraft layouts. His results show that the implementation
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of a direct allocation method can be computed in less than a millisecond on modern computers
for a set of eight control actuators. This shows that the increased complexity of direct allocation
does not limit its use for real time applications on aircraft. Modern computational power is
well sufficient to make use of these algorithms in realistic designs. Comparisons of results
between eight and 16 actuators with an interpreted language show slower computation times,
in the range of milliseconds, but do not show significant differences in execution time between
the amount of actuators. Hence, it can be assumed that also for larger actuator numbers
this algorithm is still feasible in a realtime environment. Bodson used a simplex method for
his optimisation problem. He notes that the required code is relatively complex, and that
other optimisation algorithms should be considered as well. He proposes that interior point
algorithms could be beneficial for very large problems as they would then require less iterations
than a simplex method [37].



4
The optimisation framework

The optimisation system is the main body of this research project. It is used to assess and
compare the performance of different control allocation (CA) algorithms used in control surface
(CS) sizing on various objective functions. It optimises the size of the CS under the constraints
of good handling and flying quality (HFQ) criteria. The general layout is shown in figure 4.1.
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w∗
i , η

∗
i

6 → 1:
Optimizer

wi , ηi wi wi wi , ηi
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PHALANX/Matlab

trim,OEI , nMin, nMax ,Bank
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ηin,i ≥ ηin,lim,i

ηout,i + wi ≤ ηout,lim,i

cHFQ
5: HFQ Constraints

HFQj ≤ HFQlim,j

Figure 4.1: XDSM diagram of developed framework

The optimisation system consists of three main parts:

1. The optimiser, that evaluates the objective function to determine the feasibility and opti
mality of the current design point and to find the subsequent point for the next iteration.

2. The aerodynamic analysismodule, that uses the control surface layout at each step in the
optimisation to create an aerodynamic database with the static and dynamic coefficients
of the current design.

3. The flight mechanics module, that simulates the different HFQ maneuvers of the PrP.
Within this simulation, the CS deflections are determined by the CA algorithms. The
results of the HFQ evaluations are passed as nonlinear inequality constraints to the
optimiser.

4.1. The optimiser
The optimisation framework is created to size a set of CS on the wing. Hence, the CS span
widths (𝑤𝑖) are the design variables. These parameters are nondimensionalised over the total

29
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wingspan. For optimisations that also investigate the placement of the CSs along the wing,
additionally, the inboard span locations (𝜂𝑖) are added as design variables.

4.1.1. Objective functions
The current framework has two objective functions implemented for the studies. The optimi
sation is performed for either minimum total CS span or minimum total CS area.

The minimum span function computes the sum of the nondimensional span of all CS (𝑤𝑖)
on the wings multiplied by the wing span (𝑏𝑤𝑖𝑛𝑔) (equation 4.1). Optimising for minimum span
is a common objective function in CS sizing [12, 14]. Having a small total span width allows
more space on the trailing edge for other subsystems such as larger high lift devices. This
could be beneficial for improved airfield performance.

𝑚𝑖𝑛 𝑆𝑝𝑎𝑛𝑡𝑜𝑡 =
𝑛𝑐𝑠
∑
𝑖=1
(𝑤𝑖)𝑏𝑤𝑖𝑛𝑔 (4.1)

The second objective function optimises for minimum total CS area. This may lead to a
more balanced distribution of the CS, as now not only the span width, but also the position on
the wing have a direct influence on the objective. Hence, CS at smaller wing chord sections
may be preferential in this case.

The minimum area function finds the chord lengths (𝑐𝑖𝑛, 𝑐𝑜𝑢𝑡) of the beginning and end
sections of each CS and then find the area based on chord length, width and hinge location
(𝑥𝑐 ) of the control surfaces as shown in equation 4.2. For this investigation, the hinge location
was kept constant at 30% wing chord.

𝐴𝑟𝑒𝑎𝑡𝑜𝑡 =
𝑛𝑐𝑠
∑
𝑖=1

1
2 (
𝑥
𝑐 )ℎ𝑖𝑛𝑔𝑒

(𝜂𝑜𝑢𝑡,𝑖 − 𝜂𝑖𝑛,𝑖)(𝑐𝑜𝑢𝑡,𝑖 + 𝑐𝑖𝑛,𝑖)𝑏𝑤𝑖𝑛𝑔 (4.2)

4.1.2. Constraints
For cases that only optimise for the size, the 𝜂𝑖s are formulated as bounds with minimum
and maximum values such that the CSs cannot intersect each other, or move out of the wing
limits. If the 𝜂𝑖s are included in the optimisation formulation, additional geometric constraints
are added to the system to assure a feasible design and prevent intersecting surfaces.

• Compenetration constraints ensure that control surfaces do not intersect each other. If
the optimiser creates such a design, the inboard surface is cut off at the beginning of the
next surface to assure a well posed aerodynamics case for the AVL solver. A geometric
constraint violation is then used for the optimiser.

𝜂𝑖 +𝑤𝑖 ≤ 𝜂𝑖+1 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠 − 1 (4.3)

• Hard constraints limit the position and size along the wing to prevent CS to grow beyond
the wing span or into obstacles like the fuselage or the Vtail.

𝜂𝑖𝑛,𝑖 ≥ 𝜂𝑖𝑛,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠
𝜂𝑜𝑢𝑡,𝑖 +𝑤𝑖 ≤ 𝜂𝑜𝑢𝑡,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠

(4.4)
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Summarizing, the optimisation problem for a minimum span objective is formulated as:

𝑚𝑖𝑛 𝑆𝑝𝑎𝑛𝑡𝑜𝑡 =
𝑛𝑐𝑠
∑
𝑖=1
(𝑤𝑖)𝑏𝑤𝑖𝑛𝑔

𝑠.𝑡. 𝜂𝑖 +𝑤𝑖 ≤ 𝜂𝑖+1 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠 − 1
𝜂𝑖𝑛,𝑖 ≥ 𝜂𝑖𝑛,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠

𝜂𝑜𝑢𝑡,𝑖 +𝑤𝑖 ≤ 𝜂𝑜𝑢𝑡,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠
𝐻𝐹𝑄𝑗 ≤ 𝐻𝐹𝑄𝑙𝑖𝑚,𝑗 ∀𝑗 = 1, 2, ..., 𝑛𝐻𝐹𝑄𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛

(4.5)

The optimisation problem for minimum area objective is formulated as:

𝑚𝑖𝑛 𝐴𝑟𝑒𝑎𝑡𝑜𝑡 =
𝑛𝑐𝑠
∑
𝑖=1

1
2 (
𝑥
𝑐 )ℎ𝑖𝑛𝑔𝑒

(𝜂𝑜𝑢𝑡,𝑖 − 𝜂𝑖𝑛,𝑖)(𝑐𝑜𝑢𝑡,𝑖 + 𝑐𝑖𝑛,𝑖)𝑏𝑤𝑖𝑛𝑔

𝑠.𝑡. 𝜂𝑖 +𝑤𝑖 ≤ 𝜂𝑖+1 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠 − 1
𝜂𝑖𝑛,𝑖 ≥ 𝜂𝑖𝑛,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠

𝜂𝑜𝑢𝑡,𝑖 +𝑤𝑖 ≤ 𝜂𝑜𝑢𝑡,𝑙𝑖𝑚,𝑖 ∀𝑖 = 1, 2, ..., 𝑛𝑐𝑠
𝐻𝐹𝑄𝑗 ≤ 𝐻𝐹𝑄𝑙𝑖𝑚,𝑗 ∀𝑗 = 1, 2, ..., 𝑛𝐻𝐹𝑄𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛

(4.6)

4.1.3. Optimiser settings
This optimisation problem is implemented in the fmincon function in Matlab using the sequen
tial quadratic programming algorithm. This is a robust mediumscale algorithm and thus well
suitable for the posed optimisation formulation. It satisfies the bounds at all iterations, which
is particularly important for the aerodynamics discipline. This prevents impossible surface
placement that would cause AVL to crash. Furthermore, it is able to recover from NaN and
Inf results, which could happen in case the flight condition is not trimmable. The optimiser
settings are reported in table 4.1.

Table 4.1: Options for fmincon

Option Description Value
DiffMinChange Minimum change in variables for gradient 2 ⋅ 10−2
DiffMaxChange Minimum change in variables for gradient ∞
ConstraintTolerance Tolerance on constraint violations 1 ⋅ 10−6
OptimalityTolerance Firstorder optimality termination tolerance 1 ⋅ 10−6

4.1.4. Implementation overview
The implementation of the framework is presented in figure 4.2. The whole process from initial
geometry definition to the optimisation structure is shown.

The optimisation process starts with the input geometry and an initial set of CS sizes. From
this, the aerodynamic discipline creates the aerodynamic data set which is then fed to the flight
mechanics discipline. This function uses the respective control allocation algorithm to analyse
a set of flight maneuvers. The results are fed to the optimisation algorithm, which uses the
results to compute a gradient to find a new design point. This updated point is then used as
the next step in the optimisation process.
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Figure 4.2: Overview scheme of control surface sizing optimisation system
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4.2. PrandtlPlane geometry
The aircraft geometry used in this study is based on an early geometry layout of the PARSIFAL
study. The continuous trailing edge on front and rear wing are beneficial for this investigation as
it allows the CS to move along the wing in a continuous manner, without requiring additional
geometric constraints such as kinks. The implemented geometry is shown in fig. 4.3. The
exact input parameters are shown in tables 4.2 and 4.3.

Figure 4.3: Parsifal Milestone 1 geometry shape used for this study

The tailplanes have ruddervators that are assumed a fixed size, and hence not included in
the CS sizing process. For the mechanical gearing, these surfaces are constrained to move
together to act as yawing moment generators. For the control allocation algorithms, the two
surfaces are included as individual control effectors and hence are included in the allocation
problems for all aerodynamic moments.

The position of the center of gravity (CG) is set to achieve a 10% static margin for all flight
cases [14]. As described in chapter 2, PrandtlPlane configurations have designimposed low
allowable ranges for the CG location [7, 38], this study assumes that the CG stays at the same
location during the flight, which could e.g. be achieved through internal pumps redistributing
the fuel during the mission. This design choice was also used in other studies investigating
control surfaces and stability effects on PrP configurations [14].

4.3. Aerodynamics
The aerodynamic solver is an essential part of the optimisation system. At every objective
function evaluation it creates an updated set of aerodynamic coefficients. This implementation
necessitates that the chosen solver is able to provide a full set of aerodynamic data very fast
in order to keep the total run time of the optimiser at an acceptable level. At the same time,
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Table 4.2: Geometric input parameters defining the main wings of the aircraft

Geometric parameter Front wing Rear wing
Span 28.598 m 28.598 m
Aspect ratio 7.69 9.85
Taper 0.267 0.485
Leading edge sweep angle 39.4° 23.33°
Dihedral 2.3295° 0°
Incidence 3° 2.3°
Root chord 5.869 m 3.911 m
Airfoil NACA 2710 NACA 2710
Chordwise elements/section 12 12
Chord spacing Cosine Cosine
Spanwise elements/section 5 5
Span spacing Cosine Cosine
CS number variable variable
CS begin spanwise position variable variable
CS span width fraction variable variable
CS chord fraction 0.3 0.3

Table 4.3: Geometric input parameters defining the tailplanes of the aircraft

Geometric parameter Right vertical tail Left vertical tail
Span 3.917 m 3.917 m
Aspect ratio 2.1 2.1
Taper 0.4 0.4
Leading edge sweep angle 49.4° 49.4°
Dihedral 60° 120°
Incidence 0° 0°
Root chord 5.329 m 5.329 m
Airfoil NACA 0010 NACA 0010
Chordwise elements/section 12 12
Chord spacing Cosine Cosine
Spanwise elements/section 6 6
Span spacing Cosine Cosine
CS number 1 1
CS begin spanwise position 0 0
CS span width fraction 1 1
CS chord fraction 0.4 0.4

the solver needs to be robust and reliable in the results. Under these considerations, the
Athena Vortex Lattice (AVL) solver was chosen [39]. This linear solver approximates the wing
planform using 2dimensional quadrilateral panels. The 2D assumption restricts the analysis
of the aircraft shape to thin structures, hence only the lifting surfaces are included in this model.
The shape and influence of the fuselage is neglected.

4.3.1. Vortex lattice method
The vortex lattice method discretises the analysed surface in quadrilateral panels, shown in
figure 4.4. Due to this 2dimensional discretisation, only thin airfoils or structures can be anal
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ysed. Correction factors can be applied to correct for this limitation, and also give good results
for thick or cambered airfoils, however, generally this method is limited to thin structures [39].
This also means that usually only the lifting system of the aircraft can be analysed accurately.

Figure 4.4: Vortex distribution on a flat surface in VLM solver [40]

For each panel, a horseshoe vortex of unknown strength is placed on the quarterchord
line of the panel. The downstream components of the vortex follow the sides of the panel .
This discretisation is shown in Fig. 4.5. Furthermore, each element has a control point placed
on the threequarterchord line at which the flow is assumed tangential to the surface to satisfy
the Kutta condition. Hence, the normal flow velocity at these points is zero.

With this discretisation, the BiotSavart law is used to compute the induction of each vortex
on each panel, equation 4.7. This law describes the relationship between the induced velocity
V the panel creates due to the circulation Γ of the vortex and distance r to the control point of
the element.

𝑉 = Γ
4𝜋 ∫

𝑑𝑙𝑣 × 𝑟
|𝑟|3 (4.7)

Using the equation and the known geometric parameters of the panels, a system of equa
tions is assembled that has the circulations for every element as the only remaining unknowns.
The imposed boundary condition of zero normal velocity at each control point determines the
values for the lefthand side of the BiotSavart equation. These can be rewritten as a matrix
that defines the influence coefficients from every vortex point to every control point over the
total geometry. This matrix equation can then be solved for the unknown circulations of the
panels. Lastly, using the KuttaJoukowsky theorem in equation 4.8, the total lifting force 𝐿𝑡𝑜𝑡
of the wing can be computed by summation of the individual panel results.

𝐿𝑡𝑜𝑡 =
𝑛

∑
𝑗=1
𝜌𝑉∞Γ𝑗 (4.8)

The Athena Vortex Lattice (AVL) is a solver originally developed by Mark Drela and Harold
Youngren at the MIT [39]. AVL is designed to analyse low Reynolds number flows and as
sumes quasisteady flow. The core has been enhanced with additional features to also allow
modelling of simple slender fuselages as well as compressibility corrections for higher Mach
numbers. A strength of AVL is the support of an arbitrary amount of control surfaces and de
flections, including the option to have multiple control functions for a surface, e.g. a flaperon.
Flexible control surfaces can be implemented as well, with a linearly interpolated deflection
between two specified points.
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Figure 4.5: Detailed view on horseshoe vortex [41]

4.3.2. Implementation
AVL is a standalone program, hence a wrapper is needed to translate the input geometry and
the desired aerodynamic sweep data points in a form accepted by AVL. For this, the AVL
wrapper from R. Elmendorp1was used. The optimisation framework and the flight mechanics
simulation require the use of Matlab as main programming interface. The wrapper is written in
Python, hence interfacing with theMatlab environment is necessary at this point. Matlab allows
the use of Python objects and has builtin capabilities to run a python engine and execute
python scripts. The Python wrapper writes the geometry definition in AVL format in a text
file. Then, AVL is launched to read this text file and execute a parameter sweep cases. The
results are again written to a text file which is read by the Python wrapper and then converted
to a Matlab structure. The resulting Matlab structure is then used for the subsequent steps in
the optimisation process. The MATLAB wrapper is coded fully configuration agnostic to allow
flexibility and also to allow the wrapper be used by other researchers for different investigations

The aerodynamics discipline is initialised by a file with key parameters of the studied air
frame. These are constant parameters that define the aerodynamic surfaces for the geometry.
By default, the code creates trapezoidal shapes for all surfaces. It is also possible to pass cus
tom arrays to define every individual wing section and hence model more complex geometry
such as kinks, if necessary in a future study.

The basic input parameters are:

– wing span
– aspect ratio
– taper ratio
– leading edge sweep angle
– dihedral angle
– incidence angle
– position of the wing root leading edge
– root chord

– airfoil

– number of panels in chord/span wise
direction

– chord/spanwise section spacing

– position/number of control surfaces

– chord ratio of control surfaces

– inner/outer limits for the control sur
faces

1https://pypi.org/project/avlwrapper

https://pypi.org/project/avlwrapper
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Based on this input a trapezoidal wing shape is generated. Furthermore, to create the
boxwing geometry, side panels are defined that connect the wings.

The CSs on each wing are defined by three parameters: the inboard location of the CS
(𝜂𝑖), the CS span width (𝑤𝑖) and the fraction of the wing chord that is used for the CS. 𝑤𝑖 and
𝜂𝑖 are used as dimensionless fractions of the wing span. The CS input files are defined for
the righthand wings and starting at the inboard section. For the full simulation model, the left
wing CS are mirrored by calculation.

From this definition, the wing geometry input file for AVL is created. The wing is partitioned
in sections, depending on the number of CS defined. Every CS creates an inboard and out
board section. Additional sections are placed at the root and the inner CS position limit and at
the outer CS position limit and the wing tip.

With the given geometry, a sweep over a range of data points at different aerodynamic
conditions is specified to create an aerodynamic data set consisting of all steady and unsteady
aerodynamic force and moment coefficients at each data point. The data points are defined in
function of the angle of attack (𝛼), angle of sideslip (𝛽), Mach number (𝑀) and control surface
deflections (𝛿𝑖). The list of aerodynamic coefficients extracted from the AVL analysis is shown
in table 4.4. Due to the potential flow assumptions of AVL, it does not compute any dynamic
derivatives for the forces in Xdirection.

Table 4.4: Coefficients obtained from AVL analysis

Steady coefficients Unsteady coefficients
CFX 

CFY
CFYp
CFYq
CFYr

CFZ
CFZp
CFZq
CFZr

CMX
CMXp
CMXq
CMXr

CMY
CMYp
CMYq
CMYr

CMZ
CMZp
CMZq
CMZr

The differential actions due to control surface deflection are determined by subtracting the
clean steady coefficients from the results of the data point at the same flight condition with a
control deflection. Hence, the saved entries for the control surface coefficients show the differ
ence in aerodynamic forces and moments compared to the undeflected case. This decoupling
of the clean aerodynamics and the differences due to a control surface deflection allow a sim
ple superposition of different control surface deflection effects to recreate the aerodynamic
performance of a wing with multiple deflected control surfaces. Each aerodynamic action (𝐹)
is then gathered from lookup tables through the summation of coefficients of this data set,
as shown in equation 4.9. This approach assumes linear independence of the aerodynamic
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actions with respect to the angular rates. Furthermore, interaction effects between deflected
control surfaces are neglected.

𝐹(𝛼, 𝛽,𝑀, 𝑝, 𝑞, 𝑟, 𝛿𝑖) =𝐹(𝛼, 𝛽,𝑀, 𝑝 = 0, 𝑞 = 0, 𝑟 = 0, 𝛿𝑖 = 0)+

+ ∑
𝜔=𝑝,𝑞,𝑟

𝜕𝐹
𝜕𝜔(𝛼, 𝛽,𝑀, 𝛿𝑖 = 0)𝜔+

+ Δ𝐹(𝛼, 𝛽,𝑀, 𝑝 = 0, 𝑞 = 0, 𝑟 = 0, 𝛿𝑖)

(4.9)

To increase efficiency and reduce computational time, a database feature is implemented
in the aerodynamic discipline. This database stores the results per control surface based on
the name of the wing, its span wise location and its span width. If a control surface is already
in the database, the respective aerodynamic analysis is not performed again. All new control
surfaces are added to the database. Another function then searches the updated database
for the required elements and assembles the aerodynamic data set for the following steps.
Unless the underlying aircraft geometry is altered, this database is constantly growing the
more analyses are done with the optimiser, hence the aerodynamic computations will require
less time as the optimisation progresses. The database is stored in a .mat object and can
easily be extracted for other uses if required.

4.4. Flight mechanics
The flight mechanics discipline is evaluated using the inhouse developed Performance, Han
dling Qualities and Load Analysis toolbox (PHALANX), which is programmed in Matlab and
Simulink. PHALANX is a modular toolbox for nonlinear, six degrees of freedom flight simu
lation and analysis [14]. The flight mechanics simulation consists of multiple modules, such
as the aerodynamics, engine, mass and inertia, flight control system and the pilot input. The
model is created in the Simulink environment to implement the control system.

The propulsion data is obtained from the inhouse developed GTpy tool. This tool uses
thrust, the design flight condition and specific engine design parameters as input and is able
to generate thrust and fuel flow maps in offdesign conditions depending on altitude, Mach
number and corrected fan speed. Using this, a data set for engine performance and thrust
settings at different flight conditions is created and usedwithin the flight mechanics simulations.
The engine specifications are based on an early design from the Parsifal project.

The implementation of PHALANX used in this framework is based on pilot stick input.
Every control command is given by deflecting the simulated pilot stick, pedals and throttle.
This deflection is then translated to a commanded force or moment and fed to the control
allocation. The resulting deflections are passed through an actuator simulation and used in
combination with the state of the aircraft model to analyse the dynamic response to the inputs.
This top level scheme is shown in figure 4.6.

Regarding the control system, three options are implemented for this study to determine the
required control surface deflections: mechanical gearing (MG), constrained pseudo inverse
(CPI) and direct allocation (DA).

Themechanical gearing (MG) option uses a predetermined gearing matrix to determine the
deflections. The inner control surfaces react purely to a longitudinal stick input, the outer con
trol surfaces purely to a lateral stick input. Control surfaces of the same function are ganged to
act together to achieve a maximummoment. The inner front and rear surfaces are constrained
to move in opposite directions, working as an effective pitching moment generator and thus
act like a classical elevator. The outer left and outer right surfaces are also ganged to deflect
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Figure 4.6: Top level overview of PHALANX workflow [14]

in opposing directions, to act as rolling moment generators. These surfaces are acting as
classical ailerons. The rudders on the Vtail of the aircraft are ganged to deflect at the same
direction and angle and react only to a pedal command, thus acting as classical rudders.

The constrained pseudo inverse algorithm (CPI) option is based on the lsqlin Matlab func
tion and uses a linear least squares approach to finding a solution to the underdetermined
system under deflection constraints. It is a simple control allocation method, but it has a lim
ited attainable moment set. Hence, the algorithm might not find a solution even though the
moment is actually attainable with the given set of CS.

The direct allocation (DA) is a more complex algorithm. It uses a linear programming
optimisation routine to find a control vector in the direction of the required moment. This control
allocation algorithm has by definition the largest attainable moment set, hence as long as the
CS are able to generate the desired moment, this algorithm will be able to find the required
CS deflections for it.

Both CPI and DAmake use of an optimisation routine within their allocation. The capacities
of Simulink to natively support Matlab functions is limited such that neither routine can run
within Simulink. Hence, both have to be executed extrinsically, increasing the total runtime.

The B matrix that forms the basis of both allocation algorithms consists of the control effec
tiveness derivatives for every surface at the given flight condition. The matrix entries are cre
ated within PHALANX through interpolation of the data tables from the aerodynamic database
for the respective flight condition. The control derivatives are then found by numerical differ
entiation.

4.5. Handling and flying qualities
The model created by PHALANX is used to investigate a selection of different handling and fly
ing quality criteria (HFQ), that are typically required for the certification of a full aircraft design.
The selected tests and their target values are extracted from the MILF8785C standards for
the American military [28] for transport category aircraft. All tests conducted within this study
are deemed successful if the result is within the level 1 category. The following cases are
described in this specification and performed by PHALANX using the numerical requirements
for category III aircraft:

• Trim in straight and level flight. The aircraft must be trimmable at a given flight condition.
This includes counteracting moments from a side wind. This test forms the basis for all
subsequent tests. If trim is not achieved, all further tests are skipped and the optimiser
moves on to the next function evaluation.
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• Push/pull. Full longitudinal stick deflections must create normal load factors of at least
2.0g for an aft deflection and 0.5g for a forward deflection.

• Time to bank. A full lateral deflection of the stick must result in a bank angle of 30 degrees
within 2.3 seconds.

• One engine inoperative (OEI). The aircraft must be trimmable to fly in steady flight at the
given conditions with the critical engine being inoperative.

These tests are run at two design points of the aircraft, in the cruise and the approach
phase, as well as two different wind conditions. The matrix detailing this is shown in table
4.5. The cruise phase parameters are taken from the PARSIFAL mission requirements, the
approach speed is chosen as a typical value on comparable commercial transport aircraft.
The side wind magnitude is set as 𝑉𝑤=25 kts as prescribed in current certification regulations
for commercial aircraft [30].

Table 4.5: Handling and flying quality test matrix used as constraints in the optimisation

Cruise
ℎ = 11𝑘𝑚,𝑀 = 0.79

Approach
ℎ = 0𝑘𝑚, 𝑉 = 120𝑘𝑡𝑠

No side wind
(𝛽 = 0)

Straight and level trim
Push/pull

Time to bank

Straight and level trim
Push/pull

Time to bank
OEI

Side wind
(𝛽 ≠ 0)

Straight and level trim
Push/pull

Straight and level trim
Push/pull

OEI

The results from each test are recorded and scaled according to equation 4.10. This scal
ing is still resulting in a violation if the level 1 criterion is not met, but violations are normalized
to the limit values. Hence, all constraints are weighted more equally to the optimiser.

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − 𝑥𝑙𝑒𝑣𝑒𝑙1𝑙𝑖𝑚𝑖𝑡
𝑥𝑙𝑒𝑣𝑒𝑙1𝑙𝑖𝑚𝑖𝑡

(4.10)

The adherence or violation of each test to the given constraint value is used to define the
total constraint violation of the current design point. The limit values are all set to the level 1
handling quality limits. Hence, a feasible final control surface arrangement will fulfill level 1
handling qualities.

The handling qualities are evaluated using the PHALANX simulations. The trimming rou
tine is formulated as an optimisation problem to find CS deflections that minimise the residual
accelerations around all axes. The algorithm’s objective function is an array of the linear and
angular accelerations in the body axes, and the error in prescribed sideslip angle. The algo
rithm then perturbs every control (stick,pedal and throttle) that prescribe a desired moment
that the control allocation transforms into an effector deflection, and records the effect of the
perturbation on the objective values. Based on this, a gradient is computed to find a new point
in the direction of the steepest gradient. The routine finishes if either all objective values are
below a threshold, or any of the simulated controls have reached their maximum position. The
OEI test uses the same trim optimisation algorithm, with a modified thrust vector.

The push/pull and timetobank tests build upon the control deflections from the trim case.
For these, a maximum moment around the pitch and roll axis is commanded respectively and
the time response is recorded. For the push/pull, maximum andminimum values are recorded,
the bank criterion records the duration to achieve a given bank angle.
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4.6. Hardware and Software
The optimisation system is programmed in Matlab R2019b and Simulink 10.0. The aerody
namic module utilises Python 3.8 with AVL 3.36. The post processing of the results and all
figures are done in Matlab. The programs are run on Windows 10 with an Intel I76700HQ
processor.

The flight mechanics simulations are time intensive. The main core of the PHALANX pro
gram is a Simulink routine that performs the actual dynamic simulations. For the mechanical
gearing, this system can run efficiently as the Simulink file is compiled once and then can
be reused for every simulation step and for each point in the trim optimisation routines. The
two control allocation algorithms use functions that Simulink cannot execute natively. Hence,
these must be run extrinsically by Matlab which significantly increases the execution time of
the program. Furthermore, these two functions are optimisation algorithms, compared to a
simple matrix multiplication for the mechanical gearing. Thus, each function evaluation has a
significant cost in computational power and thus in time.

An exemplary time breakdown of one function evaluation is shown in table 4.6 for a com
plete aerodynamic data set, and a flight mechanics simulation of the approach phase. These
values are using the initial layout as presented in the results chapter and using the direct al
location algorithm. As four of the sections involve the trim optimisation routine, the actual
time requirements fluctuate depending on the number of iterations of the optimiser. As the
optimiser progresses and the aerodynamic database grows, the time for the aerodynamics
diminishes and becomes an insignificant contribution to the total. Depending on the number
and quality of the design points of the optimiser, one full design optimisation requires on aver
age 2.5 days, with an average of 80±25 function evaluations. Hence, available computational
time and resources pose a limitation to the amount of optimisations that can be performed for
this study.

Table 4.6: Sample computational time breakdown for one function evaluation

Program section Time (min)
Aerodynamic data set 7
Trim approach/side wind 8
Push/pull criterion 12
One engine inoperative trim 15
Trim approach/ no wind 5
Push/pull criterion 12
Time to bank criterion 7
One engine inoperative trim 9

Total time for one objective function evaluation 75





5
Verification

An important part in the creation of the framework is the verification process of all subsystems
and the interlinking of the whole system. For this, every function implemented in the system
was unit tested for correct processing of the inputs as well as robustness. The main modules
of the framework were compared to external data to assure a correct working.

5.1. Aerodynamics
AVL as aerodynamic solver is widely used and verified in scientific literature, and hence veri
fication is not strictly necessary. Here, the most important parts of the verification process is
the correct parsing of the input geometry and processing of the output file. For this verification,
a Cessna Citation II aircraft was modeled using the aerodynamics module and a full aerody
namic sweep case was created. These results were then compared to an existing database
of this aircraft from an analysis performed with the 3Dpanel solver VSAero. A comparison of
the two results is shown in figure 5.1. The figure shows the steady aerodynamic coefficients at
a Mach number of 0.3 and three different side slip angles. The results are similar, with small
differences which are expected because the AVL implementation does not model the aircraft
fuselage as AVL cannot properly analyse these shapes. This and the linearity and poten
tial flow assumptions lead to small differences in the coefficients, especially the normal force
(CFX) as AVL can only simulate induced drag. It furthermore shows that AVL overpredicts
the rolling moment but has a lower side force coefficient. This again could be a result of the
missing fuselage modelling. Under a side slip, the fuselage will create a side force, and the
altered flow field has an impact on the rolling moment. Th

5.2. Control allocation
The implementations of the control allocation algorithms are based on the book ’Aircraft Con
trol Allocation’ by Durham [35]. The book contains multiple examples including results to verify
the correct working of the programmed code. The allocations were verified against an exam
ple of a 5surface canard aircraft in chapter 6.11. A comparison of the results showed that the
results were equal to the reference values, hence the correct implementation is confirmed.

43
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Figure 5.1: Steady aerodynamic coefficient comparison between VSAero and AVL for a Cessna Citation II

5.3. System test
The verification of the full simulation model and the optimisation system is difficult, as no
commercial PrandtlPlanes currently exist. Hence, it was decided to verify the full system by
qualitative comparison to a similar case from scientific literature. Varriale [14] has created
a similar simulation framework and applied it to a PrandtlPlane configuration. His framework
used only mechanical gearing for the sizing of the control surfaces, hence the new optimisation
system is verified with this method. The comparison study uses a similar design. The aircraft
has slightly smaller wings and a lower maximum takeoff mass. Furthermore, the optimiser
used for that study is discrete and designs for a balanced distribution between front and rear
control surfaces for each effector function. Hence, it aims to have pitch, and roll effectors of
similar width respectively. The optimisation framework described in this thesis does not have
this restriction. The verification was made with the study results for the mechanical gearing.
Varriale used a CS layout with inboard surfaces on both wings to act as pitch effectors and
outboard surfaces for the rolling moments. The geometry and CS layout is shown in figure
5.2.

The CS layout used in the present study to optimise with the MG algorithm is equal to
the layout of Varriale. The inboard surfaces begin at the same relative span location; the
outboard surface end at the same relative span position. The initial and final values of the
CS span widths differ. Further details on the CS layout and the design variables are given in
chapter 6. The shape of the resulting CS layout is compared to the mean value of all minimum
span optimisations performed using the MG algorithm.

The comparison between the two results is shown in figure 5.3. The results show larger
CS for the present study, as the geometry is larger and heavier. However, the relative size
of the individual CS is very similar to Varriale’s results. The inboard CS are larger that the
outboard CS, and the front wing has a slightly larger CS on the inboard side. The outboard
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Figure 5.2: Geometry and CS layout of Varriale [14]
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Figure 5.3: Verification comparison of mean MG layout to results from Varriale [14]

CS are very similar in size. While Varriale’s layout has a slightly larger outboard surface at the
rear wing, the MG created two nearly equal surfaces. The overall layout and the relative sizes
of the CS are very similar for the MG and Varriale. This gives further confidence in the correct
working of the optimisation system and its suitability for the goal of comparing different control
methods.





6
Results and Discussion

The main application of the optimisation system is to compare the MG, CPI and DA algorithms
by means of optimising the CS layout. For the comparison, two different objective functions
were applied: total span width of the control surfaces, and total area of the control surfaces.
The layout is chosen to have an inboard control surface at each wing, placed at the inboard
limit and an outboard control surface placed at the outer limit. Within the optimisation, these
surfaces can grow towards the center of the wing. Thus, for the inboard surfaces, the inner
limit is fixed and for the outboard surface, the outer limit is fixed.

On the front wing, the space in between the two CS is treated as an additional movable
surface, representing a plain flap. The span wise position and size of this flap is not a design
variable. It is calculated from the CS arrangement and sizes, and set to a deflection of 30
degrees for the approach condition and zero degrees for the cruise. The flaps are not included
in the sizing process as they are secondary flight controls and as such only indirectly related
to aircraft controllability. For this study, it is assumed that there are no requirements on the
airfield performance that would preset a certain flap size or type. Instead, the setup of the
optimisation systemwill create the largest possible flap span. The initial configuration is shown
in figure 6.1. The CS span widths are nondimensionalised with the aircraft’s wing span. The
CS design variables, the initial point and bounds are shown in table 3.

Table 6.1: Initial values for the design variables and bounds

Control surface Symbol Initial value Lower bound Upper bound
Inner front 𝑤1 0.08 0.01 0.1
Outer front 𝑤2 0.08 0.01 0.1
Inner rear 𝑤3 0.08 0.01 0.1
Outer rear 𝑤4 0.08 0.01 0.1

47
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Figure 6.1: Initial layout of the study case showing the nondimensional CS span widths and bounds

6.1. Minimum span objective function
For the minimum CS span objective, the optimiser is used with the initial values for all three
control allocation methods. The results of the optimisations are shown in tables 6.2 and 6.3.
Regarding the objective function value, differences between the three allocation methods can
be seen. MG requires the largest overall CS widths. This can be explained, as roll and pitch
are only commanded by the respective control surfaces. CPI reduces the total required span
width by about 9.5%. DA reduces the required span width even further, achieving a reduction
of about 17% compared to MG. This results from the properties of the DA. It can access a
larger maximum attainable moment set with a given set of effectors. Hence, it is expected
that the DA method will yield the smallest total control surface size, it is able to utilise every
effector in the most efficient way.

Table 6.2: Resulting objective function values for minimum span objective function

Algorithm Objective result [𝑚] Difference to MG [%]
Initial 9.15 +23.7
MG 7.40 []
CPI 6.70 9.45
DA 6.13 17.21

The resulting CS layouts in table 6.3 and their graphical representations in figure 6.2 show
large differences between the three different methods. For MG, all four surfaces reduce in
width compared to the initial values, but are still rather large. The inboard surfaces are larger
than the outer surfaces. The respective front and rear surfaces are very similar in size. The
CPI shows a preference for the rear surfaces. Both remain large and of very similar size.
The front surfaces reduce in size, especially the outer front. The DA algorithm shows large
values for the inner front and outer rear, and small values for the outer front and inner rear
surfaces. While it also utilises the outer rear surface as an effective rolling moment generator,
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this algorithm shows a clear preference to the inner front surface as primary pitch effector. The
outer front surface is reduced for both CPI and DA to a similar size. This shows that for the
rolling moment, both algorithms prefer the rear wing CS.

Table 6.3: Resulting CS sizes as fraction of wing span for the minimum span optimisation

Algorithm Inner front Outer front Inner rear Outer rear
Initial 0.08 0.08 0.08 0.08
MG 0.076 0.057 0.081 0.051
CPI 0.06 0.025 0.073 0.075
DA 0.097 0.027 0.016 0.074
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Figure 6.2: CS size comparison for minimum span objective

6.1.1. Optimiser behaviour
This section shows the behaviour of the optimisation system and the histories of the design
variables and constraints over the iterations. Figure 6.3 shows the development of the objec
tive functions for the three optimisations. It is interesting to note the difference in shapes. The
MG had significantly more iterations than the two other algorithms. However, the changes
in objective function were much smaller per iteration. This shows that the optimiser was not
able to find a large gradient in the beginning, hence the changes were only incremental. The
largest leap was only at iteration 13, after which it was not able to find a better design point.
The CPI had its largest change at the first iteration. The subsequent design points did not
change much with respect to the overall objective function value. The DA shows an interme
diary behaviour. In the beginning the improvements are clearly visible, yet the largest change
only happens at iteration 6. After this, the improvement of the objective function was only in
small increments.
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Figure 6.3: Objective function development for minimum span for mechanical gearing (MG), constrained pseudo
inverse (CPI) and direct allocation (DA)

Details on the performance and the constraints of the optimisation are shown in the sub
sequent figures. For MG, figure 6.4 shows the development of the control surface sizes and
figures 6.7 and 6.10 the development of the constraints. Figure 6.4 shows the development
of the CS span widths for the MG case. These curves show that the inner CS were largely
unchanged by the optimiser. The improvements in the CS width was mainly due to reductions
in the rear CSs. The CPI optimisation in figure 6.5 shows that all design variables were varied
for every iteration. The main changes happened for the CS on the front wing, whereas the rear
wing CS did not change much for the later iterations. Lastly, the DA results in figure 6.6 show
the largest changes. The sizes of all surfaces was changed significantly over the course of
the optimisation. The larger the changes in the design variables, the smaller the final objective
result.
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Figure 6.4: Nondimensional span width design variables behaviour for MG

The trim routine uses an internal optimisation process to find the trim point. For this internal
optimisation, the residual accelerations of the aircraft are the objective function. Within the
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Figure 6.5: Nondimensional span width design
variables behaviour for CPI
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Figure 6.6: Nondimensional span width design
variables behaviour for DA

large optimisation system for the CS sizing, these accelerations are now used as constraints.
As constraints, they are scaled with the limit value. Hence, as long as all acceleration values
in figure 6.7 are below zero, trim is achieved. The closer the results are to the value of 1,
the better the performance of the internal trim optimisation. Lines exceeding the upper limit
indicate that for this point, trim was not achieved in one or more of the four trim cases.

Every trim case uses seven constraints. For clarity of the plot, only the largest absolute
acceleration value is shown for each analysed case. The figure shows the largest residual
acceleration values at values of about 0.3, hence for every design point, the aircraft was
trimmable, both in normal flight and with OEI. Inspections of the results have shown that the
approach phase is always more limiting than the cruise phase for this aircraft configuration
and flight conditions. To save computational time, some runs presented in the results chapter
have been set to only optimise for the approach condition with only a check of the final result
at cruise to assure the limits are met as well. This does not impose any limitations on the
validity for the research question. For better comparison of all results, only the constraints at
the approach condition are shown in the figures.

All three methods show that for every design point, trim was always achieved for all four
test cases, as shown in figures A.26 to 6.9. Due to the origin of these constraint values as
results from the internal trim routine, no further information can be derived from these figures.
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Figure 6.7: Scaled trim and OEI constraints for MG
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Figure 6.8: Scaled trim and OEI constraints for CPI
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Figure 6.9: Scaled trim and OEI constraints for DA

Lastly, the results for the HFQ tests defined byMIL8785C [28] are shown. For the handling
qualities, figures 6.10 to 6.12 show the results for the three cases. Analogous to the trim
constraints, the figures show scaled values. Hence, a constraint value below zero shows that
the constraint is met, above zero shows a violation. For a better illustration, the violation zone
is hatched in these plots.

The HFQ results for the three optimisations allow some interesting observations. Gen
erally, the time to bank is the most limiting criterion. All three optimisations show how this
constraint is moving towards the limit. However, only the DA algorithm actually has the time
to bank as limiting constraint. For the other two, it approaches the limit, but does not reach it.
The CPI design variable behavior shows how the outer rear surface decreases for every iter
ation, while the outer front CS stays the same. Still, the time to bank criterion barely changes.
This shows how the algorithm uses both the inboard and outboard surfaces in a tradeoff situ
ation. While one CS reduces in span, the other increases; but the constraint remains virtually
constant.

Themaximum pullup load factor nMax is always well below the critical limit. The reason for
the pullup being nearly constant is the definition of the flap. For maximum pitch up moment,
the front wing surfaces are fully deflected downwards, while the rear surfaces are deflected
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upwards. With the flap always filling the gap between the front CS, this implementation means
that the full trailing edge on the front wing is deflected downwards. The differences in the con
straint visible in the figures is thus solely due to the changing rear wing CS. This is especially
well visible for the DA run in figure 6.12. Figure 6.6 showed that the inner rear surface greatly
reduced in width. Hence, the achievable pullup acceleration decreases and the constraint
value moves closer to the limit value. The MG and CPI optimisations had less reduction in
the rear wing surfaces and thus the changes in this constraint are small. The behaviour of the
minimum load factor nMin in the pushover maneuver is influenced by all CS, and is thus more
affected by the optimisation and the overall reduction in CS width.
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Figure 6.10: Scaled HFQ constraints for MG
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Figure 6.11: HFQ constraints behaviour for CPI
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Figure 6.12: HFQ constraints behaviour for DA

All three optimisations show that not all constraints are at their limits at the final design
points. The optimiser always ended as the step size fell below the default tolerance. This
means that the optimisation algorithm tries to use very small steps in the perturbations in an
attempt to find a new design point. However, the smaller the change in CS width, the smaller
the difference in the aerodynamic coefficients of the surface. Very small changes have only
a negligible influence on the overall HFQ and hence the optimiser has trouble finding a new
design point. Hence, while the results have converged to a final point, a global minimumwould
thus probably give smaller total CS sizes.
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6.2. Sensitivity analysis
In order to assess the effect of the initial point on the results of the optimisations, and attempting
to find a lower value for the converged result, a sensitivity analysis is performed by initialising
the optimiser with different initial points and comparing the results. For this, each allocation is
used two more times with different starting points, and using the minimum CS span objective
function. The results are shown in table 6.4. The first row for each algorithm shows the results
described in section 6.1, the other two rows show the results for different initial points. The
results are graphically shown in figures 6.13, 6.14 and 6.15.

Table 6.4: Sensitivity analysis for minimum span objective function. The initial layout described the initial point
with the distribution: inner front/outer front/inner rear/outer rear

Alg. Run Initial layout Objective Inner front Outer front Inner rear Outer rear
MG 1 0.08/0.08/0.08/0.08 7.399 m 0.0762 0.0567 0.0805 0.0509
MG 2 0.08/0.06/0.08/0.06 7.553 m 0.080 0.055 0.075 0.055
MG 3 0.06/0.08/0.06/0.08 7.330 m 0.081 0.055 0.0664 0.0545

CPI 1 0.08/0.08/0.08/0.08 6.700 m 0.060 0.025 0.073 0.075
CPI 2 0.08/0.06/0.08/0.06 6.855 m 0.047 0.053 0.098 0.043
CPI 3 0.06/0.08/0.06/0.08 6.675 m 0.1 0.01 0.033 0.099

DA 1 0.08/0.08/0.08/0.08 6.125 m 0.0969 0.0272 0.016 0.074
DA 2 0.08/0.06/0.08/0.06 6.088 m 0.0905 0.0532 0.0134 0.0557
DA 3 0.06/0.08/0.06/0.08 6.124 m 0.047 0.036 0.089 0.043

These additional points again show the clear distinction between the three algorithms. MG
results in the largest required CS span width, and the DA in the lowers. It can be seen that
the choice of initial point only has a minor influence on the final value of the objective function.
For each of the three algorithms, the spread of the three objective function results is less than
3%. Thus, these results give confidence in the validity of the optimiser setup.

The resulting control surface arrangements are very similar for the three MG optimisations
as shown in figure 6.13. The main differences lie in the distribution between the front and
rear inner surfaces. The CPI results in figure 6.14 show that the three optimisations resulted
in relevant differences between the CS layouts. However, the final objective function values
are similar. This shows that there is no clear preference for a certain layout to achieve similar
HFQs and objectives. It has to be assumed that the topography of the optimisation problem
is complex and has different local minima. The results for the DA in figure 6.15 show a similar
behaviour, albeit less pronounced. The runs DA 1 & DA 2 show a similar behaviour, with
the notable difference that the outer front surface is smaller in DA1 to offset larger values of
the inner front and outer rear CS. DA 3 shows a radically different layout. Again, the HFQ
and the objective results are very similar. Hence, this investigation concludes that for these
modern control allocation algorithms using combined surfaces, there exists no single optimum
distribution. The layouts show a tradeoff between the span widths of the individual effectors
while being equally optimal globally.
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Figure 6.13: CS size comparison using MG for minimum span objective
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Figure 6.14: CS size comparison using CPI for
minimum span objective
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Figure 6.15: CS size comparison using DA for
minimum span objective

The development of the objective functions for the three CA methods is shown in figures
6.16, 6.17 and 6.18. For each CA method the development is similar. As the span width ob
jective is not influenced by the CS position, subsequent optimisations share the same starting
point in objective function despite the actual initial CS layout being different. All three curves
show a monotonous decrease of the objective functions to their final values. Interesting to
note is the first MG run, as it shows a different optimisation behavior than the other two de
spite giving the same result. It seems, that the generated gradient has been always very small
and hence changes happened only incrementally, while the other two optimisations generated
larger gradients and hence lower objectives for their iteration steps, yet the final result is very
similar. Furthermore, the starting point can have an influence on the iterations before conver
gence as shown in figure 6.18. Despite converging to very similar values, DA 2 only requires
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half as many iterations as DA 1. The further optimisation outputs for the remaining six optimi
sation runs are placed in the appendix A.1. The curves show a similar behaviour and features
to the optimisation curves shown and discussed in section 6.1.1.
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Figure 6.16: CS total span width objective development using MG for minimum span objective
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Figure 6.17: CS total span width objective
development using CPI for minimum span objective
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Figure 6.18: CS total span width objective
development using DA for minimum span objective

6.3. Minimum area objective function
A comparison was performed using a minimum area objective function. The intention of using
this function is to create a more balanced design. The span objective function would prefer
surfaces at a larger wing chord as the larger area would create larger control moments for
a given span width. Optimising for minimum area intends to investigate how the CS layout
changes when the CS area is optimised for directly. The results are shown in tables 6.5 and
6.6. Similar to the minimum span optimisations, MG again results in the largest CSs. CPI
reduces this area by about 8%. DA is able to reduce the required size further, achieving a
reduction of about 26% compared to MG.

analysing the values in table 6.6 and figure 6.19, it shows that MG and CPI have resulted
in a similar layout. Both show a strong preference for the outer front CS. Both results also
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Table 6.5: Resulting objective function values for minimum area objective function

Algorithm Objective result [𝑚2] Difference to MG [%]
Initial 8.5781 +15.0
MG 7.46 []
CPI 6.85 8.16
DA 5.49 26.31

favour the inner rear surface over the inner front CS. The smaller chord of the rear wing allows
a larger CS span for the same area compared to the front wing. Hence, for a minimum area
it is expected that rear wing surfaces are preferred. While the DA also prefers the outer rear
surface, the optimiser has resulted in a large inner front CS. On the front wing, the DA has
thus the opposing trend compared to the CPI and MG.

Table 6.6: Resulting CS sizes as fraction of wing span for minimum area objective function

Algorithm Inner front Outer front Inner rear Outer rear
Initial 0.08 0.08 0.08 0.08
MG 0.033 0.099 0.088 0.075
CPI 0.039 0.098 0.061 0.081
DA 0.077 0.019 0.048 0.080
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Figure 6.19: CS results for minimum area objective

Comparing the resulting CS layout from the minimum area optimisation with the results
from the minimum span optimisation show that the differences in resulting layouts are small.
The minimum span study showed that radically different layouts can be similarly optimal with
respect to the objective function, hence there is no visible trend towards preferred CS locations
for an optimal layout. This also showswith respect to the area objective. While theMG andCPI
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show a similar shape, the DA shows a different trend, more in line with the results obtained with
the span objective. A contributing factor is that the average CS chord length is approximately
one meter, hence the results for minimum span and minimum area are similar in value. For
the minimum area objective the same conclusion as for the span holds, that there is no single
optimum CS layout along the wing.

The development of the three objective functions is shown in figure 6.20. Contrary to
the objective function developments in section 6.1, now the MG has the lowest number of
iterations. All three optimisations show good improvements in the objectives for each iteration.
While the DA has the highest number of iterations, it shows that the actual objective value did
not change much for the last 5 iterations. Hence, effectively both DA and CPI had a similar
number of iterations. More detail on the behaviour of the optimisers for the area objective
functions are placed in appendix A.
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Figure 6.20: CS total wing area objective development for minimum area objective



6.4. Proposed improved CS placement on the rear wing 59

6.4. Proposed improved CS placement on the rear wing
The control surface layout applied in the study has its roots in the current state of the art aircraft
design approaches. Individual mechanically geared effectors for each moment result in typical
positions at the wing root for elevator function and the outer wing for aileron function. Control
allocation in combination with the two wings of the unique geometry of the PrP may allow for
considerably more flexible CS placements.

Initial exploratory investigations were performed into a flexible number and free positioning
of the CS along the wings (appendix B ). However, the setup had limitations due to its higher
complexity that limited the comparability to the main research. Amain observation was that the
inner CS on the rear wing benefit from a location further midwing. So, as example application
of the developed control allocation optimization system, it seemed interesting to evaluate the
effect of one additional, midwing CS on the rear wing.

Within the development of a PrP in the PARSIFAL project, the design highlighted shock
problems in the channel underneath the rear wing and between the rudders. The close prox
imity of the surfaces create a complex aerodynamic flow field that lead to shock interactions
at high speeds. From an aerodynamic efficiency point of view it might thus be beneficial to
remove the CS from this area. If the surface is placed outside of this area, the shock problems
do not interfere with the CS deflection anymore and hence the aerodynamic efficiency of the
CS would improve. These conclusions from the PARSIFAL project give further motivation to
investigate the effects of CS that are placed further outboard in the rear wing. Hence, the
additional CS was placed at a midwing position outboard of the Vtail intersection with the
rear wing.

The comparison is made between three different placements. From the previous inves
tigations, it has shown that the DA algorithm is performing the best, hence this algorithm is
used. The first case, A, represents the layout used throughout this chapter. The initial and
final values of case A are directly taken from section 6.1. The second case, B, uses both an
inboard CS at the symmetry axis, as well as a midwing CS on the rear wing. The third case,
C, only uses a CS at the mid wing position on the rear wing. For all three cases, the CS on the
front wing and the outboard CS on the rear wing are unchanged. This new shape is shown in
figure 6.21. The input values for the optimiser are given in table 6.7.

Table 6.7: Initial values for the design variables and bounds for the three cases A,B and C

CS Symb. Case A Case B Case C Lower bound Upper bound
Inner front 𝑤1 0.08 0.06 0.08 0.01 0.1
Outer front 𝑤2 0.08 0.06 0.06 0.01 0.1
Inner rear 𝑤3 0.08 0.06  0.01 0.1
Mid rear 𝑤4  0.06 0.08 0.01 0.1
Outer rear 𝑤5 0.08 0.06 0.06 0.01 0.1

The results are shown in tables 6.8 and 6.9. Comparing case B to case A shows a re
duction in the required total span, albeit the overall change is small. Thus, while it shows an
improvement, it also shows that this setup of three control surfaces is not optimal yet. The
changed position of the CS in case C results in a decrease of about 10% in required span
compared to case B. When comparing it to case A, it shows an improvement of nearly 14%.

By comparing the CS sizes in table 6.9 and the graphical representation in figure 6.22, it
can be seen that the inboard front surface is similar in size for all three cases. For case C,
the other surfaces are now concentrated on the rear wing and show a balanced distribution
between them. The front outer surface is reduced to its minimum size. This shows how
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Figure 6.21: CS layout for the cases A, B and C. Both inner and the outer rear CS are equal for all cases

Table 6.8: Span objective result comparison between cases A, B and C

Case Objective result (𝑚) Difference to case A (%)
A 6.13 
B 5.93 3.3
C 5.297 13.6

the center rear surface is very effective in both pitch and roll and hence allows smaller CSs
overall. It furthermore shows that the rear wing outboard surface is preferred over the front
wing surface for rolling moments. Case B’s results are in between cases A and C. On the
front wing, it resembles case A. On the rear wing it resembles case C. Hence, it shows both
in CS distribution and objective function that it is a combination of the two layouts and hence
in between regarding its shape and size. Plots of the detailed optimisation results are given
in appendix A.

Table 6.9: CS size comparison between the cases A,B and C

Case Inner front Outer front Inner rear Center rear Outer rear
A 0.097 0.027 0.016 [] 0.074
B 0.078 0.028 0.016 0.04 0.047
C 0.1 0.01 [] 0.038 0.038

Figure 6.23 shows the behaviour of the objective function for the three cases. For case
A, the optimiser is able to find new and improved design points for every iteration, until it
converges to the final value at iteration 7. For case B, the optimiser finds its minimum by
iteration 4, but tries to further optimise the point. However, it is not able to find an improved
design point, hence it converges to this final value. The same behaviour is seen for case C.
Again, the optimiser manages to find a highly optimised design point very quickly, but is then
not able to improve this point further. Both are due to the trim routine. Any reduction in CS
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Figure 6.22: Final CS layout comparison of cases A, B and C using DA for minimum span

width leads to the trim routine not being able to trim the aircraft anymore. Hence, the optimiser
is not able to find a usable gradient to improve the point. However, this shows that the trim
constraint is a limiting constraint at the design points. This gives confidence that the attained
result is close to a local minima.

0 1 2 3 4 5 6 7 8 9 10 11

Iteration

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

10

T
o

ta
l 
c
o

n
tr

o
l 
s
u

rf
a

c
e

 s
p

a
n

 w
id

th
 (

m
) Case A

Case B

Case C

Figure 6.23: CS total span width objective development using DA for minimum span objective with improved
layout
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These results support the conclusion that the PrP configuration can very well benefit from
the use of control allocation algorithms. The second full size wing give flexibility to the posi
tioning of the control surfaces. Hence, the effectors can be placed in such a way that they
are very efficient in providing both a pitching and rolling moment. The improved capabilities
are only harnessable because of the control allocation, classical mechanical gearing would be
unable to operate these surfaces in the most efficient way.

6.5. Attainable moment set
A way of visualising the reductions in the control surface span is by analysing the changes in
the Attainable Moment Set (AMS) for each algorithm. The plots show isometric views of the
AMS from the initial and optimised results for the minimum span objective shown in section
6.1. The bodies shown in the figures represent the outer facets and vertices of the AMS for
the respective algorithm for moments in X, Y,and Z direction.

Figure 6.24 shows the AMS for the MG case. It can be seen that the initial layout has
a larger AMS, especially in the longitudinal moment 𝑀𝑋 and the lateral moment 𝑀𝑌. The
reduction is largest for 𝑀𝑋 as the roll control CS were mostly affected by the optimisation.
The changes in directional moment capability are small. This is due to the fixed size of the
rudders on the Vtail. Hence, the optimiser has limited ability to change the directional moment
capabilities.

Figure 6.24: Comparison of AMS for initial and optimised CS span for the MG algorithm

The AMS of the CPI algorithm is shown in figure 6.25. Again, the overall reduction is well
visible. For the CPI, the reductions in 𝑀𝑋 and 𝑀𝑌 are similar compared to the MG results. A
direct comparison of the initial AMS for the CPI and the MG case shows that they are similar
in overall size. However, the MG set is larger at some corners. Hence, if large combined
moments are required, the MG would actually outperform the CPI algorithm. If individual
moments are required, then the CPI has the larger AMS around the principal axes.

The AMS of the DA algorithm is shown in figure 6.26. It is clearly visible that this algorithm
gives the largest AMS for the initial condition. This is expected as the AMS of the DA is equal
to the GAMS of this CS layout. Also, the reduction in the AMS due to the reduction in CS size



6.5. Attainable moment set 63

Figure 6.25: Comparison of AMS for initial and optimised CS span for the CPI algorithm

is largest for this case. In contrast to the other two algorithms which reduced primarily the
attainable 𝑀𝑋 and 𝑀𝑌, the DA also shows a visible reduction in directional moment capability
𝑀𝑍. However, the comparison of the three figures also shows that all three algorithms have
resulted in an AMS of similar shape and size.

Figure 6.26: Comparison of AMS for initial and optimised CS span for the DA algorithm

The figure 6.27 plots the volume of the AMS against the required total CS span width for all
optimisations performed with the minimum span objective, and shows the achieved reductions
compared to the initial layout. The volume of the AMS is a common measure to quantify the
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Figure 6.27: Volume of the AMS for initial and end points of all minimum span optimisations as function of CS
span width: MG (blue), CPI (red), DA (green) and improved cases (grey)

total control power that a control allocation method can provide. The figure shows that the
different CA method results are forming clearly distinguishable clusters. For the MG, the figure
shows a large CS span and medium AMS volume. The CPI have both smaller CS widths and
a smaller AMS volume. As described in chapter 3, the CPI can only access a certain subset
of the GAMS. Along the principal axes, it is large, but it does not have access to the corners
like the AMS for the MG. Hence, it can be more efficient while also having a smaller AMS
volume. The DA has both the lowest required CS area and the largest AMS volume. As the
DA accesses the GAMS of the layout, it will result in large moment generation capabilities in
directions that are not specifically required in the HFQ tests. This comparison shows again
that the DAmethod has the highest control power at the smallest CS. Comparing CPI and MG,
it shows that the AMS of the CPI is more tailored to the requirements of the control problem
and thus utilises the CS more effectively. The AMS volume is lower than the MG, hence it can
generate less control power overall, but it also uses smaller CS.

Comparing the results of the improved placement cases, it shows that the CS widths and
the AMS are correlated. The smaller the CS, the smaller the AMS. This also shows how the
improved placement allows a reduction in CS span and AMS, while still adhering to the HFQ
limits. Hence, the improved placement allows a more efficient use of the CS for the given set
of HFQ tests. It also highlights the benefits of the midwing surface. Compared to the case
A, case C allows a large reduction in required CS width. In order to achieve the same AMS
volume as the CPI or MG algorithms, the CS can be 2040% smaller.



7
Conclusions and Recommendations

Control allocation, the combination of control effector functions, is especially interesting for a
PrandtlPlane. The unique geometry having two full wings, and a large longitudinal moment
arm to the center of gravity, allows more flexibility in control surface placement while retaining
control effectiveness. While a conventional aircraft is restricted in position for effective ailerons
and elevators, the PrPs wings allow the placement of extra control surfaces.

A new optimization system for automatic control surface sizing under the constraints of
adequate handling qualities has been developed and programmed. The correct functioning
of the system has been shown by comparison with the results of a publication using a sim
ilar framework and higher fidelity aerodynamics data, but limited to the mechanical gearing
mechanism. With application to a boxwing aircraft configuration, different control allocation
methods have been assessed on their effect on control surface design. As primary objective
function the span minimization was chosen, as this is a popular and well quantifiable param
eter of the control surface layout. Another optimisation was performed using a minimum area
objective function.

Results show that advanced control allocation methods achieve smaller control surface
layouts with respect to classic mechanical gearing, in terms of total control surface span or
area. For a given set of control surfaces, a simple allocation algorithm such as the constrained
pseudo inverse shows reductions in required span and area of the control surfaces. For the
direct allocation, the improvements increase. Hence, the use of control allocation is superior
to the classical control methods when optimizing for control surface span. Given sufficient
computational resources, the use of direct allocation is the most beneficial. Regarding an
optimization for minimum area, the conclusions are similar. The pseudo inverse provides
an improvement over the mechanical gearing. The direct allocation again shows a further
improvement over the pseudo inverse.

For the task of utilizing these redundant control surfaces at maximum efficiency, control
allocation is the best option, as illustrated by the main research findings. However, the use of
control allocation can also have an impact on the positioning of the surfaces. The combination
of the functions allows a midwing placement of the surface where it can function as both an
effective pitch and rolling moment generator. This conclusion is illustrated in a last study. The
results show a further benefit if the inner rear surface is positioned further midwing compared
to the initial case. Hence, for a PrandtlPlane, the classic control surface layout may not be an
optimal solution. It should be considered to place the surfaces more centrally on the wings.

Comparisons of the attainable moment sets for the algorithms further highlighted the ben
efits of direct allocation. In order to have a comparable volume of the attainable moment set,
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direct allocation requires significantly less control surface span width compared to the other
algorithms.

The improvement seen in the results of the study implies that for future studies the use
of the direct allocation algorithm is recommended. The pseudo inverse has consistently per
formed lower and is hence not recommended. An extension of this study would be the option
to allow free placement of the control surface on the wing. For this, special emphasis must
be laid on the integration of flaps when allowing the surfaces to vary the position along the
wing. Furthermore, for investigations using higher numbers of control effectors, it is advised
to change the aerodynamic solver or include correction factors for nonlinear effects on small
surfaces to achieve credible results. For a more complete analysis of the control surface re
quirements, future investigations should include all potentially critical flight phases, including
modelling of takeoff and landing performance. Another possible extension of this framework
could include the aerodynamic forces in the allocation problem. With such a framework, other
test cases or performance criteria can be created that make use of direct lift or direct sideforce
control. With this, the effects of these features on the handling qualities of the PrandtlPlane
and the required control surface sizes could be analysed further. Lastly, it is advised to use
the framework with an objective function that includes aerodynamic parameters such as the
maneuver drag. This requires the integration of a drag model in the framework. The drag
results can be extracted from the flight mechanics analysis and fed to the objective function.
Another possible implementation is the addition of a secondary objective function to the control
allocation algorithm that takes drag into account.
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A
Detailed optimisation results

This appendix contains the detailed behaviour of all optimisations mentioned in the results
chapter. The main text showed these plots for the initial minimum span optimisations for all
three control algorithms. This appendix now shows all plots from the remaining optimisation
runs that are not specifically shown before.

A.1. Detailed optimisation results forminimumspan objective func
tion

This section shows the optimisation plots for the additional optimisations using the minimum
span objective function from the sensitivity study. It contains the iteration histories of the CS
spans, and the constraint behaviours at every iteration of the optimiser for the six optimisation
runs.
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Figure A.1: CS span development for MG 2
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Figure A.2: Trim and OEI constraints for MG 2
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Figure A.3: HFQ constraints for MG 2
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Figure A.4: CS span development for MG 3
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Figure A.5: Trim and OEI constraints for MG 3

0 1 2 3 4 5

Iteration

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5
S

c
a

le
d

 H
F

Q
 c

o
n

s
tr

a
in

t 
v
a

lu
e

No sidewind, nMax

No sidewind, nMin

No sidewind, time to bank

Sidewind, nMax

Sidewind, nMin

Figure A.6: HFQ constraints for MG 3
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Figure A.7: CS span development for CPI 2
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Figure A.8: Trim and OEI constraints for CPI 2
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Figure A.9: HFQ constraints for CPI 2
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Figure A.10: CS span development for CPI 3

0 1 2 3 4 5 6 7 8 9

Iteration

-1

-0.9

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

M
a
x
im

u
m

 s
c
a
le

d
 t
ri
m

 c
o
n
s
tr

a
in

t 
v
a
lu

e
 (

-)

No wind Trim

No wind OEI

Sidewind Trim

Sidewind OEI

Figure A.11: Trim and OEI constraints for CPI 3
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Figure A.12: HFQ constraints for CPI 3
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Figure A.13: CS span development for DA 2
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Figure A.14: Trim and OEI constraints for DA 2
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Figure A.15: HFQ constraints for DA 2
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Figure A.16: CS span development for DA 3
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Figure A.17: Trim and OEI constraints for DA 3
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Figure A.18: HFQ constraints for DA 3

A.2. Detailed optimisation results forminimumarea objective func
tion

This section shows the optimisation plots for the optimisations using the minimum area objec
tive function. It contains the iteration histories of the CS spans, and the constraint behaviours
at every iteration of the optimiser for the three optimisation runs.
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Figure A.19: CS span development for MG
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Figure A.20: Trim and OEI constraints for MG
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Figure A.21: HFQ constraints for MG
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Figure A.22: CS span development for CPI
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Figure A.23: Trim and OEI constraints for CPI
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Figure A.24: HFQ constraints for CPI
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Figure A.27: HFQ constraints for DA
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Figure A.25: CS span development for DA
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Figure A.26: Trim and OEI constraints for DA

A.3. Detailed optimisation results for improved rear CS placement
minimum span objective function

This section shows the optimisation plots for the optimisations of the improved placement
comparison using the minimum span objective function. It contains the iteration histories of
the CS spans, and the constraint behaviours at every iteration of the optimiser for the two
optimisation runs. The case B setup has added another control surface further midwing.
The case C setup has only the midwing surface. The original inboard rear surface was
removed.
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Figure A.28: CS span width development for case B
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Figure A.29: Trim and OEI constraints for case B

0 1 2 3 4 5 6 7 8 9 10 11

Iteration

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

S
c
a

le
d

 H
F

Q
 c

o
n

s
tr

a
in

t 
v
a

lu
e

No sidewind, nMax

No sidewind, nMin

No sidewind, time to bank

Sidewind, nMax

Sidewind, nMin

Figure A.30: HFQ constraints for case B
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Figure A.31: CS span width development for case C
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Figure A.32: Trim and OEI constraints for case C
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Figure A.33: HFQ constraints for case C





B
Exploring the effect of higher control

surface numbers

The main study shows benefits of DA over MG. Theoretically, DA also offers additional design
freedom. Especially, the question arises, whether more independent CSs and a free place
ment along the trailing edge may be advantageous. Hence, an exploratory investigation is
performed to assess, whether three and four CSs per wing may result in smaller total required
CS size, compared to the results above. For this, each CS is defined by the design variables
inboard position 𝜂𝑖 and CS width 𝑤𝑖.

The main goal of this exploratory analysis is not to provide a final design for an improved
CS layout on the box wing, but to investigate the behaviour of the DA and the optimiser when
they are given more freedom to find an optimal solution.

The additional design variables require the implementation of geometric constraints to
avoid overlapping. Hence, if during the calculation two surfaces would intersect, the inner
surface is constrained in width to the beginning of the outer surface by the system.

The free movement of the surfaces makes it impossible to define a sensible flap. So, the
optimised control surfaces will also have to take over this role to achieve sufficient lift at the
commanded approach speed. The goal of this preliminary investigation is thus not a direct
comparison of additional CS compared to the main investigation, but to explore how resulting
designs may differ in shape when the CS are allowed free movement. The exclusion of a flap
in this analysis underlines that this is intended as an academic investigation, not specifically
destined to yield a practical CS arrangement for a specific aircraft design.

The optimisation is performed using the DA algorithm and for two cases. One case uses
three CS per wing, the other four. Figure B.1 shows the initial layout of the three CS case, with
the initial points and bounds for all design variables shown in table 9. The four surface case
uses the same bounds on its design variables, solely the initial values differ slightly to fit four
surfaces on each wing. To retain a somewhat reasonable design, a lower limit of 𝑤𝑙𝑖𝑚𝑖𝑡 = 0.01
was imposed. If the CS shrink below this tolerance, the surface would be assumed to have a
zero width for the aerodynamic and flight mechanic analysis.

79
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Figure B.1: Initial layout for the three CS investigation

Table B.1: Initial value and bounds for three surface individual optimisation

Wing Control surface Symbol Initial value Lower bound Upper bound

Front wing

CS 1 𝜂1 0.15 0.1 0.45
𝑤1 0.05 0 0.3

CS 2 𝜂2 0.3 0.1 0.45
𝑤2 0.05 0 0.3

CS 3 𝜂3 0.4 0.1 0.45
𝑤3 0.05 0 0.3

Rear wing

CS 4 𝜂4 0.15 0.005 0.45
𝑤4 0.05 0 0.4

CS 5 𝜂5 0.3 0.005 0.45
𝑤5 0.05 0 0.4

CS 6 𝜂6 0.4 0.005 0.45
𝑤6 0.05 0 0.4

Figures B.2 and B.3 show the results of the optimisations utilising direct allocation (DA) with
a minimum area objective function. Two things can be observed from these results. First, the
final result always optimised at least one control surface to have zero area, hence removing
the surface from the wings. Some of the remaining control surfaces have shrunk to very small
levels, such that from an engineering point of view, this design is not viable anymore. This is
especially visible in the optimisation results with four initial surfaces, in figures B.3.
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Figure B.2: Resulting layout of three individual CS
using DA for minimum area

Figure B.3: Resulting layout of four individual CS using
DA for minimum area

AVL as linear aerodynamic solver is still able to solve for the control effectiveness of these
small surfaces, however, in reality nonlinearities will play a dominant role for these shapes and
hence the practical control effectiveness of these small surfaces will be near zero. The linear
nature of AVL’s results are shown in figure B.4, where it is shown that even for small surfaces
(0.01 𝑏𝑤𝑖𝑛𝑔), the CS effectiveness decreases to zero in a smooth manner for all aerodynamic
coefficients.
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Figure B.4: Aerodynamic moment coefficients from AVL for a CS at ±30 degrees deflection as function of
nondimensional span width

The calculations gave some insight that with multiple control surfaces, an optimal solution
seems to reduce to less individual surfaces, especially visible on the front wing. Additionally,
when comparing the objective function results with the main study, the results now are consid
erably smaller. This may have two major reasons: the removal of the flap reduces the required
control power to counteract the pitching moment of an aircraft with extended flaps. Hence, the
CS can be smaller. Secondly, the optimised locations may result in better effectiveness of the
individual CS. However, this investigation is intended as an exploration and not a compari
son to the main study, hence the results should to be considered as trends, not absolute CS
positions or sizes.

The optimisation behavior of the three surface case using DA is shown in figures B.5 to
B.8. Figures B.5 and B.6 show how both the width and location of every CS changed sig
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nificantly over the course of the optimisation, and shows overall more variability compared to
the main study results. The most interesting fact arises from the HFQ behavior in figure B.8.
Removing the flap significantly reduces the pitching moment of the aircraft. Now, the CS have
optimised to a point where the maximum pull up acceleration is the limiting constraint whereas
the banking is not limiting. This is the exact opposite compared to the main study results.

Figure B.5: CS span width development for three
individual CS per wing

Figure B.6: CS inboard position development for three
individual CS per wing

Figure B.7: Trim and OEI constraints for three
individual CS per wing

Figure B.8: HFQ constraints for three individual CS per
wing

Following the observations, that the inclusion of 𝜂𝑖 as design variables leads to infeasible
results from an engineering perspective, the test case was amended to chain the CS together
such that all surfaces will remain attached to each other at all times. Only the location of the in
board beginning of the control surface chain is kept as a position design variable (𝜂𝑓𝑟𝑜𝑛𝑡,𝜂𝑟𝑒𝑎𝑟),
and control surfaces are simplified to a widthonly (𝑤𝑖) optimisation. This investigation uses a
minimum size of 𝑤𝑚𝑖𝑛 = 0.01 for each surface to retain the initial number of CS on the wing.

The results for the three surface case are shown in figure B.9 and table B.2, for the four
surface case they are shown in figure B.10 and table B.3.
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Figure B.9: Resulting layout of three connected CS
using DA for minimum area Figure B.10: Resulting layout of four connected CS

using DA for minimum area

Table B.2: Resulting CS position and sizes as fraction of span of three connected surfaces for minimum area

Algorithm Obj. (𝑚2) 𝜂𝑓𝑟𝑜𝑛𝑡 𝑤1 𝑤2 𝑤3 𝜂𝑟𝑒𝑎𝑟 𝑤4 𝑤5 𝑤6
Initial 5.8019 0.25 0.04 0.04 0.04 0.2 0.04 0.04 0.04
DA 3.8796 0.40 0.01 0.01 0.01 0.166 0.01 0.044 0.074

Table B.3: Resulting CS position and sizes as fraction of span of four connected surfaces for minimum area

Alg. Obj. (𝑚2) Front CS 1 CS 2 CS 3 CS 4 Rear CS 5 CS 6 CS 7 CS 8
Initial 7.9422 0.3 0.04 0.04 0.04 0.04 0.1 0.04 0.04 0.04 0.04
DA 4.1352 0.224 0.01 0.01 0.01 0.01 0.286 0.028 0.048 0.025 0.032

These results show that the chaining of the CS leads to designs with a small total CS size
on the front wing and a large total CS size on the rear wing. On the rear wing, the CS are
not located specifically inboard and or outboard, but mainly midwing. The main difference in
shape between the three and four CS calculations is that in the latter the front wing surfaces are
placed further inboard, while the rear surfaces are placed further outboard. This is probably
not an effect of the number of CS but again shows that multiple local minima concerning
the optimum distribution for pitch and roll effectors may exist for a box wing design. This
is similar to the two surface analyses where different layouts lead to comparable objective
function results. It may also be a consequence of having removed flaps, which invalidates
any reasonable comparison to the main studies or engineering evaluation

The optimisation behavior of the three connected surface case using DA is shown in fig
ures B.11 to B.14. The overall shape is very similar to the three individual surface results.
Interesting to note is that the CS on the front wing did not reduce right away, but only in the
third iteration, when a rear surface was significantly enlarged. The HFQ results again show
the impact of the missing flap on the constraints. Here, both pull and bank constraints are
limiting.

The results of this exploratory investigation with free floating combined CS can be a hint
for further studies, that more midwing positions with small surfaces on the front wing and
large surfaces on the rear wing could be advantageous over the original inboardoutboard
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Figure B.11: CS span width development for three
connected CS per wing

Figure B.12: CS inboard position development for
three connected CS per wing

Figure B.13: Trim and OEI constraints for three
connected CS per wing

Figure B.14: HFQ constraints for three connected CS
per wing

configuration. The three CS case here shows a more practical result, as the remainder of the
front wing can be designated as a flap for a real design, with the rear wing CS distribution and
size staying the same.
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