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Linear mixed-effects models provide several benefits over more traditional statistical infer-

ence tests and are particularly useful for most human-in-the-loop tracking experiment data.

However, surprisingly, mixed models are virtually not used for the analysis of tracking ex-

periment data. This paper uses linear mixed-effects models to analyze combined tracking

data from two previous human-in-the-loop roll tracking experiments that compared control

behavior metrics collected in both a research aircraft and a motion-base simulator. In the

experiments, pilots’ behavior under 10 different motion configurations with varying motion

filter gains and break frequencies was evaluated and compared to that in the real aircraft. The

linear mixed-effects model analysis on the combined dataset confirmed the main statistical out-

comes of the individual experiments. The main benefits of mixed models for this type of data

were demonstrated by successfully combining data from two experiments that used different

experimental conditions and of which one had an additional apparatus and the other a miss-

ing participant. Finally, the mixed-model analysis was able to explicitly test for scientifically

relevant statistical differences in the dependent measures between the aircraft and simulator,

as well as between both experiments.

Nomenclature

4 = tracking error signal, deg

4B = simulator tracking error signal, deg

F = ANOVA �-value

53 = disturbance forcing function, V

5C = target forcing function, deg

�2 = controlled element dynamics

�< 5 = motion filter dynamics

�=< = neuromuscular actuation dynamics

�?< = pilot motion response

�?E = pilot visual response

�B< = simulator motion cueing

system dynamics

�BE = simulator visual cueing

system dynamics

 < = pilot motion gain, V/IPUT

 < 5 = motion filter gain

 B = stick input gain

 E = pilot visual gain, V/deg

= = pilot remnant signal, V

? = statistical ?-value

B = Laplace operator, rad/s

)! = pilot visual lead time constant, s

D = pilot control signal, V

u = vector of random effects

D2 = scaled pilot control signal, V

D< = pilot motion control signal, V

DE = pilot visual control signal, V

- = fixed effect design matrix

y = observation vector

/ = random effect design matrix

Symbols

# = vector of fixed effects

X2 = control input, deg

& = vector of random modeling errors

Z=< = neuromuscular damping ratio

_ = Box-Cox transformation factor

f2
4 = error variance, deg2

f2
D = control input variance, V2

f2
D<

/f2
DE

= pilot motion/visual variance fraction
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g< = pilot motion time delay, s

gE = pilot visual time delay, s

q = roll angle, deg
¥q = roll acceleration, deg/s2

¥q< 5 = filtered roll acceleration, deg/s2

¥qB = simulator roll acceleration, deg/s2

i<,3 = disturbance phase margin, deg

i<,C = target phase margin, deg

j2 = likelihood ratio test statistic

l2,3 = disturbance crossover frequency, rad/s

l2,C = target crossover frequency, rad/s

l< 5 = motion filter break frequency, rad/s

l=< = neuromuscular frequency, rad/s

I. Introduction
Statistical inference is an ever controversial, yet essential, part of human-in-the-loop tracking experiment data

analysis. Most importantly, it is used to test hypotheses about changes in population parameters, where statistical

models are used to assess the likelihood that a certain hypothesis is true. Many different statistical models are available

to researchers to analyze differences among group means in a sample, all relying on different assumptions and having

different advantages and disadvantages. The field of statistics is complex and most researchers outside of this field

do not have detailed knowledge about the ever-changing state-of-the-art in statistical modeling. Often, the choice of

statistical method is based on prior research in the field without careful consideration of all the available options.

Statistical analysis on human-in-the-loop experiment data can be challenging, for a number of reasons. First, a

characteristic of most human-in-the-loop studies is that the sample size is generally modest and that all too often also

data for some conditions are not available for some participants, e.g., due to data corruption or participant dropout. In

addition, due to the fact that it is often not possible (e.g., to avoid experiments becoming impractically long in duration)

to test a complete factorial set of experiment conditions, in many cases researchers compromise for a statistically

incomplete design. Finally, key dependent measuresthat are often used for comparing across different conditions (e.g.,

performance metrics, crossover frequency) typically do not provide well-distributed (i.e., normal) samples, due to large

between-subject differences or sub-populations in the subject pool (e.g., high/low-gain pilots [1–3]). Despite these

typical issues, the default choice for statistical analysis in most human-in-the-loop simulation studies is still to perform

a (repeated-measures) analysis of variance (ANOVA), or a robust alternative [1, 2, 4–11].

Linear mixed-effects models or, more simply, mixed models are a type of regression model that takes into account

both the data variation that is explained by the independent variables of an experiment, the fixed effects, and the

variation that is not explained by the independent variables, the random effects [12]. The random effects essentially

provide structure to the error term of the statistical model. Mixed models are widely used in the fields of ecology and

biology [13], which often deal with complex and statistically messy datasets. Mixed models have many advantages over

more traditional statistical methods like the ANOVA, such as the way missing data are handled and their applicability

to more complex data structures [12]. Due to these advantages, it is surprising that mixed models are not more widely

considered for experimental human-in-the-loop studies.

This paper tests the effectiveness of linear mixed-effects models by re-analyzing tracking data from previous

human-in-the-loop tracking experiments. On purpose, we analyze data from two separate yet closely related roll

tracking experiments [1, 9, 14] performed at TU Delft. In Experiment 1 [1], seven Cessna Citation II pilots performed

the same compensatory roll attitude tracking task both in real flight using TU Delft’s PH-LAB laboratory aircraft, as

well as in TU Delft’s SIMONA Research Simulator (SRS) under four different simulator motion cueing configurations.

Experiment 2 [9, 14] was a follow-up experiment with 10 experimental conditions, where the same roll tracking task

was performed with a factorial variation in roll motion filter gain (1.0, 0.75, or 0.5) and break frequency (0.0, 0.5, or

1.0 rad/s), in addition to a reference no-motion condition. Experiment 2 was performed by six of the seven Citation

pilots who also participated in Experiment 1. Furthermore, all simulator conditions of Experiment 1 were also tested

in Experiment 2. Individually, both experiments have a statistically messy setup, with an incomplete factorial design

and often awkwardly distributed samples, which limited the quality of the statistical analysis provided in the original

publications [1, 9]. In combination, the data from both experiments suffer from missing participant data (Experiment

2) and missing coverage of test conditions (Experiment 1: missing many motion settings, Experiment 2: missing

in-flight condition).

This paper will add to the literature as follows: 1) the benefits of linear mixed-effects models will be discussed

in the context of human-in-the-loop tracking experiments, 2) we will show how the data from different experiments

can be analyzed as a single dataset using mixed models, to gain new insights into pilot control behavior discrepancies

between real and simulated flight, and 3) the mixed-model results will be directly compared to our previous statistical

results as published in the original publications [1, 9].
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This paper is structured as follows. First, Section II will give an overview of linear mixed-effects models including

their main assumptions. Next, Section III will provide the relevant details regarding the experiments of [1, 9], followed

by the mixed-model analysis results and discussion in Section IV. The paper ends with conclusions.

II. Linear Mixed-Effects Models

A. Definition

Linear mixed-effects models (LMM) are statistical models that incorporate both fixed effects and random effects.

A mixed model can be represented in matrix notation by:

y = -# + /u + & (1)

with y a known vector of observations, # an unknown vector of fixed effects, u an unknown vector of random effects,

and & an unknown vector of random errors. - and / are known design matrices relating the observations y to # and

u, respectively.

The two most commonly used approaches to parameter estimation in linear mixed-effects models are maximum

likelihood and restricted maximum likelihood methods. When used for statistical inference, mixed-effects models

of the form of Eq. (1) are progressively built-up by adding different candidate fixed effects # and their interactions

one-by-one, starting with an intercept-only (no variation across conditions) model. Likelihood ratio tests between

models with and without a candidate fixed effect are then used to determine the significance of each fixed effect in

explaining the observations y.

B. Assumptions

When using linear mixed-effects models for statistical analysis of effects present in a measured set of data, the

following main assumptions apply [15]:

1) Linearity: the observations y are a linear combination of # and u.

2) Absence of collinearity: the fixed effects # are not correlated with each other.

3) Homoskedasticity: the variance of the data should be approximately equal across the range of predicted values.

4) Normality of residuals: the model residuals & should be (approximately) normally distributed.

The normality of residuals assumption is considered to be the least important, as LMM are relatively robust against

violations of this assumption. All these assumptions can be evaluated using scatter and Q-Q plots of the residuals.

C. Application to Tracking Experiment Data

This paper uses R, a free programming language and software environment for statistical computing, and the

lme4 package to estimate the linear mixed-effects model parameters [12]. In the context of the experiments discussed

in this paper, mixed models will be identified to describe pilot performance and control activity, and the estimated

parameters of multimodal pilot models (i.e., the observations y). The experimental conditions, that is, the different

motion configurations and experiment environments [1, 7, 16], will be the fixed effects of the model. In addition,

the interactions of the main fixed effects will be included in the models. For a within-subject (repeated measures)

human-in-the-loop experiment, a between-subject “pilot” effect is the only random effect included in the models.

III. Human-in-the-Loop Experiment Datasets
This paper combines data from two experiments. Both experiments used the same tracking task and simulator

setup. Experiment 1 is discussed in detail in [1] and Experiment 2 in [9, 14].

A. Tracking Task

Fig. 1 shows the compensatory roll attitude target-following disturbance-rejection task used both experiments.

Pilots actively minimized the deviation of the aircraft roll attitude (q) from a desired roll attitude, as defined by the

forcing function 5C . In addition, pilots simultaneously counteracted a disturbance acting on the aircraft, induced by a

disturbance forcing function 53 . Both the target and disturbance forcing function signals were multisines, for details
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Fig. 1 Compensatory tracking task from [1, 9].

es

Fig. 2 Compensatory display from [1, 9].

please refer to [1]. Deviations from the target forcing function were visually presented as the tracking error 4 on a

compensatory display, see Fig. 2.

In the tracking task, the pilots controlled the Cessna Citation II roll dynamics �2 (B) using a sidestick. The

summation of the disturbance forcing function 53 and the stick output D served as the control input. Furthermore,

depending on the experimental condition, the pilots experienced physical motion cues as provided by the simulator

motion system or the movement of the real aircraft in the in-flight condition. As shown in Fig. 1, for this control task,

pilots’ control dynamics can be modeled using linear visual (�?E (B)) and motion (�?< (B)) response functions and a

remnant signal = accounting for nonlinear behavior and noise.

Finally, the main goal of the experiments of [1, 9, 14] was to explicitly measure how pilots’ control behavior was

affected by variation in simulator roll motion cueing. In both experiments, the tested variation consisted of different

parameter settings for the roll motion filter, indicated with �< 5 (B) in Fig. 1. Note that the visual and motion cueing

dynamics �BE and �B< (i.e., cueing delays) were also explicitly accounted for and, whenever possible, made similar

between the in-flight and simulator measurements [1].

B. Experimental Conditions

Experiment 1, as described in full detail in [1], performed a direct comparison of roll tracking behavior measured

both in real flight, using TU Delft’s Cessna Citation II laboratory aircraft, see Fig. 3a, and in the SIMONA Research

Simulator (SRS), see Fig. 3c. To be able to perform the tracking task in real flight, the aircraft was equipped with a

custom FBW control system [1, 16, 17]. Pilots were seated in the right-hand pilot seat and performed the task with

a right-handed sidestick (a force stick). To ensure a fair comparison, the experiment setup in the SRS cockpit was

matched to the setup in the Citation cockpit, see Fig. 3b and 3d. Experiment 2 [9, 14] made use of exactly the same

experiment setup in the SRS as used for Experiment 1 (Figs. 3c and 3d) and tested a much larger set of (factorial) roll

motion cueing gain and break frequency variations, see Table 1.

Table 1 lists the experimental conditions tested in Experiments 1 [1] and 2 [9, 14]. Compared to the original

publications, we use a different naming convention for the different test conditions in this paper. The first character of

all condition names is either a “C” for “Citation”, which indicates a condition performed in the real aircraft, or an “S”

for “SRS”, i.e., a simulator condition. The remainder of the condition names are composed of the tested combination

of roll motion filter gain  < 5 and break frequency l< 5 (separated by a slash symbol), between brackets. Hence, for

example, “C(1.0/0.0)” refers to the in-flight condition with 1-to-1 aircraft roll motion, while “S(0.5/1.0)” tested a roll

motion filter with  < 5 = 0.5 and l< 5 = 1.0 rad/s in the SRS.
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(a) The Cessna Citation II laboratory aircraft. (b) The Cessna Citation II cockpit setup.

(c) The SIMONA Research Simulator (SRS). (d) The SRS cockpit setup.

Fig. 3 TU Delft’s Cessna Citation II laboratory aircraft (PH-LAB) and SIMONA Research Simulator and their cockpits during the

experiments of [1, 9, 14].

Table 1 Roll task experimental conditions for Experiments 1 and 2.

Condition Apparatus  <5 l<5 Description Experiment 1 Experiment 2

S(0.0/-) SRS 0.0 − no motion
√ √

S(0.5/1.0) SRS 1.0 rad/s strong washout, low gain
√

S(0.5/0.5) SRS 0.5 0.5 rad/s medium washout, low gain
√ √

S(0.5/0.0) SRS 0.0 rad/s no washout, low gain
√

S(0.75/1.0) SRS 1.0 rad/s strong washout, medium gain
√

S(0.75/0.5) SRS 0.75 0.5 rad/s medium washout, medium gain
√

S(0.75/0.0) SRS 0.0 rad/s no washout, medium gain
√

S(1.0/1.0) SRS 1.0 rad/s strong washout, high gain
√

S(1.0/0.5) SRS 1.0 0.5 rad/s medium washout, high gain
√ √

S(1.0/0.0) SRS 0.0 rad/s no washout, high gain
√ √

C(1.0,0.0) Citation 1.0 0.0 rad/s no washout, high gain
√

Table 1 shows that all simulator conditions tested in Experiment 1 were also part of the, more complete and

elaborate, test condition matrix of Experiment 2. The reference in-flight condition C(1.0/0.0) was, however, only

evaluated in Experiment 1.

C. Participants

Experiments 1 and 2 were both performed by a group of Cessna Citation pilots. Experiment 1 was performed by

a total of seven pilots, of whom six returned for Experiment 2. As in this paper the data from both experiments are

combined and differences between individual pilots are explicitly accounted for in our mixed models, Table 2 lists the

mapping of pilot/subject numbers used in [1, 9, 14].

D. Dependent Measures and Data Analysis

For both Experiments 1 and 2, a number of different dependent measures were used for comparing pilots’ control

behavior and task performance across the tested conditions. The following different categories of dependent measures

are presented in [1, 9, 14]:
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Table 2 Mapping of pilot/subject identification numbers in [1] and [9, 14].

Source Pilot/Subject Number

Experiment 1 [1] 1 2 3 4 5 6 7
Experiment 2 [9, 14] 6 4 5 2 n/a 3 1

• Task performance metrics: the variances of the error signal 4 (see Fig. 1) and the control signal D were used

as metrics of task performance (tracking accuracy) and control activity, respectively. In [1, 9] also the separate

contributions of 5C , 53 , and = (see Fig. 1) were compared across conditions, in addition to the total variances (f2
4

and f2
D).

• Crossover characteristics: the crossover frequencies and phase margins for the “target” open-loop system (i.e.,

l2,C and i<,C ) and the “disturbance” open-loop system (i.e., l2,3 and i<,3) were computed. Due to the fact that

Experiments 1 and 2 used a combined target-following and disturbance-rejection task, crossover characteristics

were evaluated separately for both loops.

• Pilot model parameters: fitted linear models for pilots’ visual (�?E ) and motion (�?<) responses (see Fig. 1)

were used to explicitly quantify pilots’ multi-channel control dynamics. In both experiments, the fitted pilot

model was:

�?E (B) =  E ()!B + 1) 4−BgE l2
=<

B2 + 2Z=<l=<B + l2
=<

(2)

�?< (B) =  <
5.97 (0.11B + 1)

(5.9B + 1) (0.005B + 1) 4
−Bg< l2

=<

B2 + 2Z=<l=<B + l2
=<

(3)

The pilot model given by Eq. (2) and (3) had 7 free parameters: a pilot visual gain  E , a pilot motion gain  <, a

pilot visual lead time constant )! , visual and motion time delays gE and g<, and a neuromuscular system natural

frequency (l=<) and damping ratio (Z=<). The first second-order transfer function in Eq. (3) accounts for the

vestibular sensor (semi-circular canal) dynamics [1]. Finally, to objectively quantify the relative contributions of

�?E and �?< to pilots’ control inputs D, the fitted models were also used to simulate DE and D< (see Fig. 1) and

calculate a relative visual/motion control signal variance fraction, f2
D<

/f2
DE

.

In this paper, we will analyze only the data from a subset of these original dependent measures, focusing on a

number of the key metrics revealing how pilots were affected by motion cueing variations as concluded in [1, 9, 14].

Here, we will focus on using mixed-effects models to re-analyze the data from Experiments 1 and 2 for the error signal

variance (f2
4 ), the control signal variance (f2

D), the pilot visual gain ( E ), the pilot visual lead time constant ()!),

and the visual/motion variance fraction f2
D<

/f2
DE

. Fig. 4 to 6 show the combined data from Experiment 1 (red) and

Experiment 2 (green) for all experiment conditions.

For statistical comparisons of the Experiment 1 and Experiment 2 data across the tested conditions, Analysis of

Variance (ANOVA) tests were used in [1, 9, 14]. For Experiment 1, which did not have a factorial set of test conditions

defined by multiple independent variables, see Table 1, a 1-way repeated measures ANOVA was used as the main

statistical test [1]. In cases where data distributions were strongly non-normal (e.g., f2
4 ), a nonparametric Friedman test

was applied. Experiment 2 tested a complete factorial combination of three  < 5 and three l< 5 settings, in addition to

a reference no-motion condition S(0.0/-). The original statistical analysis for Experiment 2 [9, 14] was performed using

a 2-way factorial repeated measures ANOVA on all conditions with simulator motion, with  < 5 and l< 5 as statistical

factors, hence excluding the no-motion case. Overall, the statistical comparisons of the data reported in [1, 9, 14] were

suboptimal, due to problems with data distributions (e.g., f2
4 in Experiment 1) and the fact that the tested conditions

were not a balanced factorial combination of independent variables (Experiments 1 and 2).

IV. Results
This section presents the results of the improved statistical analysis of the measured data from Experiments 1 and 2

combined, as shown in Fig. 4 to 6, using mixed-effects models. In addition to exploring the possibilities for performing

mixed-model analysis on the combined dataset, we will first use Experiment 2’s data for a direct comparison of basic

statistical outcomes between mixed-effects models and ANOVAs. To conclude, we provide a reflection on the merits
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Fig. 6 Visual/motion variance fraction.
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of mixed-effect models for human-in-the-loop experiment data analysis and the main statistical conclusions regarding

the statistical comparisons (e.g., in-flight vs. simulator) made in [1, 9, 14].

Some outliers were present in the data, as assessed by boxplots (see Fig. 4 to 6), but they were kept in for the

analysis. Assumptions of linearity, homoskedasticity, and normality of residuals were checked visually using scatter

plots and Q-Q plots of the residuals for each model. For all dependent measures, except the lead time constant )! , the

model assumptions of homoskedasticity and normality of residuals were not met due to the fact that these measures

were positively skewed. These dependent measures were transformed to make the data more normally distributed using

Box-Cox transformations [18] with _ values of -0.18, 0.18, 0.1, and 0.14 for f2
4 , f2

D , f2
D<

/f2
DE

, and  E , respectively.

All models met the assumption of homoskedasticity and normality of residuals after the transformations were applied.

No other violations of the assumptions were detected.

A. Mixed-Effects Models vs. ANOVA (Experiment 2)

In [9, 14], the original statistical analysis for Experiment 2 was performed using a two-way repeated-measures

ANOVA on the data from all motion conditions only (so excluding the no-motion condition S(0.0/-)). The two statistical

factors that varied across these conditions were the motion filter gain  < 5 and break frequency l< 5 , both with three

levels. Here, we performed a direct comparison of theses originally reported statistical test results with the outcomes

of a linear mixed-effects model (LMM) analysis on the same data. As explained in Section II, the LMM used for this

analysis considers  < 5 and l< 5 as the fixed effects, while the between-subject differences are accounted for as a

random effect.

Table 3 shows a direct comparison of the LMM and ANOVA analysis for the five dependent measures compared in

this paper: f2
4 , f2

D ,  E , )! , and f2
D<

/f2
DE

. For both tests, the significance of the direct effects of  < 5 and l< 5 was

tested, as well as their interaction  < 5 × l< 5 . For the LMM analysis, we report the j2 value for addition of each

factor with the degrees-of-freedom in brackets (df), as well as the statistical significance. Consistent with [9, 14], we

report the effect and error degrees-of-freedom df, the F test statistic, and the significance of each factor for the ANOVA.

Table 3 Comparison of LMM and ANOVA results for data from [9, 14].

Linear Mixed-Effects Models Repeated-Measures ANOVA

Dependent Factors Factors

Measures  <5 l<5  <5 × l<5  <5 l<5  <5 × l<5

j2 (2) Sig. j2 (2) Sig. j2 (4) Sig. df F Sig. df F Sig. df F Sig.

f2
4 0.52 − 4.89 ∗ 14.12 ∗∗ 2,10 0.41 − 2,10 4.40 ∗∗ 4,20 2.67 ∗
f2
D 18.43 ∗∗ 2.63 − 1.58 − 2,10 10.03 ∗∗ 2,10 1.00 − 4,20 0.37 −

 E 18.93 ∗∗ 1.90 − 7.26 − 2,10 10.87 ∗∗ 2,10 3.10 ∗ 4,20 1.25 −
)! 20.14 ∗∗ 4.83 ∗ 2.35 − 2,10 6.74 ∗∗ 2,10 4.53 ∗∗ 4,20 0.59 −
f2
D<

/f2
D4

58.82 ∗∗ 3.87 − 3.75 − 2,10 20.54 ∗∗ 2,10 6.03 ∗∗ 4,20 1.70 −

∗∗ = significant (? < 0.05)
∗ = weakly significant (0.05 ≤ ? < 0.1)
− = not significant (? ≥ 0.05)

As expected, Table 3 shows that the statistical analysis outcomes of both approaches are very similar. Especially

equivalent statistically significant effects of  < 5 (f2
D ,  E , )! , and f2

D<
/f2
DE

) and  < 5 × l< 5 (f2
4 ) are found for both

the LMM and the ANOVA across all considered dependent measures. Overall, somewhat weaker statistical effects of

l< 5 were found with the LMM, i.e., less significant effects were found than with the ANOVA ( E and f2
D<

/f2
DE

), as

well as higher ?-values for the significant effects that were found (f2
4 and )!). In [9, 14] it is concluded that the effects

of varying  < 5 on the pilots’ manual control behavior were stronger than those of l< 5 . This can also be confirmed

from visual inspection of the data in Fig. 4 to 6. Thus, the subtle differences between the LMM and ANOVA outcomes

listed in Table 3 are explained by the fact that the not very strong effects of l< 5 in this (small) 6-pilot dataset are likely

to result in somewhat inconsistent statistical outcomes.

B. Mixed-Effects Model Analysis on Combined Dataset

Table 4 provides the results of the linear mixed effects model analysis of the combined dataset from the two

experiments and for the five dependent measures considered in this paper. The models included motion filter gain

8

D
ow

nl
oa

de
d 

by
 T

U
 D

E
L

FT
 o

n 
Ja

nu
ar

y 
28

, 2
02

1 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
1-

10
14

 



( < 5 ), motion filter break frequency (l< 5 ), apparatus (APP), and experiment (EXP) as fixed effects. In addition, the

interaction of  < 5 and l< 5 , as well as the interactions of EXP with both  < 5 and l< 5 , were included as additional

fixed effects. Pilot was used as the random effect. Even though linear mixed effects models can consist of a mix of

categorical and continuous variables, both  < 5 and l< 5 were treated as categorical as this is more in line with the

ANOVA analysis and l< 5 does not apply to the no-motion condition S(0.0/-). The models included random intercepts

only, i.e., no random slopes were introduced.

The mixed-effects models were progressively built up by adding the different fixed effects and interactions one-

by-one, starting with the intercept-only model. Likelihood ratio tests between the models with and without a fixed

effect or interaction determined the significance of that effect. The fixed factors were added to the model in the order

from left to right in Table 4. To illustrate the fit of different models, Fig. 7 provides predictions of some of these

different models for the pilot control activity dependent measure f2
D . For clarity, this figure only includes the raw data

for the simulator conditions (see Table 1) and the corresponding mixed-effects model predictions. Fig. 7a shows the

intercept-only model. This is the most basic model of the data corresponding to the mean. Fig. 7b shows the model

with the apparatus (APP) and motion gain ( < 5 ) factors included as fixed effects. Both these factors in this case are

significant, see Table 4. Note that, visually this model indeed also provides a better fit to the data. Thereby, the model

thus reveals a significant increase in pilot control activity when the motion gain increases. Finally, Fig. 7c provides the

final model including all fixed effects listed in Table 4. Some variation in predictions can be observed from the motion

filter break frequency (l< 5 ), however, as Table 4 shows, this added variation is not a significant effect. The effects of

experiment (EXP) and the interaction between experiment and motion gain ( < 5 ) are significant and reflect the overall

higher control activity and steeper increase of pilot control activity in Experiment 1 compared to Experiment 2.

Table 4 Linear mixed effects model comparison statistics for combined data set.

Factors

Dependent APP  <5 l<5  <5 × l<5 EXP EXP ×  <5 EXP × l<5

Measures j2(1) Sig. j2(3) Sig. j2(2) Sig. j2(4) Sig. j2(1) Sig. j2(2) Sig. j2(1) Sig.

f2
4 16.49 ∗∗ 12.22 ∗∗ 5.20 ∗ 1.67 − 37.30 ∗∗ 1.48 − 0.03 −
f2
D 4.46 ∗∗ 40.75 ∗∗ 3.77 − 4.23 − 17.80 ∗∗ 6.26 ∗∗ 0.01 −

 E 0.48 − 76.90 ∗∗ 2.06 − 4.43 − 0.25 − 1.90 − 0.33 −
)! 1.40 − 61.22 ∗∗ 1.04 − 2.41 − 5.87 ∗∗ 1.48 − 1.50 −
f2
D<

/f2
D4

0.10 − a87.79 ∗∗ 3.36 − 3.19 − 5.66 ∗∗ 0.00 − 0.81 −

∗∗ = significant (? < 0.05) a = df of 2 due to missing data for C(0.0/0.0)
∗ = weakly significant (0.05 ≤ ? < 0.1)
− = not significant (? ≥ 0.05)

Summarizing the results from Table 4 and correlating them with Figs. 4 to 6, the following observations can

be made. Pilot tracking performance was significantly worse and control activity significantly higher in the aircraft

compared to the simulator (APP factor). In addition, pilots used significantly more motion in the aircraft compared to

the simulator (higher f2
D<

/f2
DE

). The pilot visual gain and lead time constant were not affected by the apparatus. The

motion gain introduced significant differences in all dependent measures considered in this paper. When the motion

gain increased, tracking performance decreased, control activity increased, pilots’ use of motion increased, and the

pilot visual gain increased and lead time constant decreased significantly. The motion filter break frequency introduced

a weakly significant effect on f2
4 only, as tracking performance degraded slightly with increasing l< 5 . The interaction

between motion filter gain and break frequency was not significant for any of the dependent measures.

Pilot performance and control activity were also found to be significantly different between Experiments 1 and 2

(EXP factor in Table 4). Both f2
4 and f2

D were significantly higher in the first experiment compared to the second

experiment. The visual/motion variance fraction was significantly higher in the first experiment. In addition, even

though a less pronounced effect, as can be verified from Fig. 5b, the pilot lead time constant was significantly lower

in Experiment 1 compared to Experiment 2. Finally, Table 4 shows the results for the interactions of our EXP factor

with the variations in the metrics due to  < 5 and l< 5 . A significant result for these interactions indicates that

the magnitudes of the change across conditions due to the motion filter gain and break frequency, respectively, were

different between both experiments. Here, we find only one significant interaction with our EXP factor, and hence

consistent effects of  < 5 and l< 5 across the two experiments. The EXP ×  < 5 factor introduced a significant effect

for f2
D only, which is indeed consistent with the stronger increase in control activity with increasing  < 5 found in

Experiment 1, see Figs. 4b and 7c.
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(a) Intercept only model.
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(b) Model with apparatus and motion gain as factors.
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(c) Final model.

Fig. 7 Pilot control activity model predictions.

C. Reflection on Experiment 1 and 2 Statistical Analysis

Overall, the mixed-effects model analysis performed on the combined data from Experiments 1 and 2 results in

very similar statistical outcomes, as summarized in Table 4, as presented in the original publications [1, 9, 14]. Most

of the significant effects of  < 5 , l< 5 , and their interaction reported in [9, 14] for Experiment 2 (which tested a total

of nine combinations of both parameters) on the dependent measures considered here are also significant from the
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mixed-effects model analysis performed on both experiments’ data combined. This, for example, holds for the highly

significant effects of  < 5 on all dependent measures except f2
4 , as can be verified from comparing Tables 3 and 4.

For the combined analysis, however, Table 4 also shows a significant effect  < 5 on tracking performance (f2
4 ), which

was not reported in [9]. As is shown in Fig. 4a, the effect of  < 5 variations on f2
4 across conditions S(0.0/-) and

S(1.0/0.0), as well as S(0.5/0.5) and S(1.0/0.5), was stronger in Experiment 1 compared to Experiment 2, which thus

explains this additional significant effect. Similarly, the significant effect of l< 5 on )! reported for Experiment 2 (see

Table 3) is no longer significant in the combined analysis due to the lack of variation between different l< 5 settings

in Experiment 1. Thus, overall, the combined analysis of the effects of  < 5 and l< 5 in the data from this set of two

experiments has only resulted in minor differences in significance for effects that were, in the original publications,

concluded to be comparatively weak. On the other hand, it has not changed, but only confirmed, the main findings and

conclusions regarding the effects of  < 5 and l< 5 variations reported in [1, 9, 14].

One distinct benefit of using mixed-effects models for statistical analysis on a combined dataset, compared to using a

traditional approach (i.e., ANOVA) for this, is that having only partial overlap in tested conditions and subjects between

experiments (and hence many “missing values”, as is the case here for Experiment 1) is not a problem. This ensures

that the valuable statistical insights that can be gained from such combined analyses can be obtained for many cases

where this would be otherwise impossible, such as the datasets used in this paper. Considering the results obtained for

our EXP factor in Table 4, the mixed-effects model results indicate that f2
4 , f2

D , and )! vary significantly between both

experiments. Indeed, Figures 4a, 4b, and 5b show consistently higher f2
4 (worse performance), increased f2

D (more

control effort), and lower )! (less visual lead), respectively, in Experiment 1. While Experiment 2 was a standalone

simulator experiment [9], Experiment 1 was performed on the same day (and after) the pilots had already performed a

similar pitch tracking experiment (as reported in [7]). Hence, the effects of EXP found in Table 4 may be explained by

different levels of engagement/fatigue in the task across both experiments. Furthermore, the fact that the EXP factor

in our analysis only showed a significant interaction with the applied motion cueing variations in a single instance (f2
D

for  < 5 ) helps statistically underline the consistency of the trends observed in both experiments.

Similarly, this benefit of the mixed-models analysis is also found to facilitate improved analysis of the combined

in-flight and simulator data as previously performed for Experiment 1 only [1]. In our current analysis with mixed-

models, the in-flight condition C(1.0/0.0) was statistically modeled as an additional instance of a “no washout, high

gain” condition, but with a potentially different intercept (i.e., offset value) accounted for with our APP variable (see

Table 1). Where in [1] post-hoc tests were performed to (mostly without success) verify if any significant differences

between the simulator and in-flight data existed, in our current analysis APP introduces highly significant effects for

f2
4 and f2

D that were indeed reported as key (yet statistically not always significant) differences in [1]. It should be

noted that this benefit of course is not restricted to a combined experiment data analysis as presented here in Table 4,

but also for mixed-effects model analysis on the data from Experiment 1 only (not performed here). Thus, especially

the capacity for straightforward and flexible evaluation of the effects of different facilities in a statistical factor (our

APP) can be highly valuable for especially in-flight vs. simulator comparisons.

V. Conclusions
This paper used mixed-effects models to perform a renewed and extended statistical analysis on the data from two

related human-in-the-loop tracking experiments. Both experiments compared pilot tracking behavior in a roll attitude

tracking task with different roll motion cueing (gain and high-pass filter break frequency) settings in a simulator,

while one experiment also included an in-flight measurement for the same task. Our mixed-effects model analysis

confirmed the main statistical outcomes of both individual experiments as reported in our previous publications

[1, 9, 14]. Furthermore, mixed-effects models were found to facilitate statistically meaningful comparison of trends

observed in multiple separate human-in-the-loop experiments (e.g., replication experiments), even in cases of only

partial overlap in tested conditions. Finally, the fact that mixed-effects models can inherently cope well with missing

cases and additional environment variables (i.e., in-flight vs. simulator) was found to be especially helpful for the

statistical analysis of human-in-the-loop experiments as considered in this paper. Such experiments often test additional

“reference” conditions (e.g., no motion, or in-flight) in addition to a (factorial) variation in independent variable(s) that

often prevent the use of more traditional statistical analysis methods on the complete set of experiment data.
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