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Abstract—Traditional charge-based memories such as dynamic
RAM (DRAM) and flash are facing more and more manufac-
turing, reliability, energy, and speed issues. A growing group
of emerging memory technologies, such resistive RAM (RRAM),
spin-transfer torque magnetic RAM (STT-MRAM), phase change
memory (PCM), and Ferroelectric (Fe) devices (e.g., FeFET,
FeRAM), address these problems. Nonetheless, these technologies
are also not perfect, and thus special care must be taken to ensure
that the lifecycle management, from design to obsolescence, of
these memories is as optimal as possible. Lifecycle management
is being developed for traditional technologies, but these are
not optimized for emerging memories yet. In this paper, we
present the first steps of lifecycle management for emerging
memories. We analyze the different lifecycle phases that exist for
two case studies on RRAM and FeFET-based memories. In this
analysis, we identify how the phases affect each other and which
optimizations are possible by analyzing the complete lifecycle.
Finally, we compare the lifecycle phases of these two emerging
memories to see how a unified approach can be developed.

Index Terms—lifecycle management, emerging memory,
RRAM, STT-MRAM, PCM, FeFET

I. INTRODUCTION

Traditional charge-based memory technologies, such as dy-
namic RAM (DRAM) and Flash are facing more and more
issues, that relate to their difficult manufacturing process,
energy consumption, and speed [1–3]. Emerging memory
technologies, such as resistive RAM (RRAM), spin-transfer
torque magnetic RAM (STT-MRAM), phase change memory
(PCM), and memories based on ferroelectric (Fe) devices
(e.g., FeRAM, FeFET), address these problems. For example,
RRAMs and PCMs are faster than Flash, STT-MRAM is faster
than DRAM and non-volatile, and FeFETs are more energy
efficient than Flash [4–6]. Furthermore, it is generally true
that electronics, both traditional and emerging technologies,
are used increasingly in critical applications that are more
demanding than in the past, e.g., autonomous driving or
edge AI in healthcare [7]. As such, it becomes more and
more important that the quality of these electronics can be
guaranteed over longer periods of time. To provide these
guarantees, it is needed that the complete lifecycles of these
devices are understood and optimized together in an effective
and efficient manner, a process called lifecycle management.
Lifecycle management aims to optimize the complete lifecycle
of a device, from design to its obsolescence.

Existing research in this field can be divided into two direc-
tions: general silicon lifecycle management tools, and research
related to individual emerging technology lifecycle phases.

EDA companies have started providing lifecycle management
tools for general digital logic semiconductors, but these tools
are not yet dedicated and optimized for emerging memories
[8–10]. For instance, they severely lack optimized Design-For-
Test (DFT) circuits that can be used for emerging memories.
Research for individual emerging memory technologies fo-
cuses mainly on single aspects, such as circuit design [11,
12], manufacturing optimization [13], production testing [14,
15], or in-field security [16, 17]. Nonetheless, some research
relates to more than one lifecycle phase, e.g., by combining
test and reliability systems [18, 19], but this is not yet suitable
or complete enough to allow for full lifecycle management
of emerging devices. For example, there is limited feedback
to other lifecycle phases, nor is a complete analysis method
available.

In this paper, we present the first steps towards a complete
lifecycle management concept for emerging devices. We do
this by analyzing what the different lifecycle phases for these
circuits are, how they interact with each other, and how these
interactions can be leveraged to optimize their overall quality.
Furthermore, by comparing the lifecycles of different emerging
memory technologies, we are able to identify overlapping
factors between the different technologies. This also allows for
more optimized lifecycle management development. In short,
this paper:

• Introduces lifecycle management for emerging memory
technologies;

• Analyzes the different phases in an emerging memory’s
lifecycle;

• Applies this analysis to two emerging memory technolo-
gies: RRAM and FeFET;

• Discusses optimizations that can be made based on this
analysis for single technologies, as well as for multiple
technologies at once.

The remainder of this paper is structured as follows. Sec-
tion II presents background information on four emerging
memory technologies: RRAM, and FeFET-based memories.
Section III describes the different lifecycle phases of an
emerging memory. Section IV analyzes the lifecyle of an
RRAM. Section V analyzes the lifecycle of a FeFET-based
memory. Finally, Section VI discusses the differences and
overlaps and concludes this paper.
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Fig. 1: RRAM CF and switching [18]
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Fig. 2: FeFET structure and switching [5]

II. BACKGROUND ON EMERGING DEVICES

This section provides background information on the two
emerging technologies that will be part of the later case study:
RRAM and FeFET-based memories.

A. Resistive RAM

An RRAM device is a stacked structure of an oxide
(OxRAM) between two metallic electrodes (bottom (BE) and
top (TE)), or between an electrode and a capping (cap) layer,
as shown in Fig. 1a. When a positive voltage is applied to
the TE with respect to the BE, the bond between the oxygen
and metal ions can break [20–22]. The oxygen ions are then
attracted towards the TE into the capping layer and leave
a conducting chain of oxygen vacancies behind, called the
conductive filament. When a negative voltage is applied to the
TE, the oxygen ions move back from the capping layer into
the oxide and break the CF, as shown in Fig. 1b. In this case,
the resistance of the device increases again. This switching
process is illustrated in Fig. 1c. The figure shows that when
VTE > VSET, the CF forms and the resistance of the device
decreases, while when VTE < VRESET, the CF is dissolved
and the resistance increases again. To ensure reliable writing
and reading from the cell, the SET and RESET resistance
should be far apart from each other (at least 2 to 3 times).

The CF will have a different shape every time that it is
grown or dissolved, leading to cycle-to-cycle variations [23].
Further, the CFs will also be different in every manufactured
device, thus leading to device-device variations. The CF also
suffers from wear-out phenomena when the device is written
frequently; it will tend to get stuck in the RESET or SET
state (more frequently) [24]. Finally, the CF may dissolve as
well under high storage temperatures or long storage times,
limiting the retention of the device [24].

B. FeFET

Ferroelectric FETs have a structure that is shown in Fig. 2a
[5]. It resembles a regular FET, except that an additional
ferroelectric (FE) layer is added between the metal (M) gate
and the interfacial layer (IL). The crystalline FE layer has
a natural polarization (indicated by the arrows per crystal)
that affects the threshold voltage of the FET. The polarization
can be changed by applying an electrical field through the
layer, as shown in Fig. 2b. By changing the polarization of
the FE layer, the threshold voltage can be changed, as shown
in Fig. 2c, and thus data can be stored on the device. The
voltage difference between the two resulting threshold voltages
is called the memory window. the wider this window is, the
easier it is to read out the device.

FeFETs also suffer from reliability issues such as endurance,
retention, and variability [25]. These are caused by the non-
perfect polarization switching of the individual crystals. For
example, after a certain number of switching cycles, not all
crystals may switch, thus reducing the memory window. If the
memory window falls below a threshold, the device cannot be
read out anymore. Similarly, under high temperature or long
storage conditions, the polarization may also switch and thus
lead to data loss. Variability is caused by the fact that the
switching of the crystals in the FE layer is stochastic, and
also by the fact that these layers differ from device to device.

III. LIFECYCLE PHASES

The lifecycle of emerging devices can be described in five
phases, as shown in Fig. 3: design, post-silicon validation and
yield learning, manufacturing and production test, deployment,
and end of life. In each of these phases, choices are made
that affect the later phases, but they also have an impact on
earlier phases. For example, during the manufacturing phase
monitoring processes can be included that give insights into
the device’s performance during deployment as well. Similarly,
the measurements from these monitors can be used to optimize
the manufacturing process, as they indicate weaknesses.

In this section, we will discuss the different lifecycle phases
in more detail. In Sections IV–V, we demonstrate how these
phases are interconnected for all the RRAMs and FeFETs.

A. Design

In this phase, two goals need to be achieved: the design is
made to adhere to its functional requirements and to adhere
to its lifecycle requirements. The functional requirements can
be, for example, memory sizing, operating frequencies, and
interfaces. Lifecycle requirements can be, e.g., defectivity,
endurance, security, and lifetime. To meet the lifecycle require-
ments, changes need to be made to the functional design, thus
resulting in trade-offs in the finalized design. To illustrate,
to obtain a high endurance, it might be needed to include
specialized monitors in the circuit that measure the degradation
of the chip during deployment. In the design phase, it is
decided which design modifications are made and included
to facilitate achieving the lifetime requirements.
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Fig. 3: Different lifecycle phases of emerging devices

B. Post-Silicon Validation and Yield Learning

In this phase, the post-silicon design is validated and made
ready for mass production through yield learning. The val-
idation ensures that the design is meeting its requirements,
both functional and lifecycle-related. Here, bugs are identified
and extensive characterization of the design takes place to see
how the yield of the production process can be improved,
which is called yield learning. As an illustration, from the
characterization it may follow that the design cannot meet
its endurance requirements due to a defect. To combat this,
the manufacturing process needs to be improved so that the
occurrence probability of the defect is reduced, but also the
production and in-field tests need to be improved to detect
these defects in a better manner. For example, additional DFT
can be included, or a test algorithm can be optimized for a
frequently observed defect, which means that the design has
to be adapted.

C. Manufacturing and Production Test

In this phase, mass production has started and the lifecycle
management processes focus on monitoring the production
process and applying production tests to every device. The
aim is to minimize the cost of both these procedures without
losing quality. The production process is monitored through
monitoring structures on the wafer that measure, e.g., threshold
voltages, switching frequencies, and resistances. This moni-
toring ensures that the devices operate within the specified
margins. Production tests are run on every device and result
in a pass/fail decision. Hence, these tests need to be time-
efficient, while detecting as many defects as possible. This
might require the design of dedicated test algorithms, or the
inclusion of DFT, e.g., BIST, or schemes that detect certain
defects. For memories, a single failing cell renders a complete
chip useless and thus is detrimental for the yield. To prevent
this, repair mechanisms are included that can replace the row
or column in which the broken cell is present based on the
production test result.

D. Deployment

In this phase, the chip is deployed in its intended work-
ing environment and the lifecycle management focuses on
ensuring that the device operates reliably, functionally safe,
and securely. These requirements are closely related, but not
the same. The reliability of a circuit details how well the
circuit can perform its function during its intended lifetime.
To ensure reliability, online or in-field self-testing, parameter

monitoring, and error-correcting circuits are used. The aim of
these is to detect failures that arise from aging and mitigate
their impact. To illustrate, running an in-field test during the
startup of the device could detect broken bits due to aging and
perform an in-field repair. To minimize costs, this test can use
the same hardware that was used to perform the production
test. The functional safety of a circuit details how the circuit
will respond due to upsets, such as radiation or aging of the
circuit. For example, due to aging, a certain bit is stuck at
a single value. To prevent critical data loss, error-correcting
codes (ECCs) can be used to restore the data word in which
the bit is present, thus mitigating an unsafe situation. Finally,
security details how well the chip is protected against damage
and theft of its function and data. For example, an attacker
might gain access to the data stored in a memory by increasing
the chip’s clocking frequency. Now, an on-chip frequency
sensor can detect this sudden increase and take precautions
to prevent data loss.

E. End of Life

In this phase, the circuit has reached the end of its func-
tional life and needs to be decommissioned appropriately.
This process entails the shutdown of the device and proper
recycling. When the device reaches its obsolescence it is shut
down. This needs to be done safely and securely, i.e., the
shutdown will not lead to functional unsafe situations, nor
will it lead to a data loss. For example, aging monitors might
be used to determine that the device cannot operate to its
functional requirements anymore, and bring the system into
a safe shutdown state in which all data on the chip is deleted
or securely encrypted. After this, the chip needs to be recycled
in a proper manner so that it is not sold again by malicious
vendors, or that it poses harm to the environment. This can be
done, for example, by ensuring that the shutdown chip is sent
back to its manufacturer through legal means.

IV. CASE STUDY: RRAM

The lifecycle management of RRAMs will be discussed in
this section. Details about every lifecycle phase are going to
be provided.

A. Design

In the design phase, there are several choices that affect
the lifetime performance of an RRAM. These relate to the
cell structure, read and write circuitry, and operating frequen-
cies. The cell structure is defined by the material properties
of the RRAM stack and the architecture of a bit cell. To
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illustrate, hafnium-based RRAM devices are easier to integrate
in existing manufacturing processes but suffer from a smaller
resistance window than other more exotic materials [26],
which makes it harder to read out these cells and thus forms
a manufacturing and reliability risk The architecture of bit
cell is determined by the number of RRAM devices and
access transistors. Single RRAM devices offer dense crossbar
structures but suffer from sneak-paths that make reading the
cell more difficult [20, 27]. Adding an access transistor solves
these problems at the cost of increased area consumption [20].
Besides, due to the stochastic growth of the filament, RRAM
devices suffer from large resistive variations between different
devices, and even within different write cycles of a device itself
[28]. This can be addressed by incorporating more elaborate
write schemes, that ensure that the cell is written properly, but
this introduces an additional area or time overhead [29].

B. Post-Silicon Validation and Yield Learning

The most important metrics for RRAMs during post-silicon
validation and yield learning are the endurance of a cell, the
variability, the retention, and the defects that can be present
after manufacturing. The cycle endurance describes how many
write cycles the RRAM can withstand without failing. If this
number is too low, the write operation, material stack, or usage
of error-correcting circuits can be adapted. The first has the
benefit that it might not require a redesign of the circuit at the
cost of power or time, but that this might affect the reliability
of the circuit later. The other two will require (significant)
design changes but can give better results. As described in the
design phase, the variability needs to be small enough that the
readout circuit can reliably read the cell’s contents. As such,
if the variation is too large, design changes have to be made.
Retention describes how long the data remains stored on the
devices when it is turned off. Again, if this value is too low,
design changes need to be made.

Finally, during validation and yield learning, the defects that
can occur in the production process are identified through
extensive testing and diagnosis [30, 31]. This information
is used to optimize the manufacturing process and might
affect the design of the device, but it is also used to develop
efficient test solutions that can be used in the production phase
[32]. To illustrate, in [33] the existence of the intermittent
undefined state fault is shown, in which the underlying defect
mechanisms are caused by a poor production process or
too severe operating conditions. For the former, either test
solutions are required that detect the defect, i.e., in this case,
extensive march algorithms, or mitigation of the faulty effects
is needed, e.g., by adding appropriate ECC. For the latter,
design modifications are needed that ensure that the devices
are not over-stressed. Similar to the other requirements, these
choices can affect the design as well as further lifecycle
phases.

C. Manufacturing and Production Test

In this phase, the lifecycle management focuses mainly on
production testing of RRAM, rather than monitoring, as there

are no dedicated RRAM manufacturing monitoring circuits.
Production tests need to ensure a high defect coverage that can
be obtained in a short test time. Test time can be reduced by
optimizing the march algorithms that are used [30], or by the
inclusion of DFTs that reduce test time, e.g., through sneak-
path testing [34], or in-memory computing [35]. However, due
to the analog behavior of the RRAM device, march testing
alone is not enough to achieve a high defect coverage [32]. If
this coverage is not high enough, the reliability of the device
later in the lifecycle might be too low. Instead, additional
DFTs are needed that are able to detect certain defects and
faults in RRAMs that cannot be detected using regular memory
operations, e.g., by adding multiple comparisons [18, 19], or
by modifying the write time [36]. Some of these tests can
also work directly on the chip itself as a self-test, which is
also useful during the deployment phase of the device.

D. Deployment

When RRAM devices are deployed in the field, the main
concerns are related to reliability and security. As mentioned
before, RRAM cells have a limited cycle endurance, for both
writing and reading operations. After a certain number of
cycles, frequently around 106−7 cycles [26], the RRAM cells
cannot be written properly anymore and become unable to
store data. To address these aspects, self-tests can be run
at regular intervals to detect loss of storage capabilities.
Ideally, these tests make use of (parts of) the same on-chip
hardware that was used during the manufacturing testing of the
devices, such as [18]. Frequent reading of an RRAM cell also
deteriorates the data stored and can lead to read-disturbance
faults. To prevent data loss from this, solutions such as ECC or
dedicated read disturb monitors can be included [28]. Security
risks for RRAMs are mainly related to data theft or loss. It
is shown that thermal coupling between different cells allows
for row hammer attacks [16] that might leak or lose data.
Furthermore, because the data in an RRAM are fundamentally
stored as a filament in the oxide, the data can be read out by
physically reading out the shape of the filament using x-rays
[37].

E. End of Life

At the end of an RRAM’s lifecycle, it is important that the
device is securely decommissioned, as data will remain stored
in the memory. For example, the x-ray-based methods from
[37] can still be used to obtain the data in the device. To
prevent this data theft, the device can be reset when its aging
sensors detect the end of its life by applying a long pulse
that will bring all the devices in the same state, preferably the
SET state. Finally, the device needs to be recycled, to prevent
environmental damage.

V. CASE STUDY: FEFET-BASED MEMORIES

This section will discuss the lifecycle management of
FeFET-based memories.
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A. Design

Similar to RRAM, many design choices will affect the
lifecycle of a FeFET-based memory, such as materials, and
read and write circuitry. The usage of different materials has
a strong effect on the write voltages that are required in
the circuit, e.g., polyvinylidene fluoride-based FeFETs require
a much higher gate voltage than hafnium-based ones [38].
Furthermore, higher write voltages affect neighboring cells and
can lead to write failures [39]. Applying a higher voltage will
result in more degradation of peripheral circuitry, e.g., read
and write circuits, and thus reduce the expected quality of the
memory.

B. Post-Silicon Validation and Yield Learning

The most important metrics for FeFETs during post-silicon
validation are similar to RRAM: endurance, retention, vari-
ability, and defects present. Again, if these metrics are not up
to the required specifications, the design can be modified to
optimize them, or additional features can be included that can
deal with these problems, such as error correction. Research
has also started on the topic of understanding and modeling
defects in FeFETs [40], but this field is far from being fully
developed.

C. Manufacturing and Production Test

For FeFETs, to this date, there exist no dedicated production
test solutions. Nonetheless, it is clear that fast and dedicated
test approaches are needed, similar to other emerging memory
technologies. For example, it can be expected that there will
be unique defects and faults in FeFET-based memories that
need to be properly modeled, in order to develop an effective
test method [32]. It can then subsequently be expected that
these will need to ensure proper write verification can be used
to quickly determine the stability of the cells, while it also is
useful during in-field testing.

D. Deployment

During deployment, similar concerns as for RRAM are
relevant: reliability, and security. For reliability, factors such as
retention, variability, and endurance are the main concerns [5,
25]. Optimizing a design for high endurance will lower its re-
tention and vice versa, and obtaining a larger memory window
will also decrease the endurance. [25], which is similar to what
happens in RRAMs. As such, similar architectures that have
been used in RRAMs to guarantee a certain reliability could
be used for FeFET-based memories as well. These circuits
can range from ECC, to onboard sensors, to in-field testing.
Again, care should be taken to ensure that these features are
useful also in earlier and later lifecycle phases. For security, it
is shown that FeFETs are susceptible to side-channel attacks
that reveal the data that is stored [17]. As such, special care
needs to be taken to protect the memory, e.g., by encrypting
its contents [41].

E. End of Life

At the end of the FeFET’s lifecycle, it needs to be securely
decommissioned as well. When the device senses that it is
reaching the end of its life using the reliability sensors, the
stored data needs to be swept from the device to prevent data
theft. Alternatively, encryption methods can be used to ensure
that this is not needed [41]. Finally, the device needs to be
recycled properly, so that environmental harm is minimized.

VI. DISCUSSION AND CONCLUSION

In this paper, we have presented the first steps towards a
unified lifecycle management approach for emerging memo-
ries. We have analyzed how the the different lifecycle phases
affect each other and how consideration of the full lifecycle
can lead to products of better quality. Based on the analysis,
we can observe the following about lifecycle management for
emerging devices:

• Overlapping considerations: From the analysis, it fol-
lowed that both RRAM and FeFETs show similarities in
different phases, e.g., the most important metrics and their
tradeoffs. Hence, it is realistic to assume that if solutions
are found for one technology, e.g., efficient in-field tests,
these might also apply to the other technologies.

• Lack of full-stack approaches: It also became clear that
there are not many full-stack approaches that target
the lifecycle management of emerging memories, which
results in a lost opportunity to increase product quality.

• Feedback and wide knowledge: Although a complete
lifecycle approach is necessary for better products, this
is not easy to achieve, due to the required knowledge of
the full lifecycle of a device. This can be addressed by
ensuring that there is ample feedback between different
phases, e.g., by quickly relaying reliability information
back to test engineers and designers so that the scope of
problems becomes more visible.
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