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Abstract

Decarbonization is an important step to achieve the goals set by the Paris Agreement. Greenhouse gas
emissions should be reduced to zero, and therefore, the reliability of fossil fuels should be reduced.
This causes a shift of interest towards more renewable solutions. However, the intermittent nature
of renewable energy sources such as solar and wind energy leaves a gap in the energy supply. Cur-
rently, this gap is still filled by natural gas, but biofuels could potentially help in decarbonizing this
gap. Biofuels could be prevaporized and used as an alternative fuel within existing natural gas-fired
power plants. Ethanol is an interesting biofuel as it has a relatively low boiling point, meaning that it is
relatively easy to evaporate. Next to that, ethanol has a similar Wobbe Index (WI) compared to natural
gas, meaning that it could be potentially used with only minor adjustments to the gas turbine. This
research will focus on implementing ethanol as an alternative fuel for the Killingholme power plant, a
600 MW power plant in an open cycle gas turbine (OCGT) configuration that Uniper operates in the
United Kingdom.

This research focused on the effect of ethanol on the process design and combustion characteristics,
where the process design was only briefly touched upon. It was found that ethanol should be heated to
a temperature of 467 K to be in vapor form at the relevant gas turbine conditions. A process design was
made for the baseload operation, where the required heat for the evaporation process was provided
by the flue gas flowing out of the gas turbine. Next to that, the use of ethanol requires slightly higher
volume flow rates, meaning that the pipes and fittings should be adjusted to keep the desired fuel
pressure. The effect of ethanol on combustion characteristics was researched by a kinetic modeling
study and a CFD study focusing on fuel-air mixing, where the results will be compared to methane. A
RANS study was performed for the CFD study, which showed that the use of ethanol results in a better
quality of mixing. From the kinetic modeling study, it was found that ethanol has a lower autoignition
delay time than methane. This will probably not lead to the autoignition of the fuel-air mixture in the
mixing section, but it could lead to periodic flashes in regions close to the recirculation zones within
the burner. It was also found that ethanol has a 78% higher laminar flame speed than methane. Next
to that, it was found that ethanol has an effective Lewis number of 1.56 at the relevant gas turbine
conditions, whereas methane has an effective Lewis number close to unity. From the laminar flame
speed and the effective Lewis number, it was concluded that the use of ethanol results in an increase
in turbulent flame speed. The increased turbulent flame speed and better quality of mixing of ethanol
suggest a decrease in flame length. The decrease in flame length and increase in turbulent flame
speed lead to higher flashback risks, but it is expected that this will be within the flashback margin
of the burner. Based on the kinetic modeling study and the fuel-air mixing study, it was concluded
that ethanol will have NOx emissions similar to methane and that the driving energy source of the
combustion dynamics will probably shift to higher frequencies.

Recommendations for further research are the gas turbine’s start-up, ethanol contaminants, ex-
tended CFD study of the burner, and the blending of ethanol and natural gas. Further research could
complement the already promising results from this report, and eventually, this could lead to combus-
tion tests where ethanol will be used as fuel.
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Nomenclature

Abbreviations

AIT Autoignition Temperature

CCGT Combined-Cycle Gas Turbine

CO Carbon monoxide

ERZ External Recirculation Zone

FAR Fuel-to-Air Ratio

HHV Higher Heating Value

IRZ Internal Recirculation Zone

JICF Jet in crossflow

LHV Lower Heating Value

LIF Laser Induced Fluorescence

LPP Lean, Premixed and Prevaporized

MWI Modified Wobbe Index

NOx Nitrogen oxides

OCGT Open-Cycle Gas Turbine

PIV Particle Image Velocimetry

RANS Reynolds Averaging Navier-Stokes

UHC Unburned hydrocarbons

WI Wobbe Index

Symbols

𝑆 Mass flow weighted standard deviation of
the fuel distribution

𝐺𝜏 Axial flux of swirl momentum

𝛼 Thermal diffusivity

𝛽 Zeldovich number

Δ𝐻𝑐𝑜𝑚𝑏 Heat of combustion

𝛿𝑖𝑗 Kronecker delta

�̇� Mass flow rate

𝜖 Dissipation rate

𝜅 Von Kármán constant

𝜇 Dynamic viscosity

𝜈 Kinematic viscosity

𝜈𝜏 Eddy viscosity

𝜔 Dissipation per unit turbulent kinetic en-
ergy

𝜙 Equivalence ratio

𝜌 Density

𝜏𝑖𝑔 Autoignition delay time

𝐴 Area

𝐷 Mass diffusivity

𝐷𝑎 Damköhler number

𝐸𝑎 Activation energy

𝐺𝑠 Specific gravity

𝐺𝑥 Axial flux of axial momentum

𝐽 Momentum flux ratio

𝐾 Flame stretch rate

𝑘 Turbulent kinetic energy

𝑙0 Length scale for turbulent eddies

𝐿𝑀 Markstein length

𝑃𝑟 Prandtl number

𝑅 Universal gas constant

𝑅𝑒 Reynolds number

𝑆𝑖𝑗 Strain-rate tensor

𝑆𝐿 Laminar flame speed

𝑆0𝐿 Laminar flame speed unstretched flame

𝑆𝑇 Turbulent flame speed

𝑇 Temperature

𝑡 Time
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𝑇𝑎𝑑 Adiabatic flame temperature

𝑡𝑖𝑗 Stress tensor

𝑢′ Turbulent intensity

𝑢 Velocity

𝑢+ Dimensionless velocity

𝑦+ Wall coordinate

Ka Karlovitz number

Le Lewis number
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1
Introduction

According to the Paris Agreement, the effects of climate change should be mitigated by limiting the
temperature increase to 2∘𝐶 with respect to the pre-industrial level, and preferably to a maximum of
1.5∘𝐶 [22]. These goals can only be reached by striving for a net zero industry, where greenhouse
gas emissions should be reduced to zero or balanced by removing these emissions. In the power
generation sector, the focus is shifting from the use of fossil fuels, such as coal and natural gas, to
renewable energy sources, such as wind and solar energy. This trend can also be observed in the
United Kingdom as shown in Figure 1.1. It can be seen that coal was the dominant energy source
in the nineties, where natural gas and renewables are currently the primary sources for electricity
generation. The share of renewables in the fuel mix will only increase more in the future.

Figure 1.1: Fuel mix for the electricity generation in the United Kingdom between 1990-2022 [1].

However, due to their intermittent nature, solar and wind energy can not solely supply all required
energy in the future. The intermittency of these sources requires a complementing and reliable energy
source. This gap is currently filled by natural gas, but the industry’s focus will shift to using hydrogen
and other biofuels to decarbonize the energy supply further. These biofuels are made from biomass so
that a closed carbon cycle is established.

1.1. LPP Combustion of Ethanol
Traditionally, gas turbines in the power generation sector used combustors that host diffusion flames.
However, due to stringent NOx emissions regulations, lean and premixed combustion became more
desirable, and it is now the standard technology in many gas turbines. This is also the case for the

1



1.2. Killingholme 2

Killingholme power plant, which is a natural gas-fired power plant owned by Uniper.

Lean, premixed, and prevaporized (LPP) combustion offers the possibility of using biofuels as an
alternative fuel within existing natural gas-fired power plants without requiring many alterations to
the gas turbine. Liquid biofuels will be prevaporized and premixed with compressed air to mimic
natural gas characteristics. A study has shown that the LPP combustion of biofuels could potentially
lower the NOx emissions of a gas turbine during startup [23]. Ethanol is an interesting biofuel for LPP
combustion, as it has a relatively low boiling point, which makes it relatively easy to vaporize [24]. Next
to that, ethanol has a similar Wobbe Index (WI) compared to natural gas, meaning that it could be
potentially used with only minor adjustments to the gas turbine. Another advantage of ethanol is that
conventional bioethanol production is already significant as it is widely used in the transportation sector,
pharmaceutical industry, and chemical industry, and it is used for producing alcoholic beverages [25].
The advantages of ethanol over methanol are the higher calorific value and slightly higher flashpoint
of ethanol, and the fact that ethanol is less toxic when compared to methanol [18].

1.2. Killingholme
The Killingholme Power Station was originally built as a 900 MW natural gas-fired closed-cycle gas
turbine (CCGT) power station and was commissioned in 1992. Later, parts of the Killingholme power
station were removed, turning the power station into a 600 MW open-cycle gas turbine (OCGT) config-
uration. The Killingholme power station is located in North Lincolnshire, which is an area that is next to
the Humber and is located on the east coast of Northern England. The area surrounding the Humber
is very industrial and will be one of the UK’s target locations for decarbonization.

Figure 1.2 gives an overview of Uniper’s site in Killingholme when it was still operating in combined-
cycle configuration. However, Killingholme is currently operating in an open-cycle configuration, and
the steam turbine cycle was disassembled in 2016 by removing the chimneys of the heat-recovery
steam generator, the steam turbines, and the cooling towers.

Figure 1.2: Uniper’s Killingholme site before 2016 [2].

Siemens SGT5-2000E
The Uniper site in Killingholme has installed four 150 MW Siemens SGT5-2000E (or V94.2) gas turbines
in open cycle configuration. As can be seen in Figure 1.3, the Siemens SGT5-2000E gas turbines have
a sixteen-stage compressor, a four-stage turbine, and two silo combustors [26]. The Siemens SGT5-
2000E gas turbines have a specified efficiency of 37.6% and 53.3% in, respectively, open and combined
cycle application [3].
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Figure 1.3: Siemens SGT5-2000E gas turbines [3].

Each silo combustor contains eight Siemens HR3 burners. These are revised hybrid burners, mean-
ing they can operate in diffusion and premixed mode. A sketch of these HR3 burners can be seen in
Figure 1.4. For the premixed mode, the main airflow will enter a diagonal swirler located concentrically
around the diffusion burner. This diagonal swirler consists of twenty blades, and each blade contains
five fuel inlets on each side of the blade. This is demonstrated in Figure 1.5.

Figure 1.4: Sketch of the Siemens HR3 burner [4]. Figure 1.5: Actual cross section of a HR3 burner.

1.3. Research Objective
This research aims to get a better overview of how the implementation of ethanol will affect the
Killingholme power plant. The study will focus on how ethanol affects the power plant’s process design
and the gas turbine’s combustion characteristics, where a comparison will be made between ethanol
and methane for the combustion characteristics. It is essential to remember that the research mainly
focuses on combustion characteristics and that the process design is only discussed for completeness.
The research question and relevant subquestions are listed below:
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How does the use of ethanol affect the process design and the combustion characteristics
of the natural gas-fired power plant at Killingholme?

Process Design:

• What are the opportunities for heat integration to evaporate the ethanol during baseload opera-
tion?

• How can ethanol be implemented in terms of storage and fuel handling?

Combustion Characteristics:

• Are there any increased risks of autoignition?

• How does the use of ethanol affect the flame length/position?

• Does the use of ethanol introduce any increased flashback/blowoff risks?

• How does the use of ethanol affect the NOx emissions?

• What would be the effect of ethanol on the combustion dynamics?

1.4. Thesis Outline
To answer the aforementioned research questions, the relevant theory behind process design and
combustion will be discussed in Chapter 2. This chapter will be followed by Chapter 3, which will serve
as the bridge between the theory and this research. Then, the effects of ethanol on the process design
will be evaluated in Chapter 4. After the process design, the impact of ethanol on the combustion
characteristics will be assessed with a kinetic modeling study (Chapter 5) and a fuel-air mixing study
(Chapter 6). Then, all findings will be concluded in Chapter 7, and recommendations for future research
will be given.



2
Theoretical Background

This chapter gives the theoretical background required to study the effect of the implementation of
ethanol on the Killingholme power plant. First, Section 2.1 discusses the different thermodynamic
cycles that form the basis for a power plant. Then, Section 2.2 and Section 2.3 give an introduction
to turbulent flows and turbulence modeling. And finally, from Section 2.4 to the end of this chapter,
relevant aspects regarding combustion in gas turbines will be discussed.

2.1. Thermodynamic Cycles
In the power generation sector, gas turbines are used in power plants to convert the chemical energy of
a fuel into mechanical energy, which can be converted into electricity using a generator. The Brayton
and Rankine cycle can be considered the building blocks of power plants; the Brayton cycle is the
reference cycle for gas turbines and the Rankine cycle for steam turbines. Gas turbine cycles can
be divided into open-cycle and combined-cycle gas turbines. The former depicts the situation where
the flue gases from the gas turbine are exhausted into the environment, and the latter denotes the
situation where the flue gas from the gas turbine is used as heat source for a Rankine cycle.

Brayton Cycle
The Brayton cycle is a continuous flow process using air as the working fluid. The air is drawn from
the environment, and later on, it will be discharged back into the environment in the form of flue gas.
The Brayton cycle consists of three components, as can be seen in Figure 2.1, namely, a compressor,
a combustor (shown as a heat exchanger), and a turbine. There are four thermodynamic processes
present in the Brayton cycle, which are summarized below:

• 1. Air compression (1-2)

• 2. Heat addition (2-3)

• 3. Flue gas expansion (3-4)

• 4. Heat extraction (4-1)

The four thermodynamic processes can also be seen in Figure 2.2, where a real Brayton cycle is
denoted by the curves connecting 1 − 2 − 3 − 4 [5]. First, air will be drawn from the environment
and compressed to a higher pressure (1-2). The air compression stage can be considered adiabatic,
as the heat transfer with the surroundings is negligible. Next to that, air compression is an irreversible
process because of the increase in entropy. The increase in pressure causes an increase in the air
temperature. The air compression stage requires external power for the process to be carried out.

Heat addition is the next thermodynamic process in the Brayton cycle (2-3). A fraction of the com-
pressed air will be mixed with fuel before the mixture will be combusted. The combustion reaction turns
the mixture into carbon dioxide and water, and this reaction releases heat into the process, which will

5
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be absorbed by the combustion products. The heat addition can be considered quasi-isobaric, as the
pressure loss is relatively small. Again, the process is irreversible due to an increase in entropy.

The combustion products will be cooled by the remaining compressed air (that was not used for
the combustion reaction) to ensure acceptable temperature levels. The aforementioned mixture is de-
noted as flue gas, which will be fed into the turbine to be expanded (3-4). This flue gas expansion is
again considered to be adiabatic and irreversible. The flue gas expansion causes a pressure drop in
the flue gas, where the pressure ratio is usually similar to that of the compression stage. The decrease
in pressure leads to a decrease in temperature. This thermodynamic process offers the possibility to
extract work from the working fluid.

After expansion, the flue gas will be discharged into the environment (4-1). Heat will be extracted
from the flue gas until the flue gas reaches the temperature of the environment. These pressure losses
are rather small, so the heat extraction is considered to be quasi-isobaric. Next to that, this process is
irreversible.

Figure 2.1: Schematic of the basic (open and
closed) Brayton cycle [5].

Figure 2.2: T-s diagram for the basic (ideal and real)
Brayton cycle [5].

Rankine Cycle
In contrast to the Brayton cycle, the basic Rankine cycle uses water as the working fluid. The Rankine
cycle is a closed thermodynamic cycle that converts heat into work, where the working fluid will undergo
a phase change. The Rankine cycle is the reference cycle for steam plants. The basic Rankine cycle
combines a steam generator, a turbine, a condenser, and a pump, which can be seen in Figure 2.3. A
Rankine cycle, including a superheater and a reheater, consists of six thermodynamic processes, which
are summarized below:

• 1. Water pumping (5-6)

• 2. Heat addition (6-1)

• 3. High-pressure vapor expansion (1-2)

• 4. Vapor reheating (2-3)

• 5. Low-pressure vapor expansion (3-4)

• 6. Heat extraction (4-5)
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Figure 2.3: Schematic of the reheat Rankine cycle
[5].

Figure 2.4: T-s diagram for the ideal reheat Rankine
cycle [5].

Figure 2.4 shows the six thermodynamic processes of the real reheat Rankine cycle in a T-s diagram
(1−2−3−4−5−6). First, the pressure of the water will be increased by the pump (5-6). The water
pump is comparable to an air compressor, and following the same reasoning as for the Brayton cycle,
water pumping is considered to be adiabatic and irreversible. The temperature increase of the fluid is
usually minimal in the pumping stage. Power is required for the water pumping, but this is relatively
low due to the high density of the liquid water.

Then the water is fed into the steam generator, where heat is added to the water (6-1). Water will
be preheated before it is vaporized, resulting in steam, which will be superheated. These processes
are quasi-isobaric and irreversible. The steam reaches its maximum temperature after the steam su-
perheating. The superheated steam is then expanded for the first time in a steam turbine, where the
enthalpy of the steam will be converted into work (1-2). The steam expansion results in a pressure
and temperature drop. The low-pressure steam is then reheated, resulting in a low-pressure, high-
temperature steam (2-3). The steam is again fed into the turbine for a last expansion stage, where the
pressure and temperature are decreased (3-4). This leads to the working fluid being in the liquid-vapor
region, and this is called wet steam. Both expansion stages are adiabatic and irreversible. Lastly, heat
will be extracted from the working fluid, resulting again in water at starting conditions (4-5). The water
is then fed into the pump, which results in a closed cycle.

2.2. Laminar and Turbulent Flows
Fluid flows can be classified based on the Reynolds number. The Reynolds number is a non-dimensional
parameter, which is a ratio of the inertial forces to viscous forces within a fluid. The Reynolds number
is given in Equation 2.1.

𝑅𝑒 = 𝑢𝐿
𝜈 (2.1)

Where u is the characteristic velocity of the fluid, L is the characteristic length, and 𝜈 is the kinematic
viscosity. Laminar flows occur for Reynolds numbers lower than 2300; for higher Reynolds numbers,
the flow will be turbulent [7].

A flow is determined to be laminar when the viscous forces are dominant, and a turbulent flow
depicts the situation where the inertial term dominates. Laminar flows are smooth and have a layered
structure. Turbulent flows have a chaotic structure and are characterized by continuous velocity fluc-
tuations. The difference between laminar and turbulent flows is visualized in Figure 2.5. The velocity
fluctuations in turbulent flows are caused by eddies, which are described by the circular motion that
deviates from the general fluid flow. Eddies vary in size, where the larger eddies tend to break down
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into smaller eddies, which will, in turn, break down into even smaller eddies. This phenomenon, named
the energy cascade, continues until the eddies have become so small that viscous forces cannot be
neglected anymore.

Figure 2.5: Visualization of the difference between laminar and turbulent flows [6].

Law of the Wall
Turbulent flows are affected by the presence of walls. In the regions close to the wall, viscous damping
reduces the streamwise velocity component, and kinematic blocking causes reduced normal velocity
fluctuations. Further away from the wall, the turbulence is rapidly enlarged by the production of tur-
bulence kinetic energy due to large gradients in mean velocity.

Experiments have revealed that the near-wall region can be divided into three layers: the viscous
sub-layer, where the flow is almost laminar, and molecular viscosity plays a crucial role in momentum,
heat, or mass transfer. Then there is the fully turbulent layer, where turbulence dominates and the
log-law (Equation 2.2 and Equation 2.3) is valid. Lastly, there is an interim region between the viscous
sub-layer and the fully turbulent layer, where the effects of molecular viscosity and turbulence are
equally significant.

𝑢+ = 1
𝜅 ln𝑦

+ + 𝐶+ (2.2)

𝑦+ = 𝑦𝑢𝜏
𝑣 , 𝑢𝜏 = √

𝜏𝑤
𝜌 and 𝑢+ = 𝑢

𝑢𝜏
(2.3)

Where 𝜅 is the Von Kármán constant, 𝐶+ is a constant, 𝑢𝜏 is the shear velocity, and 𝜏𝑤 is the wall
shear stress.

Figure 2.6 shows the three aforementioned layers. In Figure 2.6, the black line denotes the actual
relationship between 𝑢+ and 𝑦+. It can be seen that in the viscous sub-layer, the actual relationship
is best described by the blue line, which equals 𝑢+ = 𝑦+. In the fully-turbulent layer, the black line
follows the green line, which is the log-law.
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Figure 2.6: Boundary layer division according to the Law of the Wall [7].

2.3. Turbulence Modeling
The Navier-Stokes equations form the basis of fluid mechanics and are derived from the conservation
of mass, momentum, and energy. The differential form of the equations for the conservation of mass
and momentum are respectively given by Equation 2.4 and Equation 2.5 [7].

𝜕𝜌
𝜕𝑡 +

𝜕
𝜕𝑥𝑖

(𝜌𝑢𝑖) = 0 (2.4)

where 𝜌 is the density, 𝑡 is the time, 𝑢 is a velocity vector, 𝑥 is a positional vector.

𝜕
𝜕𝑡 (𝜌𝑢𝑖) +

𝜕
𝜕𝑥𝑗

(𝜌𝑢𝑖𝑢𝑗) = −
𝜕𝑝
𝜕𝑥𝑖

+
𝜕𝑡𝑖𝑗
𝜕𝑥𝑗

(2.5)

Where 𝑡𝑖𝑗 is the stress tensor, which is second-order and symmetric. Assuming a Newtonian fluid,
this stress tensor can be defined as 𝑡𝑖𝑗 = 𝜇𝑆𝑖𝑗. 𝜇 is the dynamic viscosity and 𝑆𝑖𝑗 is the strain-rate
tensor and is defined as 𝑆𝑖𝑗 = (

𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜕𝑢𝑗
𝜕𝑥𝑖
) − 2

3
𝜕𝑢𝑘
𝜕𝑥𝑘
𝛿𝑖𝑗. 𝛿𝑖𝑗 denotes the Kronecker delta.

Reynolds and Favre Averaging
To save computational time, Reynolds Averaging Navier-Stokes (RANS) simulations solve the aforemen-
tioned Navier-Stokes equations by dividing flow variables into a mean and a fluctuating component, as
is shown in Equation 2.6.

𝜙𝑖(𝑥, 𝑡) = 𝜙𝑖(𝑥, 𝑡) + 𝜙
′
𝑖(𝑥, 𝑡) (2.6)

Where the mean of the flow variable is determined by time averaging, as can be seen in

𝜙𝑖(𝑥, 𝑡) = lim
𝑇→∞

1
𝑇 ∫

𝑡+𝑇

𝑡
𝜙𝑖(𝑥, 𝑡)𝑑𝑡 (2.7)

The density is assumed to be constant for incompressible flows, which simplifies the continuity
equation to 𝜕𝑢𝑖

𝜕𝑥𝑖
= 0. Reynolds averaging the continuity and momentum equations leads to the RANS

equations for incompressible flows, given by Equation 2.8 and Equation 2.9. As can be seen, an extra

term was introduced to the momentum equation in the form of 𝑢′𝑖𝑢
′
𝑗 , which is called the Reynolds-stress

tensor. The Reynolds-stress tensor is second-order and symmetric and is a direct result of Reynolds
averaging. The addition of the Reynolds-stress tensor leads to six extra unknowns and should be mod-
eled to solve the RANS equations.
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𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (2.8)

𝜕𝑢𝑖
𝜕𝑡 +

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= −1𝜌
𝜕𝑝
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

[𝜈𝑆𝑖𝑗 − 𝑢
′
𝑖𝑢

′
𝑗 ] (2.9)

When considering a compressible flow, extra unclosed terms will be introduced as the density is
not constant anymore and will have a fluctuating component. Favre introduced a mass average of
the velocity ̃𝑢𝑖 in the compressible Navier-Stokes equations. For Favre averaging of the velocity, the
fluctuating part of the velocity is given as 𝑢″𝑖 . The compressible RANS equations are given by [7]:

𝜕𝜌
𝜕𝑡 +

𝜕
𝜕𝑥𝑖

(𝜌 ̃𝑢𝑖) = 0 (2.10)

𝜕
𝜕𝑡 (𝜌 ̃𝑢𝑖) +

𝜕
𝜕𝑥𝑗

(𝜌 ̃𝑢𝑖 ̃𝑢𝑗) = −
𝜕𝑝
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

[𝑡𝑗𝑖 − 𝜌𝑢
″
𝑗 𝑢

″
𝑖 ] (2.11)

𝜕
𝜕𝑡 [�̄� (�̃� +

�̃�𝑖�̃�𝑖
2 ) + 𝜌𝑢

′′
𝑖 𝑢′′𝑖
2 ] + 𝜕

𝜕𝑥𝑗
[�̄��̃�𝑗 (ℎ̃ +

�̃�𝑖�̃�𝑖
2 ) + �̃�𝑗

𝜌𝑢′′𝑖 𝑢′′𝑖
2 ]

= 𝜕
𝜕𝑥𝑗

[−𝑞𝑗 − 𝜌𝑢′′𝑗 ℎ′′ + 𝑡𝑗𝑖𝑢′′𝑖 − 𝜌𝑢′′𝑗
1
2𝑢

′′
𝑖 𝑢′′𝑖 ] +

𝜕
𝜕𝑥𝑗

[�̃�𝑖 (�̄�𝑖𝑗 − 𝜌𝑢′′𝑖 𝑢′′𝑗 )] (2.12)

Closing the Compressible RANS Equations
This section briefly describes some approximations that are used to close the terms of Equation 2.11
and Equation 2.12 [7].

Reynolds-Stress Tensor
The Reynolds-Stress Tensor can be related to flow variables using the Boussinesq approximation, which
is given by Equation 2.13.

�̄�𝜏𝑖𝑗 ≡ −𝜌𝑢′′𝑖 𝑢′′𝑗 = 2𝜇𝑇 (𝑆𝑖𝑗 −
1
3
𝜕�̃�𝑘
𝜕𝑥𝑘

𝛿𝑖𝑗) −
2
3�̄�𝑘𝛿𝑖𝑗 (2.13)

When an incompressible flow is considered, the term −13
𝜕�̃�𝑘
𝜕𝑥𝑘
𝛿𝑖𝑗 will be equal to zero.

Turbulent Kinetic Energy

The term
𝜌𝑢′′𝑖 𝑢′′𝑖
2 denotes the turbulent kinetic energy per unit volume 𝑘. This gives us:

1
2𝜌𝑢

′′
𝑖 𝑢′′𝑖 = �̄�𝑘 (2.14)

Turbulent Heat-Flux Vector
The most used approximation to close the turbulent heat-flux vector 𝑞𝑇𝑗 is the classical analogy between
momentum and heat transfer as proposed by Reynolds. This is given by

𝑞𝑇𝑗 = 𝜌𝑢′′𝑗 ℎ′′ = −
𝜇𝑇𝑐𝑝
𝑃𝑟𝑇

𝜕�̃�
𝜕𝑥𝑗

= − 𝜇𝑇𝑃𝑟𝑇
𝜕ℎ̃
𝜕𝑥𝑗

(2.15)

Where the turbulent Prandtl number 𝑃𝑟𝑇 is often assumed to be 0.89 or 0.9 [7]. This means the
thermal diffusivity will be slightly larger than the momentum diffusivity.
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Molecular Diffusion and Turbulent Transport
Molecular diffusion and turbulent transport are usually so small that they can be neglected for subsonic
flows. However, they can be modeled by assuming that the terms are proportional to the turbulent
kinetic energy gradient:

𝑡𝑗𝑖𝑢′′𝑖 − 𝜌𝑢′′𝑗
1
2𝑢

′′
𝑖 𝑢′′𝑖 = (𝜇 +

𝜇𝑇
𝜎𝑘
) 𝜕𝑘𝜕𝑥𝑗

(2.16)

Where 𝜎𝑘 is the turbulent Prandtl number for k and is defined as a constant in the two-equation
eddy viscosity models.

Two-Equation Eddy Viscosity Models
To close all terms in Equation 2.11 and Equation 2.12, two-equation eddy viscosity models determine
the eddy viscosity 𝜈𝑇 (or 𝜇𝑇 for compressible flows) based on turbulence parameters and dimensional
analysis. First, there is the 𝑘 − 𝜖 model, which uses the turbulent kinetic energy 𝑘 and the dissipation
rate 𝜖. Different versions of the 𝑘 − 𝜖 model exist, but they all use the following relation:

𝜈𝑇 ∼
𝑘2
𝜖 , 𝑙 ∼ 𝑘

3/2

𝜖 (2.17)

Where 𝑙 is the turbulent length scale.

Another two-equation eddy viscosity model is the 𝑘−𝜔 model, where 𝜔 is defined as the dissipation
per unit turbulence kinetic energy. This leads to the following relation:

𝜈𝑇 ∼
𝑘
𝜔 , 𝑙 ∼ 𝑘

1/2

𝜔 , 𝜖 ∼ 𝜔𝑘 (2.18)

The difference between both models is that the 𝑘 − 𝜔 model performs better in the viscous re-
gions near the wall and is better in accounting for the effects of streamwise pressure gradients [27].
However, far away from the wall, 𝑘 − 𝜖 models tend to perform better. The 𝑘 − 𝜔 model becomes
dependent on the boundary conditions for non-turbulent free streams, which may become unphysical
[28]. The Menter SST model blends both aforementioned models. Close to the walls, the Menter SST
model is similar to the 𝑘 − 𝜔 model, but away from the walls, the 𝑘 − 𝜖 model will be used [29]. The
Menter SST model defines 𝜖 in terms of 𝜔; therefore, an extra transport equation is not required. A
blending function determines when the 𝑘 − 𝜔 model or 𝑘 − 𝜖 model is used.

The transport equations and constants for the realizable 𝑘 − 𝜖 and Menter SST 𝑘 − 𝜔 models can
be found in Appendix A.

2.4. Combustion Theory
As explained in section 2.1, heat addition occurs in a gas turbine by a combustion reaction of the
fuel and air mixture. This section gives an introduction to combustion theory based on some relevant
combustion parameters.

Stoichiometric condition and Fuel-to-Air equivalence ratio
Combustion is a chemical reaction between a fuel and an oxidant, mainly occurring at high tempera-
tures. A combustion reaction is exothermic, which means that heat will be released. Another result of
a combustion reaction is the production of different by-products. The combustion reactions of ethanol
and methane are given in Equation 2.19 and Equation 2.20. The combustion of methane releases
890kJ/mol of energy, and the combustion of ethanol releases 1367kJ/mol of energy [24]. It can be
seen that the combustion of ethanol and methane produces water and carbon dioxide. As ethanol is
made from organic materials, the carbon dioxide emissions are compensated.

𝐶2𝐻5𝑂𝐻 + 3𝑂2 ⟶ 2𝐶𝑂2 + 3𝐻2𝑂 Δ𝐻𝑐𝑜𝑚𝑏 = −890𝑘𝐽/𝑚𝑜𝑙 (2.19)
𝐶𝐻4 + 2𝑂2 ⟶ 𝐶𝑂2 + 2𝐻2𝑂 Δ𝐻𝑐𝑜𝑚𝑏 = −1367𝑘𝐽/𝑚𝑜𝑙 (2.20)



2.4. Combustion Theory 12

An optimum fuel-to-oxygen ratio was considered for both combustion reactions, meaning the reac-
tants are fully converted into carbon dioxide and water. This situation is known as the stoichiometric
combustion. In other words, there is a specific mass ratio of fuel and air to ensure complete com-
bustion, known as the stoichiometric fuel-to-air ratio 𝐹𝐴𝑅𝑠𝑡. Based on the molecular weights and the
combustion reactions, the mass-based 𝐹𝐴𝑅𝑠𝑡 of ethanol and methane were calculated to be respec-
tively 0.10 and 0.055. The mixture is considered lean if the fuel and air mixture contains more air than
the stoichiometric quantity. When the mixture contains less air than the stoichiometric quantity, the
mixture is considered to be rich. This is best described by the fuel-to-air equivalence ratio, as given in
Equation 2.21.

𝜙 = 𝐹𝐴𝑅
𝐹𝐴𝑅𝑠𝑡

(2.21)

𝜙 > 1 means the mixture is rich and 𝜙 < 1 denotes a lean mixture.

Adiabatic flame temperature
When a fuel-air mixture is assumed to burn adiabatically at a constant pressure, it can be deduced
from a heat balance that the reactants’ absolute enthalpy equals the products’ absolute enthalpy. The
adiabatic flame temperature 𝑇𝑎𝑑 is the temperature of the products reached under the aforementioned
ideal conditions. As seen in Figure 2.7, the adiabatic flame temperature is a function of the equivalence
ratio for the combustion of a specified mixture.

Figure 2.7: Adiabatic flame temperature versus the fuel-to-air equivalence ratio for ethanol and methane at typical gas turbine
pressure and temperature conditions [8].

Heat of combustion and (Modified) Wobbe Index
Another important parameter in the combustion process is the heat of combustion, which indicates the
amount of energy released during the combustion reaction of a specified amount of fuel. There are
different forms of the heat of combustion, for example, the Lower Heating Value (LHV) and the Higher
Heating Value (HHV). The HHV considers that all the produced water from a combustion reaction has
condensed into a liquid, and for the LHV, it is assumed that all the produced water is vapor. This means
that the difference between both values is caused by the latent heat of vaporization of water in the
products.

A measure for the interchangeability of fuels is given as the Wobbe Index (WI) and is defined as in
Equation 2.22. When considering gas turbines, similar WIs of two fuels mean that both fuels will have
a similar energy output for the same fuel inlet pressure and valve settings [30]. In other words, fuels
with the same WI will deliver the same heat for a given orifice.
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𝑊𝐼 = 𝐿𝐻𝑉
√𝐺𝑠

= 𝐿𝐻𝑉

√
𝜌𝑓,𝑟𝑒𝑓
𝜌𝑎𝑖𝑟,𝑟𝑒𝑓

(2.22)

Where 𝐺𝑠 is the specific gravity, and 𝜌𝑓,𝑟𝑒𝑓 and 𝜌𝑎𝑖𝑟,𝑟𝑒𝑓 are, respectively, the density of the fuel
and air at specified standard conditions. It is also important to note that some literature uses the HHV
instead of the LHV to define the WI. Equation (2.22) can be modified leading to Equation 2.23. This
Modified Wobbe Index (MWI) has an extra density term, which makes the formula dependent on the
fuel temperature [31].

𝑀𝑊𝐼 = 𝐿𝐻𝑉 𝜌𝑓,(𝑇)
√

𝜌𝑓,(𝑇)
𝜌𝑎𝑖𝑟,𝑟𝑒𝑓

(2.23)

An empirical relation between the gas turbine power to the combustor pressure drop and MWI is
given in Equation 2.24 [30]. The combustor pressure drop of a specified combustor geometry can be
linked to the air and fuel flow rates. Gas turbine manufacturers usually specify a maximum allowable
deviation of the MWI to ensure acceptable operation of the gas turbine.

𝑃 ∝𝑊𝐼√Δ𝑝 (2.24)

2.5. Chemical Kinetics
In chemistry, chemical kinetics is considered the study of the rate of chemical reactions and the factors
that influence this rate. Insight into these chemical reaction rates provides information to predict
the formation of products out of reactants. The rate law for a general case can be described by
Equation 2.25 [32].

𝐴 + 𝐵 + 𝐶 k−→ 𝐷 + 𝐸 + 𝐹 ± Δ𝐻 (2.25)

For this reaction, the rate of consumption of species A is given as in Equation 2.26.

𝑑[𝐴]
𝑑𝑡 = −𝑘[𝐴]𝑎[𝐵]𝑏[𝐶]𝑐 (2.26)

Where k is the rate coefficient of the reaction, [A], [B], and [C] are the molar concentrations of
the different reactants, and a, b, and c are reaction orders of the different species. The reaction order
quantifies the reaction rate’s dependence on the reactants’ concentrations and is often determined by
experiments. The rate coefficient of the chemical reaction depends nonlinearly on the temperature.
This relation is described by the adjusted Arrhenius Law given in Equation 2.27 [32, 33].

𝑘 = 𝐴′𝑇𝑏𝑒−
𝐸′𝑎
𝑅𝑇 (2.27)

In this equation, 𝐴′ is the pre-exponential factor, and 𝐸′𝑎 is the activation energy of the reaction,
which is defined as the minimum energy required for a chemical reaction to occur. R and T are the
universal gas constant and the temperature, respectively.

Kinetic Mechanisms
A kinetic mechanism will be used for the study of different combustion parameters. A kinetic mecha-
nism describes a chemical reaction and consists of information about species that will be formed due
to intermediate reactions. Next, the kinetic mechanism consists of data for the 𝐴′, 𝑏, and 𝐸𝑎 values of
each intermediate reaction to determine the reaction rates.

A broadly accepted mechanism for the combustion of methane is the GRI-Mech 3.0, developed at
the Gas Research Institute of the University of Berkeley [21]. This mechanism consists of information
about 53 species and 325 intermediate reactions and is validated with experiments determining the
autoignition delay time, laminar flame speed, and species profiles. An example of some data present
in GRI-Mech 3.0 is given in Table 2.1.
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Table 2.1: Some data from the GRI-Mech 3.0 [21].

# Reaction A’ b 𝐸𝑎
R18 𝑂 + 𝐶𝐻3𝑂𝐻 ⟺ 𝑂𝐻 + 𝐶𝐻2𝑂𝐻 3.88e05 2.5 3100.0

R19 𝑂 + 𝐶𝐻3𝑂𝐻 ⟺ 𝑂𝐻 + 𝐶𝐻3𝑂 1.3e05 2.5 5000.0

R20 𝑂 + 𝐶2𝐻 ⟺ 𝐶𝐻 + 𝐶𝑂 5.0e13 0.0 0.0

R21 𝑂 + 𝐶2𝐻2 ⟺𝐻+𝐻𝐶𝐶𝑂 1.35e07 2.0 1900.0

Chapter 5 will discuss kinetic mechanisms that can potentially be used to model the combustion of
ethanol and methane.

2.6. Premixed versus Diffusion Flames
Flames in a combustion process can be ordered based on the level of premixedness and flow regime
(laminar or turbulent). The difference between premixed and diffusion (or non premixed) flames will
be discussed in this section, where the difference between laminar and turbulent flow was discussed
in Section 2.2.

Premixed flames are the result of mixing the fuel and oxidizer prior to the combustion so that a
homogeneous mixture is delivered to the combustion chamber. Diffusion flames denote the situation
where the fuel and oxidizer are fed separately, and mixing occurs in the combustion chamber due to
diffusion. The difference between premixed and diffusion flames regarding their fuel supply can be seen
in Figure 2.8. Figure 2.9 shows actual premixed and diffusion flames where biogas (60% 𝐶𝐻4/40%
𝐶𝑂2) is used as fuel.

Figure 2.8: Schematic showing premixed and diffu-
sion flames [9].

Figure 2.9: Premixed versus diffusion (non pre-
mixed) flames with biogas a fuel [10].

One of the main advantages of premixed combustion is an enhanced control of the combustion with
respect to the equivalence ratio and, thereby, the flame temperature. Lean premixing is beneficial for
pollutant formation because lower flame temperatures are maintained, resulting in less thermal NOx
formation [32]. NOx formation mechanisms will be discussed later in this report. As it is crucial to
minimize NOx emissions, only premixed flames will be discussed in this report.

2.7. Laminar Premixed Flames
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Unstretched and Planar Flames
An essential property of laminar premixed flames is the laminar flame speed. The laminar flame speed
is defined as the speed at which the flame front will propagate relative to the unburned reactants [34].
For the determination of the laminar flame speed, a planar flame is assumed to consist of a preheat
zone and a reaction zone, as seen in Figure 2.10 [11]. The unburned reactants are continuously heated
up to the ignition temperature by the upstream heat diffusion through the layers of the unburned gas
[35].

Figure 2.10: Overview of the different zones in a flame front [11].

There is heat diffusion from the reaction zone into the preheat zone. In contrast, there will be mass
diffusion from the preheat zone to the reaction zone, as the reactants will diffuse due to a difference
in concentration. The heat and mass diffusion can be related in the form of the Lewis number as given
in Equation 2.28.

𝐿𝑒 = 𝛼
𝐷 (2.28)

Where 𝛼 and 𝐷 denote the thermal and mass diffusivity, respectively. A Lewis number larger than
unity means that the heat diffusion outbalances the diffusion of the reactants. For a Lewis number of
unity, and by assuming that the preheat zone is significantly larger than the reaction zone, an estimation
of the laminar flame speed 𝑆0𝐿 could be given as [36]:

𝑆0𝐿 ∼
𝐷
𝛿𝑃𝐻

∼ 𝛼
𝛿𝐿

(2.29)

Where 𝑆0𝐿 is the laminar flame speed of an unstretched flame, and 𝛿𝑃𝐻 and 𝛿𝐿 are, respectively, the
preheat zone and flame front length. This relation can also be used to estimate the flame front length
for different fuels with the use of their laminar flame speeds.

Bunsen Flame
The Bunsen burner is a classical device to produce a laminar premixed flame. Gaseous fuel, entering
through an orifice, and air, entering through adjustable openings, are mixed in the mixing chamber.
The flame will have a stationary conical shape when the flow is steady, premixed, and laminar. The
kinematic balance for a Bunsen flame is described in Figure 2.11. The velocity of the unburnt mixture
𝑣𝑢 approaches the flame front and can be deconstructed in a tangential component 𝑣𝑡,𝑢 and a normal
component 𝑣𝑛,𝑢. When the flow has crossed the flame front, it is refracted, and the normal velocity
component increases with the density ratio of the unburnt mixture over the burnt mixture. Since the
flame front is stationary, the laminar flame speed should equal the normal component of the unburnt
mixture. This means that the laminar flame speed can be related to the unburnt mixture velocity as in:

𝑆0𝐿 = 𝑣𝑢𝑠𝑖𝑛(𝑎𝑐) (2.30)
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Where 𝑎𝑐 is the cone angle.

Figure 2.11: Kinematic balance for a bunsen flame [12].

Effect of Flame Stretch
The aforementioned relations for the laminar flame speed were deduced using the assumption that the
flames were planar. However, planar flames are idealized; usually, flame fronts have curves and are
stretched out. The flame speed is influenced by the flame stretch rate, which is given in Equation 2.31
[37].

𝐾 = 1
𝐴
𝑑𝐴
𝑑𝑡 (2.31)

Where 𝐴 is the surface of the flame front. A positive value of the flame stretch rate means the
flame is stretched out, and a negative value indicates the flame is compressed.

Up until now, a Lewis number close to unity has been assumed. However, the actual Lewis number
and stretch type influence the flame speed and stability. To explain this effect, a control volume in a
convex flame as in Figure 2.12 is considered. It can be seen that the heat flux into the preheat zone
is divergent, resulting in lower local temperatures and, thereby also, a lower flame speed. Next, it can
be seen that the mass flux is convergent, leading to an increase in the flame speed. The net effect of
the heat and mass flux is dependent on the Lewis number. When the Lewis number is larger than one,
the heat flux will be larger than the mass flux, resulting in a lower flame speed. For a Lewis number
smaller than one, the mass flux is larger than the heat flux, resulting in a higher flame speed. When
the flame is concave with respect to the reactants, the opposite is true; a Lewis number larger than
one leads to an increase in flame speed, and a Lewis number smaller than one leads to a decrease in
flame speed. Hence, a Lewis number larger than one will have a stabilizing effect on the flame front
as the flame speed increases/decreases for a concave/convex flame front.
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Figure 2.12: Overview of a convex flame front [11].

The flame speed of a stretched flame is related to the flame speed of an unstretched and planar
flame, 𝑆0𝐿 . This relation is given in Equation 2.32 [38].

𝑆0𝐿
𝑆𝐿
= 1 +𝑀𝑎𝐾𝑎 (2.32)

Where 𝑀𝑎 is the Markstein number, which is defined by Equation 2.33, and it describes the effect
of the local heat release on changes in the flame surface. 𝐾𝑎 is the Karlovitz number, which is defined
by Equation 2.34. The Karlovitz number is defined as the ratio between the chemical timescale 𝜏𝑐 and
the Kolmogrov timescale 𝜏𝜂 and will be further discussed in Section 2.8.

𝑀𝑎 = 𝐿𝑀
𝛿𝐿

(2.33)

𝐾𝑎 = 𝜏𝐶𝐾 =
𝛿𝐿𝐾
𝑆𝐿

(2.34)

𝐿𝑀 in Equation 2.33 is defined as the Markstein length. Positive Markstein numbers and positive
Markstein lengths indicate that the flame speed is decreased for an increase in stretch rate. Negative
Markstein numbers mean that the flame speed is increased for an increase in stretch rate.

Computation of Effective Lewis Number
The effective Lewis number of a fuel and air mixture can be determined as follows [39]:

𝐿𝑒𝑒𝑓𝑓 = 1 +
(𝐿𝑒𝐸 − 1) + (𝐿𝑒𝐷 − 1) ∗ 𝐴

1 + 𝐴 (2.35)

Where 𝐿𝑒𝐸 and 𝐿𝑒𝐷 are the Lewis numbers (Equation 2.28) of, respectively, the excess and deficient
reactants. For lean conditions, 𝑂2 is the excess reactant, and the fuel (ethanol or methane) is the de-
ficient reactant. These can be determined using flame parameters provided by the Cantera FreeFlame
simulation. A is a measure of the mixture’s strength and can be determined for lean conditions by
Equation 2.36.

𝐴 = 1 + 𝛽( 1𝜙 − 1) (2.36)

Where 𝜙 is the equivalence ratio and 𝛽 represents the Zeldovich number, which is given by 𝛽 =
𝐸(𝑇𝑏−𝑇𝑢)/𝑅𝑇2𝑏 . In this equation, 𝑇𝑏 and 𝑇𝑢 are the temperatures of the burned and unburned reactants,
and R is the gas constant. E is the activation energy of the combustion reaction and can be determined
using Equation 2.37 [40].

𝐸
𝑅 = −2

𝑑𝑙𝑛(𝜌𝑢𝑆𝐿)
𝑑(1/𝑇𝑏)

(2.37)

Where 𝜌𝑢𝑆𝐿 should be calculated for different values of 𝑇𝑏 using the Cantera FreeFlame simulation.
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2.8. Turbulent Premixed Flames
Up to now, only laminar flames have been considered. However, there will be turbulent flow, explained
in Section 2.2, in most practical applications of combustion. The velocity fluctuations of the turbulent
flow cause curving and wrinkling of the flame front. Consequently, turbulent premixed flames will have
an increased flame speed [32].

Flame Regimes
Different turbulent flame regimes can be determined based on velocity and length scale ratios. These
premixed turbulent combustion regimes can be displayed in a so-called Borghi-Peters diagram, named
after two researchers that contributed to this subject [41, 42]. First, a non-dimensional analysis should
be done to construct these diagrams.

For this approach, a Schmidt number (𝑆𝑐 = 𝜈/𝐷) of unity was assumed. This is basically the same as
assuming that the Lewis and Prandtl numbers are equal to unity. For the analysis, the flame thickness
𝛿𝐿 and the flame time 𝜏𝑇 were defined by respectively Equation 2.38 and Equation 2.39.

𝛿𝐿 =
𝐷
𝑆𝐿
= 𝛼
𝑆𝐿

(2.38)

𝜏𝑇 =
𝐷
𝑆2𝐿

(2.39)

Then, using the turbulent intensity 𝑢′ and the characteristic length scale for turbulent eddies 𝑙0,
the Reynolds number of the turbulent regime could be defined by Equation 2.40. As explained in
Section 2.2, turbulent flows are characterized by high Reynolds numbers.

𝑅𝑒𝑇 =
𝑢′𝑙0
𝜈 = 𝑢′𝑙0

𝑆𝐿𝛿𝐿
(2.40)

The turbulent Damköhler number 𝐷𝑎 is the ratio between the flow timescale and the chemical
timescale. The turbulent Damköhler number can be determined using Equation 2.41.

𝐷𝑎𝑇 =
𝜏𝑇
𝜏𝐶
= 𝑙0𝑆𝐿
𝛿𝐿𝑢′

(2.41)

The turbulent Karlovitz number is the ratio between the chemical timescale and the Kolmogrov
timescale, as can be seen in

𝐾𝑎𝑇 =
𝜏𝐶
𝜏𝜂
= ( 𝛿𝐿𝛿𝜂 )

2 (2.42)

Based on the aforementioned non-dimensional parameters, one could identify different flame regimes
as seen in Figure 2.13. This figure’s line for 𝑅𝑒𝑇 = 1 denotes the boundary between a laminar and a
turbulent flow. The different turbulent flame regimes are explained below:

• Wrinkled Flamelets: 𝑢′
𝑆𝐿
< 1 and 𝐾𝑎𝑇 < 1

The structure of wrinkled flamelets is similar to that of a laminar flame. However, the turbulent
flow weakly wrinkles the flame front.

• Corrugated Flamelets: 𝑢′
𝑆𝐿
> 1 and 𝐾𝑎𝑇 < 1

Again, corrugated flamelets retain a laminar flame structure. But in contrast to the wrinkled
flamelets regime, the flow is now more turbulent, which results in more flame wrinkling. This
could eventually lead to the folding of the flamelets, which might result in the breaking of the
flame front. This causes pockets of burned and unburned mixtures.

• Thickened Wrinkled Flames: 𝐷𝑎𝑇 > 1 and 𝐾𝑎𝑇 > 1
For thickened wrinkled flames, small turbulent eddies are still larger than the reaction zone thick-
ness. However, the eddies are small enough to penetrate the preheat zone of the flame, which
increases the heat and mass transfer. For this regime, turbulent mixing plays a significant role,
and the flame is not quasi-laminar anymore.
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• Well-Stirred Reactor: 𝐷𝑎𝑇 < 1 and 𝐾𝑎𝑇 > 1
In this regime, the smallest turbulent eddies can penetrate the reaction zone, drastically affecting
diffusion and chemical reactions. Due to enhanced heat loss to the preheat zone, the temperature
will drop in the reaction zone, and this causes the flame to extinguish.

Typical flames in gas turbines have high Reynolds numbers (𝑅𝑒𝑇 > 104), Damköhler numbers of
around one, and Karlovitz numbers larger than ten [43]. This means gas turbine flames are typically
in the thickened wrinkled flame regime.

Figure 2.13: Different flame regimes based on non-dimensional parameters [11].

Turbulent Flame Speed
As mentioned earlier in section 2.7, the laminar flame speed depends on the reactants’ chemical and
thermal properties. However, the flame speed of turbulent flows cannot be easily defined. The tur-
bulent flame speed 𝑆𝑇 is not a property existing in physics or chemistry, but it is a function of the
turbulence and the geometry of the combustor [35]. It is defined as the average flame propagation
rate through the turbulent flow of reactants. It can be seen in Figure 2.13 that each regime will have
a different effect on the flame front and, hence, the position of the flame.

In 1940, Damköhler laid a foundation for the theoretical framework of turbulent flame speeds [44].
He equated the mass flow rate �̇� that passes the turbulent flame front area 𝐴𝑇 with the mass flow
rate through the total duct area 𝐴 as can be seen in Figure 2.14. The laminar flame speed was used
for the former mass flow rate, and for the latter mass flow rate, the turbulent flame speed was used.
This resulted in Equation 2.43. As the turbulent flow causes flame wrinkling, and thereby an increase
in the flame front area, it can be concluded from Equation 2.43 that turbulent flow increases the flame
speed.

�̇� = 𝜌𝑢𝑆𝐿𝐴𝑇 = 𝜌𝑢𝑆𝑇𝐴 (2.43)
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Figure 2.14: An idealized premix flame in a duct as proposed by Damköhler [11].

Adjusting Equation 2.43 leads to Equation 2.44, where Damköhler proposed the approximation of
the area ratio.

𝑆𝑇
𝑆𝐿
= 𝐴𝑇
𝐴 = 1 + 𝑢

′

𝑆𝐿
(2.44)

Usually, the turbulent intensity is significantly larger than the laminar flame speed. This means
that the fuel choice has a minor influence on the turbulent flame speed. Next, Equation 2.44 is often
modified into a more general form, shown below as in Equation 2.45.

𝑆𝑇
𝑆𝐿
= 𝐴 + 𝐵(𝑢

′

𝑆𝐿
)𝑛 (2.45)

In the above equation, A, B, and n are empirical parameters determined by experimental work. An
example of such an expression for the wrinkled flame regime is determined by Gülder and can be seen
in Equation 2.46 [45].

𝑆𝑇
𝑆𝐿
= 1 + 0.6(𝑢

′

𝑆𝐿
)0.5𝑅𝑒0.25𝐿 (2.46)

2.9. NOx formation mechanisms
Nitrogen oxides (NOx) are one of the primary concerning emissions of natural gas-fired gas turbines.
NOx denotes both nitric oxide (NO) and nitrogen dioxide (𝑁𝑂2). In combustion processes, NO is formed
and subsequently oxidizes to 𝑁𝑂2. NOx emissions can mainly be produced by four mechanisms: Ther-
mal NO, Nitrous Oxide, Prompt Nitric Oxide, and Fuel Nitric Oxide [32]. However, the latter mechanism
is irrelevant, as methane and ethanol do not contain any nitrogen.

• Thermal NO
The thermal NO mechanism was first postulated by Zeldovich [46]. The mechanism consists of
the reaction between the present oxygen and nitrogen in the air. This reaction only reaches a
significant reaction rate at temperatures exceeding 1850 K. Thermal NO is the main mechanism
of NOx formation in conventional gas turbines [32]. However, Thermal NO emissions are reduced
by lean premixed combustion due to the lower flame temperatures.

𝑂2 = 2𝑂 (2.47a)

𝑁2 + 𝑂 = 𝑁𝑂 + 𝑁 (2.47b)

𝑁 + 𝑂2 = 𝑁𝑂 + 𝑂 (2.47c)

𝑁 + 𝑂𝐻 = 𝑁𝑂 + 𝐻 (2.47d)
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• Nitrous Oxide
This mechanism describes the NO formation by reactions of nitrous oxide (𝑁2𝑂) and is given by
Equation 2.48 [47]. This mechanism often occurs in lean conditions [48].

𝑁2 + 𝑂 +𝑀 = 𝑁2𝑂 +𝑀 (2.48a)

𝑁2𝑂 + 𝑂 = 2𝑁𝑂 (2.48b)

𝑁2𝑂 + 𝐻 = 𝑁𝑂 + 𝑁𝐻 (2.48c)

• Prompt NO
The mechanism of Prompt NO was first postulated by Fenimore [49]. This mechanism describes
the NO formation due to a reaction between hydrocarbon flames and nitrogen in the flame front
and is given as in Equation 2.49 [18]. The HCN molecules oxidize to NO by a sequence of
reactions, where first CN is produced from HCN, CN oxidizes then into NCO, which dissociates
into NO.

𝑁2 + 𝐶𝐻 = 𝐻𝐶𝑁 + 𝑁 (2.49)

Usually, Thermal NO would be the only dominant mechanism in combustion. However, the Thermal
NO formation mechanism is slightly suppressed for lean conditions, meaning the temperature is rela-
tively low. Next to that, the formation of CH is suppressed, which leads to less Prompt NO. The Nitrous
Oxide formation mechanism has a relatively low activation energy, meaning that the low temperatures
at lean conditions do not affect the NO formation that much. So, it can be concluded that Thermal NO
and Nitrous Oxide NO are the dominant mechanisms in lean conditions [32, 48].

2.10. Gas Turbine Combustor
In a premixed gas turbine combustor, fuel and air will be premixed and passed through swirlers before
the mixture is burned in the combustion chamber. A schematic of this can be seen in Figure 2.15.
Premixing is often achieved by injecting a fuel jet perpendicular to the airflow.

Figure 2.15: Schematic of a premixed and swirl-stabilized burner [13].

Jet in Crossflow
A jet in crossflow (JICF), or transverse jet, refers to a situation where a high-speed jet interacts with
a fluid in crossflow. Due to the efficient mixing characteristics in a limited space, JICF is often applied
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for gas turbine combustors. The importance of the quality of mixing will be further discussed in Sec-
tion 2.12.

Four types of coherent structures can be determined in a JICF: shear-layer vortices, horseshoe vor-
tices, wake vortices, and a counter-rotating vortex pair [14]. These can be seen in Figure 2.16. In the
far field of the flow, the counter-rotating vortex pair becomes dominant over the other vortical struc-
tures. So, downstream of the jet inlet, the counter-rotating vortex pair is synonymous with the jet itself.

Figure 2.16: Vortical structures in a JICF [14].

An important parameter to characterize a JICF is the momentum flux ratio 𝐽, which can be deter-
mined by Equation 2.50.

𝐽 =
𝜌𝑗𝑒𝑡𝑈2𝑗𝑒𝑡
𝜌∞𝑈2∞

(2.50)

Where 𝜌𝑗𝑒𝑡 and 𝜌∞ are, respectively, the densities of the fuel jet and the air crossflow, and 𝑈𝑗𝑒𝑡
and 𝑈∞ are their velocities. Logically, higher values of 𝐽 indicate that the fuel jet can penetrate further
into the air crossflow than for lower values of 𝐽.

Flame Stabilization
Flames are positionally stabilized when the local flame speed and flow velocity of reactants are balanced.
When there is such a local balance, the flame will be anchored at that position. In a gas turbine, air
leaves the compressor at velocities significantly higher than the turbulent flame speed of the fuel-air
mixture. To keep the flame at the same position, setting up local regions in the flow with smaller
velocities is necessary. This is usually done by creating a local region where the flow is reversed, which
can be achieved using different techniques such as a bluff body, opposing fuel jets, pilot flames, and a
swirler. In this report, only the use of a swirler will be discussed.

Swirl
The application of swirlers in burners can be seen in Figure 2.17. Close to the walls, External Recir-
culation Zones (ERZ) are created, and in the center, an Internal Recirculation Zone (IRZ) arises. The
IRZ assists in stabilizing the flame, as it brings back the hot combustion products that serve as a heat
source for the combustion of the unburned reactants. Next to that, the existence of an IRZ and ERZs
causes regions with high-velocity shear layers. This means that if there is a sudden change in the local
flame speed, the flame will stabilize close to its original position.
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Figure 2.17: Sketch of a premix swirl burner [11].

The incoming axial flow will be deflected When it passes a swirler. This creates a velocity compo-
nent in the tangential or azimuthal direction, which explains the existence of the recirculation zones.
This can be further discussed with the use of the Swirler number 𝑆, which is a non-dimensional param-
eter defining the amount of swirl. The Swirl number is determined by dividing the axial flux of swirl
momentum 𝐺𝜃 by the axial flux of axial momentum 𝐺𝑥 times the nozzle radius 𝑟𝑛 as can be seen in
Equation 2.51.

𝑆 = 𝐺𝜃
𝐺𝑥𝑟𝑛

(2.51)

As the flow expands downstream of the swirler, velocities will decay. But for a low degree of swirl,
characterized by swirl numbers smaller than 0.4, the adverse pressure gradient is not large enough to
cause axial flow recirculation. In contrast, higher degrees of swirl will result in both an axial and radial
pressure gradient. This can be seen in Figure 2.18.

Figure 2.18: Flow patterns for low degrees of swirl (left) and higher degrees of swirl (right) [15].

2.11. Combustion Stability
Stability is a crucial design consideration in gas turbines, and the stability limit defines the operability
of a given design for a given inlet condition. Combustion systems have a stability loop for a specific
fuel, temperature, and pressure, as seen in Figure 2.19.
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Figure 2.19: Influence of pressure and temperature on the combustor stability loop [16].

Autoignition
Autoignition is when the fuel mixture spontaneously ignites without an external ignition source. A
minimum temperature is required for the autoignition of the fuel mixture, which is defined as the
autoignition temperature 𝐴𝐼𝑇. The onset of autoignition requires some time, called the autoignition
delay time 𝜏𝑖𝑔. A longer residence time in the mixing section enhances the mixing quality. But, when
the residence time is longer than the autoignition delay time, it could lead to local flashes of the fuel-air
mixture. These flashes can result in potential overheating of the burner components.

Blow-off
Blow-off is the phenomenon where the flame detaches from the burner and propagates further down-
stream in the combustion chamber until the flame is physically blown off. This occurs when the flow
velocity of the mixture is larger than the flame speed. Another cause of the blow-off could be a reduc-
tion of the fuel-to-air ratio below the lean limit, resulting in the extinction of the flame. When blow-off
occurs, the flame is not self-sustained anymore.

Flashback
In contrast to blow-off, flashback occurs when the flow velocity of the mixture is smaller than the flame
speed. The flame will then propagate upstream against the mixture’s flow direction, which could cause
severe damage to the burner and premixer hardware. Possible flashback is one of the major challenges
for the design of a premixed combustor. The different flashback-causing mechanisms are defined as
[11]:

• Turbulent flame propagation within core flow
Flashback may occur when the turbulent flame speed exceeds the velocity of the core flow.
When there is such an imbalance of the turbulent flame speed and the core flow velocity, the
flame will propagate upstream, potentially leading to a flashback. However, this flashback type
is uncommon in gas turbines, as the flow velocity of unburned reactants is usually significantly
larger than the turbulent flame speed [11].

• Flame propagation within boundary layer
Due to the no-slip boundary condition at the combustion wall, the flow velocity is reduced to zero
within the boundary level. So, flashback can occur as local flow velocities close to the wall become
smaller than the flame velocity. However, heat loss to the wall introduces flame quenching, which
counteracts the flashback. Flame quenching only occurs when the distance to the wall is small
enough. A study by Hatem showed that higher swirl burners have thinner boundary layers, which
makes boundary layer flashback less feasible [50].

• Combustion instabilities
Large amplitude acoustic pressure oscillations driven by unsteady heat release can cause com-
bustion instabilities. The pressure and heat release oscillations should have a phase difference
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smaller than 90∘for the combustion instabilities to occur. These combustion instabilities, which
will be further described in Figure 2.11, introduce velocity fluctuations. The velocity fluctuations
may trigger flashback.

• Combustion induced vortex breakdown
Swirling motion is often applied in combustion chambers for flame stabilization. The flame is
typically anchored upstream of the internal recirculation zone created by the swirling motion, as
is explained in Equation 2.10. This internal recirculation zone introduces negative axial velocities
in the core flow, which triggers so-called vortex breakdown [51]. The negative axial velocity in
the core flow could result in a possible flashback. So, this type of flashback is typical for swirl
burners.

Dynamic Instabilities
Combustion instabilities (known as dynamics/oscillations) are undesirable as they can lead to catas-
trophic damage to the gas turbine hardware. However, this phenomenon is very complex, so it is still
an active area of research in combustion science. The combustion instabilities are caused by a feedback
loop, which can be seen in Figure 2.20. Fluctuations in the heat release add energy to the acoustic
field. This leads to pressure and velocity fluctuations, leading to flow and mixture perturbations. These
will cause heat release fluctuations, so the feedback loop is closed. The oscillatory combustion pro-
cess adds energy to the acoustic oscillations when their phase difference is smaller than 90∘. This is
demonstrated by Rayleigh’s criterion [52]:

∫
𝑉
∫
𝑡
𝑝′(𝑥, 𝑡)𝑞′(𝑥, 𝑡)𝑑𝑡𝑑𝑉 > 0 (2.52)

Where 𝑝′(𝑥, 𝑡) and 𝑞′(𝑥, 𝑡) are, respectively, the combustor pressure oscillations and the heat release
oscillations. Different mechanisms can cause oscillations, activating the aforementioned feedback loop.
The most important mechanisms for premixed combustion are [17]:

• Equivalence Ratio Oscillations
Pressure oscillations caused by the combustion process may propagate into the premixer. The
pressure oscillations will affect the mixture’s air and fuel supply, resulting in a mixture with a
periodically varying equivalence ratio. This will, in turn, result in oscillatory heat release.

• Oscillatory Flame Area
The oscillatory flame can be caused by interaction with acoustic velocity oscillations or due to the
present vortices in the flow. This varying flame area will cause variations in the heat release of
the flame and could have a driving effect on combustion instabilities.

Figure 2.20: Feedback loop causing combustion instabilities [17].

Energy can also be removed from unstable acoustic modes by one of the following damping mech-
anisms:

• Viscous and Heat Transfer Damping
The acoustic mode may lose energy due to boundary layers or flow separation. For bound-
ary layer losses, the no-slip boundary condition and the zero-amplitude temperature oscillations
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cause energy from the acoustic wave to be transferred in vortical velocity or entropy fluctuations,
respectively. So, due to these fluctuations, the acoustic wave will have less energy when reflected
from a wall. Flow separation losses occur at sharp edges or rapid flow expansions, and this will
convert the energy of the acoustic waves into vorticity.

• Radiation and Convection
In this mechanism, acoustic energy may leave the system due to propagation or convection
caused by the fluid motion out of the system.

• Transfer of Energy
The acoustic oscillations will occur at one or more of the natural frequencies of the combustion
chamber. However, acoustic energy may also be transferred from these natural frequencies to
other modes that oscillate at frequencies that are not amplified. This phenomenon is caused
by random modulation processes, such as the reflection and scattering of sound waves due to
turbulent eddies. The transfer of acoustic energy has a damping effect for the specific mode.

When the driving mechanisms are more significant than the damping mechanisms, the amplitudes
of the acoustic oscillations will increase. The feedback loop will then cause a situation where the
amplitude is increased even further. Active or passive measures could be taken to counteract the
driving mechanisms. Active measures focus on reducing the amplitudes of the combustor pressure
and heat release oscillations or ensuring that both oscillations are out of phase. Passive measures
ensure that the damping mechanisms are larger than the driving mechanisms. This can be done, for
example, by Helmholtz resonators or combustion tuning [17].

2.12. Gas Turbine Emissions
The exhaust gases from the combustion process in a gas turbine contain several pollutants. The
pollutants that will be discussed are NOx, Carbon Monoxide (CO), and Unburned Hydrocarbons (UHC).
Parameters, such as the temperature, time, and power load, influence the concentration of these
pollutants in the exhaust gases. The effect of temperature on the formation of CO and NOx can be
seen in Figure 2.21. As the equivalence ratio controls the temperature, Figure 2.21 can be modified
into a figure similar to Figure 2.22. However, it is essential to note that Figure 2.22 uses an air/fuel
equivalence ratio, where the fuel/air equivalence ratio was considered in this report.

Figure 2.21: Influence of the temperature on the NOx and
CO formation [18].

Figure 2.22: NOx, CO, and UHC emissions versus the
equivalence ratio [19].

NOx
The following events mainly cause higher NOx levels:
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• Quality of Mixing
The quality of mixing has a significant impact on the NOx emissions from a gas turbine. In poorly
mixed mixtures, there will be fuel-rich and fuel-poor pockets. As NOx emissions have an almost
exponential relation with the temperature, a higher local equivalence ratio in fuel-rich pockets
will cause an overall increase in NOx emissions when compared to perfectly mixed mixtures [53].

• Residence Time
Another factor impacting NOx emissions is the residence time in the combustion chamber. As
NOx formation mechanisms consist of slow reactions, an increase in residence time at high tem-
peratures will lead to more NOx emissions. Next, it was found that NOx emissions are increased
by an increase in pressure [53].

Carbon Monoxide and Unburned Hydrocarbons
Typical reasons for higher CO emissions are:

• Excess Fuel
When the combustion zone has excess fuel, it generates high levels of carbon monoxide (CO)
because there is not enough oxygen available to complete the combustion reaction and produce
carbon dioxide (𝐶𝑂2).

• Residence Time
Also, in lean conditions, significant amounts of CO may be formed because the oxidation reaction
of CO into 𝐶𝑂2 is relatively slow. This means that when the residence time is too short, an
increase in CO emissions could be experienced.

• Overcooling
Overcooling could result in quenching of the oxidation reaction of CO, thereby leading to higher
CO emissions.

As for CO emissions, unburned hydrocarbon (UHC) emissions are caused by incomplete combus-
tion. So, UHC emissions will typically follow the trends of CO emissions.

2.13. Mixing Quality
As mentioned in section 2.12, the mixing quality significantly impacts the NOx (and, to a lesser extent,
CO) emissions. A lower quality of mixing will lead to a higher NOx emission level. The quality of mixing
can be evaluated using different parameters, but for this research, the unmixedness described by
Hornsby and Norster will be used [54]. They characterize the mixing in a combustion system using the
mass flow weighted standard deviation of the fuel distribution (denoted as 𝑆) at a specified plane. The
mass flow weighted standard deviation of the fuel distribution S can be calculated by Equation 2.53.

𝑆 = √
∑(𝐶2𝑖 𝑀𝑖)
∑𝑀𝑖

− (
∑𝐶𝑖𝑀𝑖)
∑𝑀𝑖

)
2

(2.53)

Where 𝐶𝑖 is the mass fraction of the fuel at cell i, 𝑀𝑖 is the massflow through cell i, and 𝐴𝑖 is the
area of cell i. Now Equation 2.53 can be normalized with the use of Equation 2.54.

𝑆𝑁 =
𝑆
𝑆0

(2.54)

Where 𝑆0 is a value for the situation where the fuel and air are unmixed. 𝑆0 can be calculated with
the use of Equation 2.55.

𝑆0 = √(
1

𝐹 + 1) − (
1

𝐹 + 1)
2

(2.55)

In this equation, F is the mass-based air-to-fuel ratio. To conclude, a 𝑆𝑁 of 0 indicates the unmixed
situation, and a 𝑆𝑁 of 1 indicates that the fuel and air are perfectly mixed.



3
Methodology

This chapter will serve as the link between the research questions, theoretical background, and the
research itself. The research goal is to get an overview of how the use of ethanol will affect the process
design and the combustion characteristics of Killingholme. Section 3.1 will discuss how the effect on
the process design will be studied, and the workflow for the research of the combustion characteristics
will be addressed in Section 3.2.

3.1. Process Design
First, burner inlet conditions were measured during a baseload performance test performed by Uniper.
This baseload performance test was performed during actual operation, so natural gas was used as
the fuel. As discussed in Chapter 1, the research focuses on comparing ethanol and methane, which
means that different mass flows are required to have the same energy output from the gas turbine. The
burner inlet conditions will also be used to determine the required minimum temperature of ethanol to
be in vapor form. Then, the MWI (discussed in Section 2.4) of ethanol and methane will be calculated
and compared. With the use of additional literature research, the feasibility of ethanol using existing
fuel storage and supply systems will be assessed. The possibilities for heat integration will also be
studied, where the heat integration should provide the required heat for the ethanol evaporation. A
preliminary baseload design will be modeled with the use of Aspen Hysys. Finally, the workflow can be
summarized in Figure 3.1.

Figure 3.1: Workflow for the process design of ethanol.

3.2. Combustion Characteristics
The combustion characteristics will be evaluated based on a few criteria: flame length/position, au-
toignition, flashback/blowoff, NOx emissions, and combustion dynamics. The effect of ethanol with
respect to these criteria can be determined with the use of different relevant parameters, such as the
adiabatic flame temperature, laminar flame speed, effective Lewis number, autoignition delay time,
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and the fuel-air mixing quality. To determine the effect of ethanol on the combustion characteristics, a
comparison of the aforementioned parameters will be performed for ethanol and methane. Table 3.1
describes which parameters will be used to evaluate each criterion.

Table 3.1: Summary of the parameters that will be used to evaluate the criteria for the combustion characteristics.

Criterion Relevant Parameters

Autoignition Autoignition Delay Time

Flame Length/Position Laminar Flame Speed - Effective Lewis
Number - Fuel-Air Mixing Quality

Flashback/Blowoff Laminar Flame Speed - Effective Lewis
Number - Flame Length

NOx Emissions Adiabatic Flame Temperature - Fuel-Air
Mixing Quality - Flame Length

Combustion Dynamics Fuel-Air Mixing Quality - Flame Length

The adiabatic flame temperature, laminar flame speed, effective Lewis number, and the autoigni-
tion delay time will be determined for ethanol and methane at relevant conditions with the use of a
kinetic modeling study. The fuel-air mixing quality for ethanol and methane will be compared using a
computational fluid dynamics (CFD) model of the premixing section of the HR3 burner.

Kinetic Modeling Study
Several combustion parameters for ethanol and methane will be compared to evaluate the effect of
implementing ethanol as a fuel for the gas turbine. These combustion parameters will be determined
using a chemical kinetics simulation performed with the Cantera package in Python [55]. In a chemical
kinetics simulation, the rate of chemical reactions will be studied, which was already briefly mentioned
in Section 2.5. First, a suitable kinetic mechanism should be selected for the chemical kinetics sim-
ulation. As most kinetic mechanisms are provided in the CTI format, and Cantera requires files in
the YAML format, the kinetic mechanism should be converted. This can be done with the use of the
cti2yaml script that can be downloaded from the Cantera website [55]. Then, the kinetic mechanism
will be validated for conditions relevant to the Siemens SGT5-2000E gas turbine.

When the validation is successful, the kinetic mechanism can be used for a FreeFlame and an
IdealGasReactor simulation. The FreeFlame function in Cantera simulates a one-dimensional, freely-
propagating, and premixed flame. The laminar flame speed and the adiabatic temperature can be
directly determined from this simulation. The effective Lewis number will be determined following the
equations described in Section 2.7.

The autoignition delay time will be determined using the IdealGasReactor function of Cantera. This
function models a specified mixture in a constant-volume batch reactor. The time before the mixture
ignites without the addition of an ignition source, i.e., the autoignition delay time, will be determined
by monitoring the OH concentration in the mixture. A sudden increase of OH indicates that autoignition
has taken place.

The methodology for the kinetic modeling study can be summarized in Figure 3.2.
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Figure 3.2: Workflow for the kinetic modeling study.

Fuel Air Mixing Study
Figure 3.3 shows the workflow for the CFD analysis of the fuel-air mixing. The Ansys Fluent software
was used for the CFD analysis [27]. First of all, the selected turbulence models should be validated.
The validation will be performed using a reference case that provides experimental data. Based on the
performance of the turbulence models in the reference case, a turbulence model will be selected for
the remaining CFD analysis.

After the turbulence model selection, the geometry of the mixing section of the HR3 burner will be
defined, and a model will be made using the DesignModeler package of Ansys Fluent. Then, a mesh
will be designed based on the geometry. The mesh will be verified by a mesh independence study,
and different quality measures will also be checked. If the mesh provides acceptable solutions, the
quality of the fuel-air mixing can be studied by performing steady RANS simulations. These simulations
provide the results that were used to compare ethanol with methane.

Figure 3.3: Workflow for the fuel-air mixing study.



4
Process Design

In this chapter, the current conditions of the Killingholme power plant will be discussed first in Sec-
tion 4.1. These conditions will be used to determine the required conditions for the ethanol case. Then,
a preliminary design for the ethanol case during baseload operation will be given in Section 4.2. And
finally, Section 4.3 discusses some important aspects that should be considered before ethanol can be
implemented.

4.1. Operating Data
Uniper provided some burner inlet conditions that were established in a baseload performance test.
These parameters can be found in Table 4.1. This baseload performance test is based on the use
of natural gas as a fuel. However, for the remaining research, ethanol will be compared to methane
instead of natural gas. This simplification is deemed acceptable, as natural gas used in the United
Kingdom consists for 92% out of methane [56].

Table 4.1: Parameters obtained from a performance test of a single gas turbine at the Killingholme site provided by Uniper.

Parameter Value Unit

Compressor Discharge Pressure 11.2 bar

Compressor Discharge Temperature 608 K

Fuel Gas Temperature 294 K

Maximum Fuel Pressure 18 bar

𝐿𝐻𝑉𝑓𝑢𝑒𝑙 (Natural Gas) 47.1 MJ/kg

Fuel Net Mass Flow (�̇�𝑓𝑢𝑒𝑙) 9.2 kg/s

𝑀𝑊𝑡ℎ Input 433 MW

Compressor Outlet Mass Flow 512.9 kg/s

Turbine Inlet Temperature 1296 K

As can be seen in Table 4.1, the maximum fuel pressure was measured to be 18 bar. The required
temperature for ethanol evaporation can be determined by equating the maximum fuel pressure to the
vapor pressure. The Antoine equation relates the vapor pressure to the temperature and is given in
Equation 4.1 [24].

𝑙𝑜𝑔10(𝑝) = 𝐴 − (𝐵/(𝑇 + 𝐶)) (4.1)

Where T is the temperature in Kelvin, and A, B, and C are empirically determined parameters. A,
B, and C are respectively 4.92531, 1432.526, and -61.819 for ethanol [57]. This leads to a minimum
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required temperature of 452 K (179 ∘𝐶) for a pressure of 18 bar. However, Siemens advised hav-
ing a fuel temperature that is 15 K above its boiling point to avoid condensation of the fuel, so the
required fuel temperature of ethanol was determined to be 467 K (194 ∘𝐶) [58]. For methane, a typi-
cal temperature of 293.15 K (20 ∘𝐶) was assumed. This indicates that there is no efficiency preheating.

Methane has an LHV of 50 MJ/kg and ethanol of 26.7 MJ/kg [59]. Methane and ethanol will be com-
pared to natural gas with the use of the WI and MWI, where the former is calculated by Equation 2.22
and the latter is calculated by Equation 2.23. The MWI is the same as WI with an added temperature
factor. For both calculations, the reference temperature was taken to be 273 K (0 ∘𝐶). The results are
summarized in Table 4.2.

Table 4.2: Comparison between the WI and MWI of methane and ethanol.

Parameter Natural
Gas

Methane Ethanol Unit

Fuel Temperature 293 293 467 K

LHV 47.1 50 26.7 MJ/kg

WI 46.4 48.1 43.5 𝑀𝐽/𝑚3

MWI 43.1 46.4 33.3 𝑀𝐽/𝑚3

Siemens stated that their SGT5-2000E gas turbines can run without problems on fuels varying within
five percent of the WI that is specified on-site during commissioning. It is also stated that this variation
range of five percent can also be extended by minor adjustments [58]. The WI of ethanol is slightly
out of the aforementioned variation range (-6.3 %) for natural gas, but this is deemed acceptable.
The lower WI of ethanol suggests an increased pressure drop, leading to an increase in the required
maximum fuel pressure. Another option would be to change the valve settings to ensure the same
fuel pressure. However, for the remaining part of this research, the maximum fuel pressure was still
considered to be 18 bar.

The kinetic modeling and fuel-air mixing study will be based on Table 4.1. It is essential to discuss
some assumptions before these parameters can be modified for the methane and ethanol case. Firstly,
it is assumed by Uniper that 90% of the Fuel Net Mass Flow will be used for the premixed combustion,
and the remaining 10% will be used as pilot fuel. Secondly, it is assumed that the premix flame reaches
a temperature of 1773 K (1500 ∘𝐶), which is in agreement with literature from Siemens [4]. From these
assumptions, the amount of air flowing out of the compressor that will be mixed with the fuel (�̇�𝑚𝑎𝑖𝑛)
can be determined with the use of an energy balance. From Equation 4.2, it was determined that the
amount of air used for combustion was 284.8 kg/s. This means that around 56% of the compressor
outlet mass flow will be mixed with fuel for combustion, and the remaining part will be used for cooling.
This value will be evaluated later on in this chapter.

�̇�𝑚𝑎𝑖𝑛 =
𝑄

𝐶𝑝,2𝑇2 − 𝐶𝑝,1𝑇1
(4.2)

Where 𝐶𝑝,2 denotes the isobaric specific heat at the premix flame temperature of 1773 (𝑇2), and
𝐶𝑝,1 denotes the isobaric specific heat at the compressor discharge temperature (𝑇1). Q is the energy
that is generated by combusting the fuel that was reserved for premix combustion. It is also important
to note that for the remaining part of this paper, it will be assumed that air consists for 79% out of
nitrogen and 21% out of oxygen. The mass flows of methane and ethanol are determined on an LHV
basis to ensure the same energy output and are given to be 7.8 and 14.6 kg/s, respectively, for the
premixed combustion. The mass flows are summarized in Table 4.3.
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Table 4.3: Mass flows for air, methane, and ethanol.

Substance Name Mass Flows

Air Combustion 284.8 kg/s

Cooling 228.1 kg/s

Methane Premix 7.8 kg/s

Pilot 0.9 kg/s

Ethanol Premix 14.6 kg/s

Pilot 1.6 kg/s

4.2. Preliminary Baseload Design for Ethanol
The data that was presented in Table 4.1, Table 4.2 and Table 4.3 will be used to make a preliminary
process design for baseload operation with ethanol as the fuel. Aspen Hysys was used for the process
design and this resulted in Figure 4.1, where the main goal was to get an overview of how much heat
was required to evaporate the ethanol. The gas turbine is modeled as a separate compressor, combus-
tor, and turbine unit. The inlet and outlet conditions of the compressor are constrained by the values
given in Table 4.1. As can be seen, only a part of the air from the compressor flows to the combustor,
where it will be mixed with the evaporated ethanol before the mixture gets ignited. The mass flow rates
from Table 4.3 were used, which resulted in the combustion exhaust gas having a temperature of 1776
K. As this value is almost equal to the assumed premix flame temperature of 1773 K, it was concluded
that the calculation of the air mass flow rates was reasonably accurate. The combustion exhaust gas
mixes with the cooling air before it flows into the turbine. For the turbine, the outlet temperature was
assumed from literature to be 808 K (535 ∘𝐶) [60].

Figure 4.1: Schematic of the preliminary process design for baseload operation.

It can be seen that ethanol is stored in a tank. Ethanol will be pumped out of the tank before it
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is evaporated, and later on, it is superheated. The ethanol evaporator and superheater use steam as
the working fluid because it is safe and easy to control. The steam first passes through the ethanol
superheater, where part of the steam condenses, and this will be fed into the steam drum, where water
and steam will be split. The remaining steam is then fed into the ethanol evaporator. The steam gen-
erator, ethanol evaporator, and ethanol superheater are modeled as shell and tube heat exchangers.
From Table 4.2 and Table 4.3, it was given that liquid ethanol with a mass flow of 16.2 kg/s should be
evaporated and superheated to a temperature of 467 K. The flow parameters of the working fluids in
the steam generator, ethanol evaporator, and ethanol superheater are summarized in Table 4.4.

Table 4.4: Flow parameters for the steam generator, ethanol evaporator, and ethanol superheater.

Name Parameter Value Parameter Value

Steam Generator Q 19.6 MW

�̇�𝑓𝑙𝑢𝑒𝑔𝑎𝑠 529.1 kg/s �̇�𝑠𝑡𝑒𝑎𝑚 9.4 kg/s

𝑇𝑓𝑙𝑢𝑒𝑔𝑎𝑠,𝑖𝑛 818.2 K 𝑇𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 422.8 K

𝑇𝑓𝑙𝑢𝑒𝑔𝑎𝑠,𝑜𝑢𝑡 786.2 K 𝑇𝑠𝑡𝑒𝑎𝑚,𝑜𝑢𝑡 495.0 K

𝑝𝑓𝑙𝑢𝑒𝑔𝑎𝑠,𝑖𝑛 1.1 bar 𝑝𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 25 bar

Ethanol Superheater Q 0.7 MW

�̇�𝑒𝑡ℎ𝑎𝑛𝑜𝑙 16.2 kg/s �̇�𝑠𝑡𝑒𝑎𝑚 9.4 kg/s

𝑇𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑖𝑛 449.6 K 𝑇𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 495.0 K

𝑇𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑜𝑢𝑡 467.2 K 𝑇𝑠𝑡𝑒𝑎𝑚,𝑜𝑢𝑡 492.8 K

𝑝𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑖𝑛 18 bar 𝑝𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 24 bar

Ethanol Evaporator Q 18.9 MW

�̇�𝑒𝑡ℎ𝑎𝑛𝑜𝑙 16.2 kg/s �̇�𝑠𝑡𝑒𝑎𝑚 9.1 kg/s

𝑇𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑖𝑛 293.2 K 𝑇𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 492.8 K

𝑇𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑜𝑢𝑡 449.6 K 𝑇𝑤𝑎𝑡𝑒𝑟,𝑜𝑢𝑡 455.3 K

𝑝𝑒𝑡ℎ𝑎𝑛𝑜𝑙,𝑖𝑛 18 bar 𝑝𝑠𝑡𝑒𝑎𝑚,𝑖𝑛 23 bar

Figure 4.2, Figure 4.3 and Figure 4.4 show the T-Q diagrams for the three heat exchangers. Note
that the process design can potentially be further improved. However, the process design is not the
main focus of this research, so any process improvements are left for further research.

Figure 4.2: T-Q diagram for the Steam Generator.
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Figure 4.3: T-Q diagram for the Ethanol Superheater.

Figure 4.4: T-Q diagram for the Ethanol Evaporator.

4.3. Implementation of Ethanol
As touched upon earlier in this chapter, the mass-based heating value is lower for ethanol when com-
pared to methane, and this leads to higher required volume flow rates to deliver the same energy
output. However, the volumetric heating value of ethanol is only 4% lower than that of methane;
ethanol has a volumetric heating value of 354.0 𝑀𝐽/𝑚3 (T = 467 K and p = 11 bar), and methane
has a volumetric heating value of 367.7 𝑀𝐽/𝑚3 (T = 293 K and p = 11 bar). This means that only
slightly higher volume flow rates are required for ethanol, and therefore, further research should de-
termine whether larger pipes and fittings are required to keep the fuel pressure within the desired limits.

Next to that, ethanol’s characteristics may be changed due to contaminants. These contaminants
may influence the combustion process and could potentially lead to material degradation of the gas
turbine. Ethanol is highly hygroscopic, and oxygen and carbon dioxide are very soluble in ethanol [61].
Water, oxygen, and carbon dioxide may react into different contaminants such as carbonic acid. With
this in mind, it is important to store ethanol in a tank where it is not in contact with moisture or air. To
prevent this, purging the storage tank would be a good option as this removes unwanted substances
from the tank. Another measure could be nitrogen blanketing within the storage tank, which prevents
the ethanol from being in contact with air [61].

Another important aspect is the materials that are used in the fuel system. The use of ethanol leads
to an increased risk of corrosion of the used metals [62]. Possible metals that can be used for ethanol
pipelines are stainless steel and carbon steel, where the use of corrosion inhibitors or coatings could
help prevent corrosion [63]. Other suitable materials could be non-metals or ceramics.

It can be concluded from this section that minor adjustments to the fuel system are required for
ethanol. However, these adjustments are not within the scope of this paper and are left for further
research.



5
Kinetic Modeling Study

As mentioned in Chapter 3, a kinetic modeling study was performed to study the effect of ethanol on
the combustion characteristics. For this kinetic modeling study, a kinetic mechanism will be selected
in Section 5.1. Then, the kinetic mechanism will be validated for ethanol and methane in Section 5.2,
before the results of the kinetic modeling study will be presented in Section 5.3.

5.1. Kinetic Mechanism Selection
As mentioned in Section 3.2, a kinetic mechanism will be selected, which will be used to determine
some parameters that characterize the combustion of ethanol and methane. Table 5.1 provides an
overview of existing kinetic mechanisms designed to simulate ethanol’s oxidation reaction. It could be
observed that some kinetic mechanisms are more detailed than others, as the number of species and
reactions vary between different mechanisms. To select a suitable kinetic mechanism, one should check
whether the mechanism is validated for the preferred conditions, such as the pressure, temperature,
and equivalence ratio. Table 5.1 also provides information about the validated conditions of the kinetic
mechanisms.

Table 5.1: Kinetic Mechanisms suitable for ethanol oxidation.

Reference # of
Species

# of Reac-
tions

Pressure
[bar]

Temperature [K] 𝜙 [-]

Dunphy [64] 30 97 1.8-4.6 298-1660 0.25-2.0

Marinov [65] 56 351 1.0-4.5 >1000 0.2-2.0

Saxena [66] 57 288 1.0-4.6 298-1700 0.5-2.0

Cancino [67] 136 1136 0.9-50 700-1600 0.25-2.0

Ranzi [68] 159 2459 1-10 298-1250 0.5-1.5

Metcalfe [69] 124 766 0.65-260 300-2500 0.05-5.0

Olm [70] 49 251 0.2-91.2 750-2400 0.3-2.0

Zyada [71] 107 1795 1-30 298-1400 0.5-2.0

Roy [72] 67 1016 1-50 300-1450 0.3-2.0

Marques [73] 43 188 10-50 770-1430 0.5-1.0

44 205

The only kinetic mechanism that can be used for both the combustion of ethanol and methane is the
CRECK mechanism designed by Ranzi et al. from a research group of the Politecnico di Milano [68, 74].
Hence, the CRECK mechanism will be considered for the kinetic modeling study. However, it should be
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noted that the CRECK mechanism was not validated for both ethanol and methane at the typical gas
turbine conditions, so it was decided that the kinetic mechanism should be further validated.

5.2. Kinetic Mechanism Validation
As mentioned in Section 5.1, the CRECK mechanism should be validated for methane and ethanol. The
performance for the laminar flame speed and autoignition delay time will be checked by experimental
data that is collected from literature.

Ethanol
Figure 5.1 shows the results from the CRECK mechanism and experimental work at different temper-
atures and pressures. From Figure 5.1a, Figure 5.1b, Figure 5.1c and Figure 5.1d, it can be deduced
that the CRECK mechanism can give a good representation of the laminar flame speed at atmospheric
pressure and relatively low temperatures (T<453 K). However, when the temperature is increased to
a value of 600 K, it can be seen that the CRECK mechanism slightly overestimates the laminar flame
speed. When you compare Figure 5.1a and Figure 5.1d, it can be noticed that the laminar flame speed
increases with increasing temperature.

Figure 5.1e and Figure 5.1f show the performance of CRECK mechanisms at an elevated pressure
of 10 bar. This pressure is relatively close to the compressor discharge pressure of the Siemens SGT5-
2000E gas turbine. It can be concluded that the CRECK mechanism is able to represent the laminar
flame speed at higher pressures relatively well. Next to that, from the comparison between Figure 5.1b
and Figure 5.1e, it can be deduced that an increasing pressure has a damping effect on the laminar
flame speed.
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(a) CRECK mechanism versus experimental work at T = 300 K, p = 1
atm [75–80].

(b) CRECK mechanism versus experimental work at T = 398 K, p = 1
atm [76, 78, 81–83].

(c) CRECK mechanism versus experimental work at T = 453 K, p = 1
atm [75, 77].

(d) CRECK mechanism versus experimental work at T = 600 K, p = 1
atm [75, 84].

(e) CRECK mechanism versus experimental work at T = 358 K, p = 10
bar [82].

(f) CRECK mechanism versus experimental work at T = 373 K, p = 10
bar [85].

Figure 5.1: Validation of laminar flame speed of ethanol calculated at different temperatures using the CRECK mechanism
(represented by the black lines) for different temperatures and pressures.

Figure 5.2 shows the performance of the CRECK mechanism for the autoignition delay time for dif-
ferent equivalence ratios and pressures. When looking at Figure 5.2a and Figure 5.2b, it can be seen
that an increase in the equivalence ratio leads to a decrease in the autoignition delay time. The same
effect on the autoignition delay time can be recognized for an increase in pressure, as can be seen in
Figure 5.2c and Figure 5.2f. However, the pressure and equivalence ratio effects are deduced to be
relatively small compared to the temperature effects.

In general, the CRECK mechanism can accurately represent the autoignition delay time for ethanol
for different equivalence ratios, pressures, and temperature regions. Only in Figure 5.2d, it can be
seen that there is a significant deviation between the CRECK mechanism and data from Laich (2019)
for the region where the temperature is larger than 1250 K. The significant differences can be explained
as the experiments are performed at a lower pressure of 19.57 atm [86]. Next to that, as the CRECK
mechanism produces similar results to the other experiments presented in Figure 5.2d, it was concluded
that the difference is acceptable.
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(a) CRECK mechanism versus experimental work at 𝜙 = 0.3, p = 10 bar
[87].

(b) CRECK mechanism versus experimental work at 𝜙 = 1, p = 10 bar
[67, 87, 88].

(c) CRECK mechanism versus experimental work at 𝜙 = 1, p = 13 atm
[89–91].

(d) CRECK mechanism versus experimental work at 𝜙 = 1, p = 20 atm
[71, 86, 91].

(e) CRECK mechanism versus experimental work at 𝜙 = 0.3, p = 25
bar [87].

(f) CRECK mechanism versus experimental work at 𝜙 = 1, p = 30 bar
[67, 71].

Figure 5.2: Validation of autoignition delay time of ethanol calculated using the CRECK mechanism (represented by the black
lines) for different equivalence ratios and pressures.

Methane
Just as for ethanol, the CRECK mechanism was validated for methane at different conditions. Fig-
ure 5.3 shows the comparison between the CRECK mechanism and experimental work for the laminar
flame speed of methane. Again, it can be seen that a temperature increase introduces an increase
in laminar flame speed and that an increase in pressure leads to a decrease in the laminar flame speed.

When comparing Figure 5.3a, Figure 5.3b, and Figure 5.3d, it can be seen that the CRECK mecha-
nism can accurately model the laminar flame speed for varying temperatures, even at higher temper-
atures (T = 873 K). However, Figure 5.3c (where the temperature is close to the compressor outlet
temperature) shows a significant difference between the CRECK mechanism and experimental work
from Akram [92]. The data from Akram agreed with simulations made with the GRI 3.0 mechanism,
which is a broadly accepted mechanism for the combustion of methane [21]. So, it is concluded that
the CRECK mechanism will slightly overestimate the laminar flame speed of methane at the relevant
conditions for the Siemens SGT5-200E gas turbine. Lastly, Figure 5.3e and Figure 5.3f show that the
CRECK mechanism can cope with elevated pressures.
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(a) CRECK mechanism versus experimental work at T = 300 K, p = 1
atm [93–95].

(b) CRECK mechanism versus experimental work at T = 400 K, p = 1
atm [92, 93, 96].

(c) CRECK mechanism versus experimental work at T = 600 K, p = 1
atm [92, 97].

(d) CRECK mechanism versus experimental work at T = 873 K, p = 1
bar [97].

(e) CRECK mechanism versus experimental work at T = 298 K, p = 10
atm [94, 96].

(f) CRECK mechanism versus experimental work at T = 298 K, p = 20
atm [94].

Figure 5.3: Validation of laminar flame speed of methane calculated using the CRECK mechanism (represented by the black
lines) for different temperatures and pressures.

The performance of the CRECK mechanism for the autoignition delay time of methane is shown in
Figure 5.4. Just as for ethanol, it can be seen that an increase in equivalence ratio and pressure will
cause slightly lower autoignition delay times.

Again, the CRECK mechanism shows good results for a broad range of equivalence ratios, pressures,
and temperatures. However, Figure 5.4c and Figure 5.4d show some significant differences in the lower
temperature regions (T< 1250 K) between the CRECK mechanism and experimental work from Goy
(2001) and De Vries (2007) for elevated pressures of 10 and 20 atm [98, 99]. The aforementioned
studies used the shock tube method to measure the autoignition delay time for all considered temper-
atures. In contrast, a more recent study from Burke et al. suggested using the shock tube method
only for high-temperature regions and the rapid compression machine method for lower-temperature
regions [100]. As the results from the CRECK mechanism are well aligned with the measurements from
Burke et al„ it is expected that the mechanism gives a good representation of the autoignition delay
time of methane at the relevant gas turbine conditions.
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(a) CRECK mechanism versus experimental work at 𝜙 = 1, p = 5 atm
[98, 101].

(b) CRECK mechanism versus experimental work at 𝜙 = 0.3, p = 10 atm
[100].

(c) CRECK mechanism versus experimental work at 𝜙 = 0.5, p = 10 atm
[98, 100, 101].

(d) CRECK mechanism versus experimental work at 𝜙 = 0.5, p = 20 atm
[98, 99, 102].

(e) CRECK mechanism versus experimental work at 𝜙 = 0.3, p = 25
atm [100].

(f) CRECK mechanism versus experimental work at 𝜙 = 0.3, p = 25 atm
[100].

Figure 5.4: Validation of autoignition delay time of methane calculated using the CRECK mechanism (represented by the black
lines) for different equivalence ratios and pressures.

Conclusion on Mechanism Performance
Unfortunately, no experimental data was found close to the relevant gas turbine (T = 600 K and p =
11 bar). The different works usually research the effect of varying a single parameter on the lami-
nar flame speed and autoignition delay time. Therefore, the accuracy of the CRECK mechanism for a
varying temperature or pressure should be assessed separately. The performance is summarized in
Table 5.2.

The CRECK mechanism slightly overestimates the laminar flame speeds for ethanol and methane
at a temperature of 600 K and a pressure of 1 atm. As this overestimation is the case for both fuels,
this will not significantly affect the comparison. It was also found that an increase in pressure has no
major effect on the accuracy of the CRECK mechanism regarding the laminar flame speed prediction
of ethanol and methane.

Next to that, the CRECK mechanism was able to give a good representation of the autoignition
delay time of ethanol and methane for various equivalence ratios, pressures, and temperature regions.
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Table 5.2: Performance of CRECK mechanism on relevant gas turbine conditions

Laminar Flame Speed Autoignition Delay Time

Ethanol Minor overestimation at T = 600 K and
p = 1 atm

Good performance for various equiva-
lence ratios, pressures, and tempera-
ture regions.

Good performance for T = 373 K and p
= 10 bar

Methane Minor overestimation at T = 600 K and
p = 1 atm

Good performance for various equiva-
lence ratios, pressures, and tempera-
ture regions.

Good performance at T = 298 K and p
= 10 atm

5.3. Results
The adiabatic flame temperature can be determined from the Cantera FreeFlame simulation by taking
the maximum value of the temperature that is reached by the flame of the specified mixture. Figure 5.5
displays the results for the adiabatic flame temperature for ethanol and methane versus the equiva-
lence ratio. It can be seen that the adiabatic flame temperatures that are reached are slightly higher
for ethanol when compared to methane. However, the differences are relatively small compared to
other fuels in Figure 2.7. The green vertical line in Figure 5.5 depicts the required average equivalence
ratios of ethanol and methane (both close to 0.55) that were calculated in Section 4.1. It can be seen
that the adiabatic flame temperature of ethanol for this equivalence ratio is around 1850 K, and the
adiabatic flame temperature of methane is around 1820 K. From literature, it was found that Siemens
controls the HR3 burner at a flame temperature of 1773 K [4]. The difference between the adiabatic
flame temperature and the control temperature of 1773 K is expected, as the adiabatic flame temper-
ature is a measure under ideal conditions.

The higher adiabatic flame temperature of ethanol suggests that the average equivalence ratio of
ethanol should be decreased to ensure the control temperature of the HR3 burner. Because the energy
input is reduced, the power output will also be slightly lower when ethanol is used as a fuel. Next
to that, Section 2.9 and Section 2.12 explained that the flame temperature is an essential factor that
affects the NOx emissions of a gas turbine. Considering a constant control temperature of the flame,
no change in NOx emissions is expected due to the difference in adiabatic flame temperature of ethanol
and methane.

Figure 5.5: Adiabatic flame temperature versus the equivalence ratio for the relevant gas turbine conditions.
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Another important parameter that affects the combustion characteristics is the turbulent flame
speed. As was explained in Section 2.8, the turbulent flame speed is not a physical property, and
past research has struggled to model it accurately. Considering that the turbulent flow and geometry
of the burner are not changed for the comparison between ethanol and methane, the laminar flame
speed remains an important factor affecting the turbulent flame speed. The laminar flame speed was
determined by the Cantera FreeFlame simulation, which models the flame as an one-dimensional pla-
nar flame. However, in reality, flames will be wrinkled and stretched. Therefore, another important
property for the comparison is the effective Lewis number, which was also determined by the Cantera
FreeFlame simulation.

Figure 5.6 shows the laminar flame speed of ethanol and methane versus the adiabatic flame tem-
perature. The green vertical line indicates the aforementioned control temperature of the Siemens HR3
burner (T = 1773 K). It can be seen that for this temperature, the laminar flame speed is significantly
higher for ethanol than for methane. At these conditions, ethanol has a laminar flame speed of ap-
proximately 0.16 m/s, and methane has a laminar flame speed of 0.09 m/s, meaning that the laminar
flame speed is increased by 78% when ethanol is used as the fuel. This difference suggests that the
use of ethanol will lead to a higher turbulent flame speed when compared to methane.

Figure 5.6: Laminar flame speed versus the adiabatic flame temperature for the relevant gas turbine conditions.

Figure 5.7 shows the calculated effective Lewis number for ethanol and methane at the specified
conditions. It can be seen that methane has an effective Lewis number close to unity for different
adiabatic flame temperatures, whereas ethanol has an effective Lewis number that is significantly larger
than unity. Again, the green line represents the HR3 burner control temperature, at which ethanol has
an effective Lewis number of 1.56. As explained in Section 2.7, a Lewis number larger than unity will
have a smoothing effect on the wrinkled flame, and thereby a dampening effect on the actual flame
speed. This means that the difference in turbulent flame speed between ethanol and methane will be
smaller than was first expected.
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Figure 5.7: Laminar flame speed versus the adiabatic flame temperature for the relevant gas turbine conditions.

As mentioned in Section 2.11, flashback may occur when the flame speed exceeds the local flow ve-
locities. The increase in laminar flame speed, and therefore increased turbulent flame speed, suggests
that there is an increased risk of flashback when ethanol is used. However, these increased flashback
risks may be within the flashback margin. An experimental study by Blaette et al. showed that hydro-
gen could be added to natural gas to a value of 60%vol for the Siemens SGT5-4000F gas turbine, which
also uses HR3 burners, without causing flashback [103]. The value of the aforementioned research
will be assessed by comparing the laminar flame speed and effective Lewis number effects of ethanol
to that of hydrogen/methane mixtures. At relevant conditions (T = 723 K and p = 20 bar) for the
SGT5-4000F gas turbine, it was found that a 60%vol hydrogen/40%vol methane mixture has a laminar
flame speed of approximately 0.17 m/s [104]. Next, it was found that the effective Lewis number is
decreased below unity when hydrogen is added to methane [105]. Because the laminar flame speed
of ethanol (0.16 m/s) is lower than that of the 60%vol hydrogen/40%vol methane mixture (0.17 m/s),
and ethanol has a dampening effect on the turbulent flame speed in contrast to hydrogen due to the
different Lewis number effects, it is expected that the use of ethanol will be within the flashback margin
that was described by Blaette et al. [103]. In contrast to the higher flashback risks, the use of ethanol
will reduce the blowout risks due to the higher flame speed.

Also, the flame position will be affected by the use of ethanol. The higher turbulent flame speed of
ethanol suggests that the flame will be shorter, which is in accordance with the study of Blaette et al.
[103]. The shorter flame length will cause an increase in NOx emissions as the residence time at higher
temperatures is increased. Next to that, the shorter flame length will alter the combustion dynamics,
as the ’time lag’ is shortened due to the shorter flame length. Therefore, it can be expected that the
driving energy source for the combustion dynamics shifts to higher frequency nodes. This could be
beneficial as the SGT5-2000E gas turbines have large silo combustors with relatively low natural fre-
quencies. But besides this, it is hard to determine whether the use of ethanol will be really beneficial
for the combustion dynamics. It is expected that combustion tuning is needed to ensure acceptable
behavior regarding the combustion dynamics.

Another effect of ethanol on the combustion characteristics is the increased risk of autoignition of
the unburned fuel-air mixture. The autoignition delay time was calculated with the use of the Cantera
IdealGasReactor simulation to compare ethanol to methane. The autoignition delay time was plotted
against the temperature for three different ethanol and methane mixture strengths. This can be seen
in Figure 5.8. It can be seen that the ethanol mixtures have a shorter autoignition delay time than
the methane mixtures. Next to that, it can be noted that a higher equivalence ratio leads to shorter
autoignition delay times. The average equivalence ratio of both ethanol and methane was close to
0.55, but it can be concluded from Figure 5.8 that there is an increased risk of autoignition for fuel-rich
pockets. This means that enhanced mixing decreases the risk of autoignition.
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(a) 𝜙 = 0.5, p = 11.1732 bar (b) 𝜙 = 0.75, p = 11.1732 bar (c) 𝜙 = 1, p = 11.1732 bar

Figure 5.8: Autoignition delay time versus 1/T for ethanol and methane at different equivalence ratios..

Mixing of the fuel and air in the HR3 burner occurs at a temperature of approximately 600 K (denoted
by the vertical green line at 1000/T = 1.67), which is close to the compressor discharge temperature.
As can be seen from Figure 5.8, for all three mixture strengths, both ethanol and methane will have
autoignition delay times larger than 105𝑚𝑠. These values are so high compared to the mixing sec-
tion residence time that autoignition in the actual mixing section is not expected. However, there
are regions where the unburned reactants get heated by the burned products due to the existence
of recirculation zones. From literature, it was deduced that the unburned reactants typically reach a
temperature of approximately 1000 K [104]. This temperature is denoted by the vertical green lines
in Figure 5.8 at 1000/T = 1. For this temperature, ethanol has an autoignition delay time in the order
of 100 ms, and methane has an autoignition delay time in the order of 101 ms. This means there is a
significantly higher probability of periodic flashes of the fuel-air mixture when ethanol is used as a fuel.
These periodic flashes could eventually lead to a steady flashback. Therefore, it is concluded that the
shorter autoignition delay times of ethanol increase the risk of possible flashback compared to methane.

Conclusion on Kinetic Modeling Study
In conclusion, the results from the kinetic modeling study show that ethanol has a higher laminar flame
speed than methane, which also leads to an increase in turbulent flame speed. However, this increase
is not directly proportional, as the Lewis number of ethanol has a smoothing effect on the flame front.
The increase in turbulent flame speed causes an increase in flashback risks, but it is expected that
this will be within the margin of the gas turbine. The higher turbulent flame speed of ethanol will also
cause shorter flames. Lastly, it was found that ethanol leads to higher probabilities of autoignition.



6
Fuel-Air Mixing Study

This chapter will focus on how the use of ethanol will affect the quality of fuel-air mixing within the
combustor when compared to methane. As mentioned in Section 2.12, the quality of fuel-air mixing
has a significant impact on the NOx emissions of a gas turbine due to the almost exponential relation
between the NOx emissions and the temperature. Next to that, the quality of fuel-air mixing also
affects the flame length and combustion dynamics. It was discussed in Chapter 4 that ethanol has a
lower LHV compared to methane, which means that a slightly higher volume flow will be required to
ensure the same energy output from the gas turbine. This indicates different mixing characteristics,
which will be studied by a CFD analysis of the HR3 burner. All CFD simulations are performed with the
use of Ansys Fluent.

6.1. Turbulence Model Validation
The mixing of the fuel and air will be evaluated with the help of a steady RANS model. RANS is a CFD
approach where the flow variables in the Navier-Stokes equations will be averaged over time. This
limits the model’s accuracy, but it has a relatively high computational efficiency compared to other CFD
approaches. As mentioned in Section 2.3, the Boussinesq hypothesis and eddy viscosity models are
used to close the RANS equations. This study will assess two different eddy viscosity models: the
Realizable 𝑘 − 𝜖 and SST 𝑘 − 𝜔 model [29, 106]. The aforementioned models were chosen because
a study by Karvinen and Ahlstedt proved that both models could accurately model a jet in crossflow
[107]. To assess the performance of the models above, they will be used to simulate a reference case,
and these results will be compared to experimental data.

Reference Case
As the mixing section of the HR3 burner consists of multiple opposed jets in a crossflow, it was decided
to use the paper from Galeazzo et al. as a reference case [20]. This paper performed experimental
work on the turbulent mixing of a single jet into a crossflow, where both flows consist of air. An overview
of the experimental domain can be seen in Figure 6.1, and the boundary conditions are summarized
in Table 6.1. The experimental domain consists of a channel with a square cross section of 108 mm X
108 mm. Air will flow into this channel with a bulk velocity of 9.08 m/s, a turbulence intensity of 1.5
%, and a Reynolds number of 6.24 ∗ 104. A jet with a diameter of 8 mm will enter the channel 328
mm downstream of the inlet. This jet has a bulk velocity of 37.72 m/s, a turbulence intensity of 7 %,
and a Reynolds number of 1.92 ∗ 104. The pipe that is used to create the jet inlet is 250 mm, which
ensures a fully developed velocity profile.

46
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Table 6.1: Boundary conditions for the reference case [20].

Section Parameter

Crossflow Inlet Bulk Velocity 9.08 m/s

Turbulence Intensity 1.5%

Re 6.24 ∗ 104

Jet Inlet Bulk Velocity 37.72 m/s

Turbulence Intensity 7%

Re 1.92 ∗ 104

Figure 6.1: Overview of the domain for the experimental setup [20].

Different flow variables were measured using Laser Induced Fluorescence (LIF) and Particle Image
Velocimetry (PIV). The former technique measures substances by exciting them with a laser, causing
light emissions used for analysis or visualization, and the latter technique measures fluid flow by tracking
particles illuminated by lasers. Aerosol particles were added to the air flows for the PIV measurements,
and 𝑁𝑂2 was added to the jet flow for the LIF measurements. The measurement setup can be seen
in Figure 6.2.

Figure 6.2: Overview of the setup for the LIF and PIV measurements [20].
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Mesh Refinement
It is important to do a mesh refinement study to ensure that the results from the CFD analysis are ac-
curate. A mesh refinement study aims to determine the spatial discretization errors of the simulations.
These spatial discretization errors should approach zero when the mesh is refined. In other words,
when the solutions of simulations on meshes converge for an increasing level of refinement, it can be
said that the mesh refinement is successful, and the fine mesh will deliver accurate results.

This mesh refinement study was performed for the Realizable 𝑘 − 𝜖 model, where three meshes
were used ranging from coarse to fine. The coarse mesh consists of 4 million cells, the medium mesh
consists of 10 million cells, and the fine mesh consists of 12 million cells. From Figure 6.3, it can be
concluded that the results for the fine and finest mesh are almost identical, which indicates that the
further use of the finest mesh is acceptable.

(a) Normalized velocity in the x-direction versus location in the
x-direction.

(b) Normalized velocity in the z-direction versus location in the
x-direction.

Figure 6.3: Results from the refinement study for the Realizable 𝑘 − 𝜖 model for the coarse, fine and finest mesh.

Turbulence Model Comparison
This section will compare the Realizable 𝑘 − 𝜖 and the SST 𝑘 − 𝜔 models with experimental data from
Galeazzo et al. [20]. The simulations are not expected to match the experimental data perfectly, as
RANS simulations simplify the real flow. Both simulations used a first-order upwind scheme to ensure
stability. Higher-order schemes were also considered, but these did not significantly increase the
accuracy. Figure 6.4 displays the normalized velocity in the x- and z-direction for a varying location in
the x-direction. It can be seen that the results of both models have the same shape as the experimental
data. However, when considering Figure 6.4a, it can be concluded that the SST 𝑘 − 𝜔 gives a better
representation of the normalized velocity in the x-direction. Figure 6.5 displays the normalized velocity
in the x-direction for a varying location in the z-direction. As can be seen, both models are similarly
accurate in representing the velocity fields throughout different locations.
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(a) Normalized velocity in the x-direction versus location
in the x-direction.

(b) Normalized velocity in the z-direction versus location
in the x-direction.

Figure 6.4: Turbulence model validation at z/D =1 and y/D = 0. Experimental work from Galeazzo et al. (•) is compared to
simulations of the Realizable 𝑘 − 𝜖 model and SST 𝑘 − 𝜔 model [20].

(a) x/D = -0.5 and y/D = 0. (b) x/D = 0 and y/D = 0. (c) x/D = 0.5 and y/D = 0.

(d) x/D = 1 and y/D = 0. (e) x/D = 2 and y/D = 0. (f) x/D = 4 and y/D = 0.

(g) x/D = 6 and y/D = 0. (h) x/D = 8 and y/D = 0. (i) x/D = 10 and y/D = 0.

Figure 6.5: Normalized velocity in the x-direction plotted versus location in the z-direction. Experimental work from Galeazzo et
al, (•) is compared to simulations of the Realizable 𝑘 − 𝜖 model and SST 𝑘 − 𝜔 model [20].

Figure 6.6 shows the performance of the Realizable 𝑘−𝜖 and the SST 𝑘−𝜔 model for the mixing of
the jet in crossflow. The data from the simulations was retrieved with the use of the user-defined scalar
function in Ansys Fluent. Both models can roughly model the mixing, but there are some differences
with the experimental data. However, it can be seen that the SST 𝑘 −𝜔 model performs slightly better
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than the Realizable 𝑘 − 𝜖 model.

(a) z/D = 1.5 and y = 0. (b) z/D = 3 and y = 0.

Figure 6.6: Dimensionless concentration versus the location in the x-direction. Experimental work from Galeazzo et al. (•) is
compared to simulations of the Realizable 𝑘 − 𝜖 model and SST 𝑘 − 𝜔 model [20].

Overall, it can be concluded that both the Realizable 𝑘−𝜖 and the SST 𝑘−𝜔 can provide a reasonable
representation of the flows. It was decided to use the SST 𝑘 − 𝜔 model for the remaining part of the
CFD study, as this turbulence model combines a 𝑘 − 𝜖 and a 𝑘 −𝜔 model. This means that it will have
the benefits of a 𝑘 − 𝜔 model in regions that are close to a wall, and it will use the better performing
𝑘 − 𝜖 model in regions further away from the walls.

6.2. HR3 Burner Model
Geometry
This study focuses on the differences in mixing between ethanol and methane, so it is decided that
only a part of the actual HR3 burner will be modeled. As explained in Section 1.2, there are fuel inlets
within the blades of the diagonal burner. Each swirler passage, i.e., the channel in between two swirler
blades, is expected to have the same mixing characteristics. Such a swirler passage is highlighted in
Figure 6.7. It can be seen that the cross section of each swirler passage may be approximated by an
isosceles trapezoid.

Figure 6.7: Top view of the HR3 burner. The picture is taken by Uniper.

Fuel is injected slightly downstream of the entrance of the swirler passage with five directly opposed
pairs of jet inlets. In reality, the swirler passage is slightly converging, leading to an increase in the
air velocity. However, for this study, it was assumed that each swirler passage has a constant cross
section. The mixing zone is, therefore, approximated by a constant cross section trapezoidal prism
with a length of 165 mm starting from the jet inlets. The dimensions of the cross section can be found
in Figure 6.8. The diameters and spacing of the jet inlets are measured by Uniper but will be left out
of this report for the sake of confidentiality.
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Figure 6.8: Relevant dimensions of the HR3 burner provided by Uniper.

The simplified geometry of the swirler passage was recreated with the use of the DesignModeler
module of Ansys Fluent and can be seen in Figure 6.9. The trapezoidal cross section is displayed on
the xy-plane so that the length of the swirler passage is perpendicular to this plane (z-direction). The
origin was taken to be in the center of the cross section at the height of the jet inlets. As seen, the
fuel jet will be injected via tubes, ensuring a developed velocity profile. Using the same reasoning, it
was decided to have a space of 100 mm between the crossflow inlet and the jet inlets. Then, a mesh
was created with the Fluent Meshing module of Ansys Fluent. The mesh is created using unstructured
polyhedral cells to reduce the total number of cells. Next to that, polyhedral cells perform well when
approximating a gradient, as polyhedral cells have many sides and, thereby also, many neighboring
cells.

Figure 6.9: Simplified geometry of HR3 burner swirler passage from Ansys DesignModeler.

Mesh Refinement
As for the reference case, the HR3 burner model mesh will be assessed by a mesh refinement study
for both the ethanol and methane cases. The equivalence ratio will be evaluated at a line with varying
locations in the x-direction, where y = 0 mm and z = 165 mm. This was done for three meshes, where
the coarse mesh consists of 9.5 million cells, the medium mesh consists of 14.2 million cells, and the
fine mesh consists of 20.9 million cells. As seen in Figure 6.10, the solution for the equivalence ratio
converges but has not yet reached the highest possible accuracy. However, as further mesh refinement
was limited by the computation capability of the setup used, it was decided that the fine mesh gave
acceptable solutions.
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(a) Location in the x-direction versus equivalence ratio for the ethanol
case.

(b) Location in the x-direction versus equivalence ratio for the methane
case.

Figure 6.10: Refinement study with a coarse, medium and fine mesh.

Final mesh
The final mesh can be seen in Figure 6.11. Figure 6.11b and Figure 6.11c clearly show that the mesh
is relatively coarse in the region upstream of the jet inlets. A maximum cell length of 0.35 mm was
chosen for the region downstream of the jet inlets. In agreement with the literature, prism layers were
added to regions close to the wall [108]. Both the mesh refinement and the prism layers can be seen in
Figure 6.11d, and they ensure accuracy in regions where larger gradients are expected. This resulted
in a mesh with 20,858,499 cells in total.

The orthogonal quality is an indication given by Ansys Fluent for the quality of the mesh. Bad cells
will have an orthogonal quality close to 0, and good cells will have an orthogonal quality close to 1.
When the minimum orthogonal quality is lower than 0.1, the mesh is considered to be of low quality
[27]. However, as the final mesh has a minimum orthogonal quality of 0.4, the mesh has an acceptable
orthogonal quality.

(a) Front view of the final mesh. (b) Top view of the final mesh.

(c) Zoom in on the surface mesh, showing mesh refinement
downstream of the jet inlets. (d) Zoom in on the prism layers of the final mesh.

Figure 6.11: Plots of the final mesh used for the HR3 burner model.
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As mentioned in Section 2.2, near-wall regions can be divided into three regions: the viscous sub-
layer, the buffer layer, and the fully-turbulent layer. For CFD simulations, it is important to check the 𝑦+
value of the mesh to get a better overview of the flow. As mentioned before, a 𝑘 − 𝜔 model performs
better in the viscous sub-layer, and 𝑘 − 𝜖 models perform better in the fully turbulent layer, where
the log-law is valid. The variables in the buffer layer are normally approximated with the use of wall
functions. As turbulence will be the dominant factor in the fuel-air mixing, it is decided to assume fully
turbulent flow, so 𝑦+ that are larger than twenty are required. It can be seen in Figure 6.12 that the
minimum 𝑦+ value is 18.9. This is considered acceptable, as Ansys Fluent ensures that the SST 𝑘 − 𝜔
model can be used for all 𝑦+ values [27]. Next to that, most regions show values larger than twenty.

Figure 6.12: Overview of the 𝑦+ values of the first layer of cells adjacent to the surface.

An overview of the final mesh is given in Table 6.2.

Table 6.2: Overview of the final mesh settings

Parameter

Number of Cells 20,858,499

Mesh Type Polyhedral

Number of Prism Layers 5

Orthogonal Equality >0.4

Refinement Region 0<z<0.165 mm

Maximum Element Size in Refinement Region 0.35 mm

Maximum Element Size in Jet Inlet Region 0.075 mm

Maximum Element Size in Other Regions 7.5 mm

Boundary Conditions
For the fuel-air mixing study, three cases will be evaluated and compared. The first case is the mixing
of ethanol with a temperature of 467 K and air. The second case is the mixing of methane with a
temperature of 293 K and air. For the third case, the temperature of methane will be increased to 467
K to get a better overview of the temperature effects on the mixing of the fuels. For all three cases,
the pressure and temperature of air were set equal to the compressor discharge conditions, which are
respectively 11.2 bar and 608 K.

Mass flow inlet boundary conditions were used in Ansys Fluent for the crossflow inlet and the jets
inlet. Considering that a Siemens SGT5-200E gas turbine has two silo combustors, each silo combustor
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includes eight HR3 burners, each HR3 burner has twenty blades, and each blade has ten fuel holes,
the mass flow of Table 4.1 should be divided by 3200 to get the mass flow for the boundary condition
at the jet inlets. For the boundary condition at the crossflow inlet, ̇𝑚𝑎𝑖𝑟 should be divided by 320. For
both mass flow boundary conditions, it was assumed that the turbulent intensity was 10%, as both
flows have Reynolds numbers in the order of millions [27, 109]. The hydraulic diameters of the air and
jet inlets were calculated using the given physical dimensions. The hydraulic diameters and turbulent
intensities are the same for the three studied cases.

In Ansys Fluent, wall boundary conditions were set for the walls of the HR3 burner swirler passage
model. Lastly, a pressure outlet boundary condition was selected for the crossflow outlet. All mass
flow inlet boundary conditions are given in Table 6.3. Note that the air flows are the same for the three
cases.

Table 6.3: Used mass flow inlet boundary conditions for the CFD simulations.

Case Region Specific Information

1 - Ethanol Crossflow Inlet Mass Fraction: 0.79 𝑁2/0.21 𝑂2 , Massflow = 0.78
kg/s , T = 608 K

Jet Inlet Mass Fraction: 1 𝐶2𝐻5𝑂𝐻 , Massflow = 0.00457 kg/s
, T = 467 K

2 - Methane Jet Inlet Mass Fraction: 1 𝐶𝐻4 , Massflow = 0.00244 kg/s , T
= 293 K

3 - Methane (High
T)

Jet Inlet Mass Fraction: 1 𝐶𝐻4 , Massflow = 0.00244 kg/s , T
= 467 K

6.3. Results
Figure 6.13a, Figure 6.13b, and Figure 6.13c give an overview of how the fuel enters the swirler
passage. It can be seen that the ten jets that enter the crossflow follow a typical jet in crossflow
trajectory. The aforementioned figures display an isosurface where the equivalence ratio equals one.
From Table 4.1, it can be derived that in Ansys Fluent, the mass fraction should be set to 0.055 and
0.030 for ethanol and methane, respectively, to make the isosurface. The turbulent kinetic energy 𝑘 is
plotted along the isosurface, where higher values of 𝑘 indicate the existence of more turbulent eddies.
The regions close to the jet inlets are expected to experience the highest fluctuations in flow variables.
This is confirmed by Figure 6.13a, Figure 6.13b, and Figure 6.13c, as these figures show the highest
values of 𝑘.

(a) Case 1 - Ethanol (b) Case 2 - Methane (c) Case 3 - Methane (High T)

Figure 6.13: Turbulent Kinetic Energy k at a defined isosurface, where the equivalence ratio is 1.

The equivalence ratio can also be normalized with the average equivalence ratio of the fuel and
air mixture, which was determined with the use of Table 6.3. The mixing of the three cases will be
compared using the normalized equivalence ratio, which is plotted for different cross sections of the
swirler passage in Figure 6.14. It is important to notice that the scales change for each location in the
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z-direction. This means that the scales are the same for each row in Figure 6.14.

Just downstream of the jet inlets (first row in Figure 6.14), small regions with a high normalized
equivalence ratio can be seen, where the rest of the cross section does not contain any fuel yet as
these regions have a normalized equivalence ratio of zero. The small regions with a high normalized
equivalence ratio clearly represent the jets that penetrate the air crossflow. Further downstream, the
jet shapes become more vague as the jet and crossflow mix. Next to that, the quality of mixing in-
creases further downstream of the jet inlets for all three cases. This can be seen from the changing
scales for an increase in Z, which is the location in the z-direction.
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(a) Z = 0.005 m (b) Z = 0.005 m (c) Z = 0.005 m

(d) Z = 0.045 m (e) Z = 0.045 m (f) Z = 0.045 m

(g) Z = 0.085 m (h) Z = 0.085 m (i) Z = 0.085 m

(j) Z = 0.125 m (k) Z = 0.125 m (l) Z = 0.125 m

(m) Z = 0.165 m (n) Z = 0.165 m (o) Z = 0.165 m

Figure 6.14: Normalized equivalence ratio at different xy-planes, where the left column denotes Case 1 (Ethanol), the middle
column is Case 2 (Methane), and the right column is Case 3 (Methane - High T).
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However, it should be noted that Case 1 (Ethanol) and Case 3 (Methane - High T) have a better
quality of mixing than Case 2 (Methane). This can be explained by the momentum flux ratio 𝐽, which
was mentioned in Equation 2.50. A higher momentum flux ratio means that the jet will penetrate fur-
ther into the crossflow. It was calculated that the momentum flux ratio 𝐽 was equal to 5.27, 3.78, and
4.77 for, respectively, Case 1 (Ethanol), Case 2 (Methane), and Case 3 (Methane - High T). As Case
2 (Methane) has the lowest momentum flux ratio, the jets will penetrate less deep into the crossflow,
leading to a lower quality of mixing.

Another thing that can be noted from Figure 6.14 is that the upper region of the cross section is
better mixed than the lower region of the cross section. This can be explained by the trapezoidal shape
of the cross section. Because of this shape, the upper region will be smaller than the lower region, and
therefore, the distance of the opposing jets within the crossflow will be smaller for the upper region.
This can be seen in Figure 6.15, Figure 6.16 and Figure 6.17. The left figures display the mass fraction
of the fuel in an xz-plane at the lower jet inlets, and the right figures display the mass fraction of the
fuel in an xz-plane at the upper jet inlets. Next to that, the difference in momentum flux ratios between
the three cases can also be seen when you compare Figure 6.15b, Figure 6.16b, and Figure 6.17b.

(a) Lower jet inlets (b) Upper jet inlets

Figure 6.15: Contour plot of the mass fraction of ethanol for Case 1.

(a) Lower jet inlets (b) Upper jet inlets

Figure 6.16: Contour plot of the mass fraction of methane for Case 2.

(a) Lower jet inlets (b) Upper jet inlets

Figure 6.17: Contour plot of the mass fraction of methane for Case 3.

The increased quality of mixing downstream of the jet inlets can also be explained by the normalized
mass flow weighted standard deviation of the fuel distribution at a specific plane, which is denoted as
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𝑆𝑁 and was mentioned before in Section 2.13. Figure 6.18 displays the relation between the quality
of mixing and the location in the z-direction. As expected, Case 2 (Methane) has the poorest mixing
quality at the outlet of the swirler passage.

Figure 6.18: Normalized mass flow weighted standard deviation of the fuel distribution 𝑠𝑁 versus the location in the z-direction
for Case 1, Case 2 and Case 3.

Figure 6.18 also shows that Case 3 (Methane - Hight T) has a slightly better quality of mixing than
Case 1 (Ethanol). This seems to contradict the momentum flux ratio reasoning discussed earlier in
this section. To explain the difference in the quality of mixing between Case 1 (Ethanol) and Case 3
(Methane - High T), the diffusion coefficient was determined at different xy planes downstream of the jet
inlets. An average diffusion coefficient was calculated at each plane, which can be seen in Figure 6.19.
Figure 6.19 shows that Case 3 (Methane - High T) has a slightly higher diffusion coefficient throughout
the mixing section when compared to Case 1 (Ethanol). This means that the turbulent mixing will
also be slightly better for Case 3 (Methane - High T), which explains the differences in unmixedness of
Figure 6.18.
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Figure 6.19: Average diffusion coefficient versus the location in the z-direction for Case 1, Case 2 and Case 3.

Conclusion on Fuel-Air Mixing Study
In conclusion, the results from the fuel-air mixing study show that the use of ethanol will be beneficial
for the quality of mixing when compared to methane. However, it should be noted that the difference
in the momentum flux ratio of ethanol and methane mainly causes this effect. The difference in
momentum flux ratio is caused by the different fuel temperatures, which are 467 K for ethanol and
293 K for methane. As was explained in Section 2.12, poor quality of mixing will lead to higher NOx
emissions. So, solely based on the quality of mixing, it can be concluded that the implementation of
ethanol will be beneficial for the NOx emissions. Next to that, it is expected that the better quality of
mixing of ethanol leads to a shorter and more uniform flame. Just as in Chapter 5, it can be reasoned
that a shorter flame will decrease the ’time lag’, and therefore favors higher frequency combustion
instabilities.



7
Conclusion and Recommendations

This chapter concludes the research on the implementation of ethanol as a drop-in fuel for the Killingholme
power plant. First of all, the research questions will be answered in Section 7.1, and later on recom-
mendations for further research will be provided in Section 7.2.

7.1. Conclusion
To decarbonize the power generation sector, interest has shifted towards the use of biofuels as these
are made from biomass so their use leads to a closed carbon cycle. Currently, the Killingholme power
plant is still using natural gas, but biofuels can be prevaporized and premixed to mimic the natural gas
characteristics. Ethanol is an interesting biofuel, as it has a relatively low boiling point, meaning that
the evaporation process is not too energy-intensive. However, the implementation of ethanol would
cause some differences regarding the process design and combustion characteristics. The research
objective and additional research questions were:

How does the use of ethanol affect the process design and the combustion characteristics
of the natural gas-fired power plant at Killingholme?

Process Design:

• What are the opportunities for heat integration to evaporate the ethanol during baseload opera-
tion?

• How can ethanol be implemented in terms of storage and fuel handling?

Combustion Characteristics:

• Are there any increased risks of autoignition?

• How does the use of ethanol affect the flame length/position?

• Does the use of ethanol introduce any increased flashback/blowoff risks?

• How does the use of ethanol affect the NOx emissions?

• What would be the effect of ethanol on the combustion dynamics?

First of all, ethanol should be heated to 467 K to be in vapor form at the relevant gas turbine con-
ditions at Killingholme. Next to that, as ethanol has a lower LHV than natural gas (and methane), the
mass flow rate should be increased to ensure the same energy output for the Killingholme power plant.
With the use of data from a baseload performance test provided by Uniper, it was determined that the
required mass flow rate of ethanol was 16.2 kg/s. A process design was made for the heat integra-
tion during baseload operation. Important additions to the process design are the steam generator,
ethanol evaporator, and ethanol preheater. Flue gas runs through the steam generator to produce

60



7.1. Conclusion 61

steam, which will be used for the evaporation process of ethanol. The flue gas that exits the steam
generator will be reused in the ethanol preheater.

As the use of ethanol requires slightly higher volume flow rates when compared to methane, slightly
larger pipes, and fittings are required to keep the fuel pressure within the desired limits. Next to that,
ethanol is highly hygroscopic, and oxygen and carbon dioxide are very soluble in ethanol. Therefore it
is important to purge the storage tank and to use nitrogen blanketing during storage. This prevents
the ethanol from being in contact with water and air. A lot of materials can be used in the fuel system
for the implementation of ethanol: stainless steel, carbon steel, non-metals, or ceramics.

From the kinetic modeling study, it was found that ethanol has a lower autoignition delay time than
methane. It is not expected that the decrease in autoignition delay time will directly cause autoignition
in the mixing zone. For the Siemens SGT5-2000E gas turbine at Killingholme, fuel and air are mixed at
a temperature close to 600 K and a pressure of 11 bar. Both ethanol and methane have autoignition
delay times larger than 105 ms, which are significantly higher than the residence time in the mixing
zone. However, due to the existence of recirculation zones, there are regions where the unburned
reactants may be heated by the burned products to a temperature of 1000 K. At that temperature,
the autoignition delay time of ethanol (100 ms) is significantly smaller than that of methane (101).
This suggests that there is an increased probability of periodic flashes of the fuel-air mixture in the
aforementioned regions.

The use of ethanol leads to an increase of 78% of the laminar flame speed, suggesting that the
turbulent flame speed will also be significantly larger. However, as the Lewis number of ethanol (1.56)
is significantly higher compared to methane (1.0), the difference between the turbulent flame speeds
will be lower than was expected based purely on the laminar flame speeds. Next to that, it was found
that the use of ethanol leads to a better quality of mixing. Both the increase in turbulent flame speed
and the quality of mixing suggest a shorter flame length.

Due to the expected increase in turbulent flame speed and decrease in flame length, there will also
be an increased flashback risk when ethanol is used. However, from a comparison with results from
an experimental study of hydrogen/methane flames, it is expected that the increased flashback risk of
ethanol could be within the flashback margin of the HR3 burner. In contrast to this, it is expected that
the increase in turbulent flame speed and decrease in flame length will lead to a decrease in blowoff
potential. This offers possibilities regarding the turndown of the gas turbine.

It was found that ethanol has a slightly higher adiabatic flame temperature than methane. As the
combustor is controlled at a constant flame temperature, a small reduction in the average equivalence
ratio is required when ethanol is used. This will lead to a slight decrease in the energy output, but it will
not affect the NOx emissions. Other factors that could affect the NOx emissions are the enhanced mix-
ing and the decreased flame length of ethanol. The enhanced mixing results in lower NOx emissions,
where the decrease in flame length leads to higher NOx emissions due to the increase in residence time
at higher temperatures. It should also be noted that the fuel-air mixture mixes up to the flame front,
meaning that the shorter flame length of ethanol decreases the length of the total mixing section. It is
not possible to determine how ethanol exactly affects the NOx emissions based on this research, but
from the findings, it is expected that the NOx emissions will be similar compared to methane.

Combustion dynamics are a very complex phenomenon and is still an active area of research in
combustion science. Therefore it is hard to determine the exact effect of ethanol on the combustion
dynamics. However, due to the shorter flame length of ethanol, it is expected that the ’time lag’ will
be shorter and the driving energy source of the combustion dynamics will shift to higher frequencies.
Combustion tuning would be required to cope with the changes in combustion dynamics.



7.2. Recommendations 62

7.2. Recommendations
This section will discuss some points of improvement for the research, and it will give some sugges-
tions for further research. First of all, the process design was performed for baseload operation. During
baseload operation, there is enough energy in the flue gas to evaporate the ethanol. However, during
start-up, there is no energy available yet to evaporate the ethanol. Potential solutions could be to use
natural gas as a starting fuel or to use an ethanol-fired or electrical boiler to produce enough heat to
evaporate the ethanol. The feasibility of these (and other) potential solutions could be evaluated by a
techno-economical study.

Another limitation of this research is that only pure ethanol is considered. As was described in Sec-
tion 4.3, ethanol is highly hygroscopic. The effect of water contents on the combustion characteristics
could also be an interesting topic for further research. Next to water, there will also be low content
levels of other contaminants, such as organic acids, furan-related compounds, and sulfur compounds
[110]. These contaminants could potentially damage the gas turbine hardware, so further research
into these effects could be interesting.

The fuel-air mixing study was performed for only a small part of the HR3 burner. However, a CFD
study of the complete burner could give more insights regarding the fuel-air mixing effects. Next to
that, when combustion is also included in the CFD study, a better comparison between the NOx emis-
sions of ethanol and methane could be made. The extended CFD study could also help in providing
more insights regarding the combustion dynamics.

Another interesting option for further research would be the effect of blending natural gas and
ethanol. From this research, it can be concluded that both fuels can be used in the lean premix burner,
but the effects of blending both fuels are not considered. This could be interesting for scaling down the
use of natural gas. Next to that, it is interesting because the production of non-food based ethanol is
still rather immature compared to the production of conventional ethanol, meaning that the availability
of ethanol could be scarce.

As this research showed some promising results for the implementation of ethanol as a fuel for the
lean premix burner, the effect could eventually also be studied by similar high-pressure combustion
tests as was performed for hydrogen [103]. The experimental results of such a test could add a lot to
the results of this research, which were purely based on models.
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A
Two Equation Turbulence Models

A.1. Realizable 𝑘-𝜖 Model
Transport Equations
”The modeled transport equations for the realizable 𝑘-𝜖 model are [27, 106]:

𝜕
𝜕𝑡 (𝜌𝑘) +

𝜕
𝜕𝑥𝑖

(𝜌𝑢𝑖𝑘) =
𝜕
𝜕𝑥𝑗

[(𝜇 + 𝜎𝑘𝜇𝑡)
𝜕𝑘
𝜕𝑥𝑗

] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜖 − 𝑌𝑀 + 𝑆𝑘 (A.1)

and

𝜕
𝜕𝑡 (𝜌𝜖) +

𝜕
𝜕𝑥𝑖

(𝜌𝑢𝑖𝜖) =
𝜕
𝜕𝑥𝑗

[(𝜇 + 𝜎𝜖𝜇𝑡)
𝜕𝜖
𝜕𝑥𝑗

] + 𝐶1𝜖
𝜖
𝑘𝐺𝑏 + 𝑆𝜖 (A.2)

where

𝐶1 =max [0.43, 𝜂
𝜂 + 5] , 𝜂 = 𝑆𝑘𝜖 , 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗 (A.3)

In these equations, 𝐺𝑘 represents the generation of turbulence kinetic energy due to the mean
velocity gradient, 𝐺𝑏 is the generation of turbulence kinetic energy due to buoyancy, 𝑌𝑀 represents the
contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate, and
𝐶2 and 𝐶1𝜖 are constants. 𝜎𝑘 and 𝜎𝜖 are the turbulent Prandtl numbers for 𝑘 and 𝜖, respectively. 𝑆𝑘
and 𝑆𝜖 are user-defined source terms.

This model has been extensively validated for a wide range of flows. The performance of the model
has been found to be substantially better than that of the standard 𝑘-𝜖 model. Especially noteworthy
is the fact that the realizable 𝑘-𝜖 model resolves the round-jet anomaly; i.e., it predicts the spreading
rate for axisymmetric jets as well as that for planar jets.

Modeling the Turbulent Viscosity
As in other 𝑘-𝜖 models, the eddy viscosity is computed from:

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2
𝜖 (A.4)

The difference between the realizable 𝑘-𝜖 model and the standard and RNG 𝑘-𝜖 models is that 𝐶𝜇
is no longer constant. It is computed from:

𝐶𝜇 =
1

𝐴0 + 𝐴𝑠
𝑘𝑈∗
𝜖

(4.4-18)

where
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𝑈∗ ≡ √𝑆𝑖𝑗𝑆𝑖𝑗 + Ω̃𝑖𝑗Ω̃𝑖𝑗 , Ω̃𝑖𝑗 = Ω𝑖𝑗 − 2𝜖𝑖𝑗𝑘𝜔𝑘 , Ω𝑖𝑗 = Ω𝑖𝑗 − 𝜖𝑖𝑗𝑘𝜔𝑘 (A.5)

where Ω𝑖𝑗 is the mean rate-of-rotation tensor viewed in a rotating reference frame with the angular
velocity 𝜔𝑘. The model constants 𝐴0 and 𝐴𝑠 are given by:

𝐴0 = 4.04, 𝐴𝑠 = √6 cos𝜙 𝜙 = 1
3 cos

−1(√6𝑊), 𝑊 =
𝑆𝑖𝑗𝑆𝑖𝑗
2 −

𝜕𝑢𝑗
𝜕𝑥𝑖

+ 𝜕𝑢𝑖𝜕𝑥𝑗
(A.6)

It can be seen that 𝐶𝜇 is a function of the mean strain and rotation rates, the angular velocity of
the system rotation, and the turbulence fields (𝑘 and 𝜖).

Model Constants
The model constants 𝐶2, 𝜎𝑘, and 𝜎𝜖 have been established to ensure that the model performs well for
certain canonical flows. The model constants are:

𝐶1𝜖 = 1.44, 𝐶2 = 1.9, 𝜎𝑘 = 1.0, 𝜎𝜖 = 1.2 (A.7)

A.2. SST 𝑘-𝜔 Model
Transport Equations
The transport equations for the SST 𝑘-𝜔 model are [27, 29]:

𝜕
𝜕𝑡 (𝜌𝑘) +

𝜕
𝜕𝑥𝑖

(𝜌𝑢𝑖𝑘) =
𝜕
𝜕𝑥𝑗

((𝜇 + 𝜇𝑡
𝜎𝑘
) 𝜕𝑘𝜕𝑥𝑗

) + 𝐺𝑘 − 𝑌𝑘 + 𝑆𝑘 (A.8)

and

𝜕
𝜕𝑡 (𝜌𝜔) +

𝜕
𝜕𝑥𝑖

(𝜌𝑢𝑖𝜔) =
𝜕
𝜕𝑥𝑗

((𝜇 + 𝜇𝑡
𝜎𝜔
) 𝜕𝜔𝜕𝑥𝑗

) + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔 + 𝑆𝜔 (A.9)

In these equations, 𝐺𝑘 represents the generation of turbulence kinetic energy due to mean velocity
gradients, 𝐺𝜔 represents the generation of 𝜔, Γ𝑘 and Γ𝜔 represent the effective diffusivity of 𝑘 and
𝜔, respectively. 𝑌𝑘 and 𝑌𝜔 represent the dissipation of 𝑘 and 𝜔 due to turbulence, 𝐷𝜔 represents the
cross-diffusion term, and 𝑆𝑘 and 𝑆𝜔 are user-defined source terms.

Modeling the Effective Diffusivity
The effective diffusivities for the SST 𝑘-𝜔 model are given by:

Γ𝑘 = 𝜇 +
𝜇𝑡
𝜎𝑘
, Γ𝜔 = 𝜇 +

𝜇𝑡
𝜎𝜔

(A.10)

where 𝜎𝑘 and 𝜎𝜔 are the turbulent Prandtl numbers for 𝑘 and𝜔, respectively. The turbulent viscosity,
𝜇𝑡, is computed as follows:

𝜇𝑡 =
𝜌𝑘
𝜔

1
max [ 1𝛼∗ ,

𝑆𝐹2
𝑎1𝜔

]
(A.11)

where 𝑆 is the strain rate magnitude and:

𝜎𝑘 =
1

𝐹1/𝜎𝑘,1 + (1 − 𝐹1)/𝜎𝑘,2
, 𝜎𝜔 =

1
𝐹1/𝜎𝜔,1 + (1 − 𝐹1)/𝜎𝜔,2

(A.12)

The blending functions, 𝐹1 and 𝐹2, are given by:
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𝐹1 = tanh (Φ41) , Φ1 =min [max( √𝑘
0.09𝜔𝑦 ,

500𝜇
𝜌𝑦2𝜔) ,

4𝜌𝑘
𝜎𝜔,2𝐷+𝜔𝑦2

] , 𝐷+𝜔 =max [2𝜌 1
𝜎𝜔,2

1
𝜔
𝜕𝑘
𝜕𝑥𝑗

𝜕𝜔
𝜕𝑥𝑗

, 10−10]

(A.13)
and

𝐹2 = tanh (Φ22) , Φ2 =max [2 √𝑘
0.09𝜔𝑦 ,

500𝜇
𝜌𝑦2𝜔] (A.14)

where 𝑦 is the distance to the next surface, and 𝐷+𝜔 is the positive portion of the cross-diffusion
term.

Modeling the Turbulence Production
The term 𝐺𝑘 represents the production of turbulence kinetic energy 𝑘 and is defined as:

𝐺𝑘 =min(𝐺𝑘 , 10𝜌𝛽∗𝑘𝜔) (A.15)

where 𝐺𝑘 is defined in the same manner as in the standard 𝑘-𝜔 model.

The term 𝐺𝜔 represents the production of 𝜔 and is given by:

𝐺𝜔 =
𝛼
𝜈𝑡
𝐺𝑘 (A.16)

Modeling the Turbulence Dissipation
The term 𝑌𝑘 represents the dissipation of turbulence kinetic energy 𝑘 and is defined as:

𝑌𝑘 = 𝜌𝛽∗𝑘𝜔 (A.17)

The term 𝑌𝜔 represents the dissipation of 𝜔 and is defined as:

𝑌𝜔 = 𝜌𝛽𝜔2 (A.18)

Instead of having a constant value, 𝛽𝑖 is given by:

𝛽𝑖 = 𝐹1𝛽𝑖,1 + (1 − 𝐹1)𝛽𝑖,2 (A.19)

Cross-Diffusion Modification
The SST 𝑘-𝜔 model is based on both the standard 𝑘-𝜔 model and the standard 𝑘-𝜖 model. To blend
these two models together, the standard 𝑘-𝜖 model has been transformed into equations based on 𝑘
and 𝜔, which leads to the introduction of a cross-diffusion term 𝐷𝜔, which is defined as:

𝐷𝜔 = 2 (1 − 𝐹1) 𝜌𝜎𝜔,2
𝜕𝑘
𝜕𝑥𝑗

𝜕𝜔
𝜕𝑥𝑗

(A.20)

Model Constants
The model constants for the SST 𝑘-𝜔 model are:

𝜎𝑘,1 = 1.176, 𝜎𝜔,1 = 2.0, 𝜎𝑘,2 = 1.0, 𝜎𝜔,2 = 1.168, 𝑎1 = 0.31, 𝛽𝑖,1 = 0.075, 𝛽𝑖,2 = 0.0828
(A.21)

All additional model constants (𝛼∗∞, 𝛼∞, 𝛼0, 𝛽∗∞, 𝑅𝛽, 𝑅𝑘, 𝑅𝜔, 𝜁∗, and 𝑀𝑡0) have the same values as
for the standard 𝑘-𝜔 model.



B
Python Code for Kinetic Modeling

Study

B.1. Laminar Flame Speed versus Equivalence Ratio
import cantera as ct
import numpy as np
import matplotlib.pyplot as plt
import scipy

mechanism = ’CRECK1.yaml’
fuel_ethanol = ’C2H5OH’ #Ethanol
fuel_methane = ’CH4’ #Methane

T = 599.3961543 # [K] Temperature of the mixture
p = 11.1732*10**5 # [Pa] Pressure of the mixture

phi = []; #[-] Equivalence Ratio of the mixture
phi_i = 0.3; phi_max = 1.12; phi_incr = 0.02

ethanol = ct.Solution(mechanism)
sl_ethanol=[]; Tmax_ethanol=[]
Le_eff_ethanol =[]; Le_F_ethanol =[]; Le_O2_ethanol =[]
rhosl_ethanol = []; inv_tad_ethanol = []

methane = ct.Solution(mechanism)
sl_methane=[]; Tmax_methane = []
Le_eff_methane =[]; Le_F_methane =[]; Le_O2_methane =[]
rhosl_methane = []; inv_tad_methane = []

print(’ phi (-) Sl (m/s) Tmax (K)’)
phi_x = phi_i
while phi_x <= phi_max:

ethanol.TP = T, p
ethanol.set_equivalence_ratio(phi_x, fuel_ethanol, ’o2:1.0, n2:3.76’)
rho = ethanol.density_mass
D_th = ethanol.thermal_conductivity/ethanol.density_mass/ethanol.cp_mass
Le_F = D_th/ethanol.mix_diff_coeffs_mass[ethanol.species_index(’C2H5OH’)]
Le_O2 = D_th/ethanol.mix_diff_coeffs_mass[ethanol.species_index(’O2’)]

initial_grid = np.linspace(0, 0.03, 7)
f_ethanol = ct.FreeFlame(ethanol, initial_grid)
f_ethanol.transport_model = ’Mix’
f_ethanol.set_refine_criteria(ratio=5, slope=0.2, curve=0.2, prune=0.0)
f_ethanol.solve(loglevel=1, auto=True)
rhosl = np.log(rho*f_ethanol.velocity[0])
inv_tad = 1/max(f_ethanol.T)

72



B.1. Laminar Flame Speed versus Equivalence Ratio 73

Le_F_ethanol.append(Le_F)
Le_O2_ethanol.append(Le_O2)
phi.append(phi_x)
sl_ethanol.append(f_ethanol.velocity[0])
Tmax_ethanol.append(max(f_ethanol.T))
rhosl_ethanol.append(rhosl)
inv_tad_ethanol.append(inv_tad)
print(’%10.3f %10.3f %10.3f’ % (phi_x, f_ethanol.velocity[0], max(f_ethanol.T)))
output_file1.write(str(phi_x) + ’\t’ + str(f_ethanol.velocity[0]) + ’\t’ + str(max(

f_ethanol.T)) + ’\n’)
phi_x = phi_x + phi_incr

phi_x = phi_i
while phi_x <= phi_max:

methane.TP = T, p
methane.set_equivalence_ratio(phi_x, fuel_methane, ’o2:1.0, n2:3.76’)
rho = methane.density_mass
D_th = methane.thermal_conductivity/methane.density_mass/methane.cp_mass
Le_F = D_th/methane.mix_diff_coeffs_mass[methane.species_index(’CH4’)]
Le_O2 = D_th/methane.mix_diff_coeffs_mass[methane.species_index(’O2’)]

initial_grid = np.linspace(0, 0.03, 7)
f_methane = ct.FreeFlame(methane, initial_grid)
f_methane.transport_model = ’Mix’
f_methane.set_refine_criteria(ratio=5, slope=0.2, curve=0.2, prune=0.0)
f_methane.solve(loglevel=1, auto=True)
rhosl = np.log(methane.density_mass*f_methane.velocity[0])
inv_tad = 1/max(f_methane.T)

Le_F_methane.append(Le_F)
Le_O2_methane.append(Le_O2)
sl_methane.append(f_methane.velocity[0])
Tmax_methane.append(max(f_methane.T))
rhosl_methane.append(rhosl)
inv_tad_methane.append(inv_tad)
print(’%10.3f %10.3f %10.3f’ % (phi_x, f_methane.velocity[0], max(f_methane.T)))
output_file1.write(str(phi_x) + ’\t’ + str(f_methane.velocity[0]) + ’\t’ + str(max(

f_methane.T)) + ’\n’)
phi_x = phi_x + phi_incr

inv_tad_ethanol = np.array(inv_tad_ethanol)
rhosl_ethanol = np.array(rhosl_ethanol)
sorted_idxs = np.argsort(inv_tad_ethanol)
arr11 = inv_tad_ethanol[sorted_idxs]
arr22 = rhosl_ethanol[sorted_idxs]
coeff = np.polyfit(arr11,arr22,1)
ER_ethanol = -2*coeff[0]

inv_tad_methane = np.array(inv_tad_methane)
rhosl_methane = np.array(rhosl_methane)
sorted_idxs = np.argsort(inv_tad_methane)
arr11 = inv_tad_methane[sorted_idxs]
arr22 = rhosl_methane[sorted_idxs]
coeff = np.polyfit(arr11,arr22,1)
ER_methane = -2*coeff[0]

for i in range(len(phi)):
beta_ethanol= ER_ethanol*(Tmax_ethanol[i]-T)/(Tmax_ethanol[i]**2)
beta_methane = ER_methane * (Tmax_methane[i] - T) / (Tmax_methane[i] ** 2)
if phi[i]<1:

PHI = 1/phi[i] # capital phi
Le_E_ethanol = Le_O2_ethanol[i]
Le_D_ethanol = Le_F_ethanol[i]
Le_E_methane = Le_O2_methane[i]
Le_D_methane = Le_F_methane[i]

else:
PHI = phi[i]
Le_E_ethanol = Le_F_ethanol[i]
Le_D_ethanol = Le_O2_ethanol[i]
Le_E_methane = Le_F_methane[i]
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Le_D_methane = Le_O2_methane[i]

A_ethanol = 1 + beta_ethanol * (PHI - 1)
A_methane = 1 + beta_methane * (PHI - 1)

Le_ethanol = 1 + ((Le_E_ethanol - 1) + (Le_D_ethanol - 1) * A_ethanol) / (1 + A_ethanol)
Le_methane = 1 + ((Le_E_methane - 1) + (Le_D_methane - 1) * A_methane) / (1 + A_methane)

Le_eff_ethanol.append(Le_ethanol)
Le_eff_methane.append(Le_methane)

plt.figure(1)
plt.plot(phi, sl_ethanol, ’b-’)
plt.plot(phi, sl_methane, ’r-’)
plt.xlabel(’Equivalence ratio [-]’)
plt.ylabel(’Laminar burning velocity [m/s]’)

plt.figure(2)
plt.plot(phi, Tmax_ethanol, ’b-’)
plt.plot(phi, Tmax_methane, ’r-’)
plt.xlabel(’Equivalence ratio [-]’)
plt.ylabel(’Adiabatic Temperature [K]’)

plt.figure(3)
plt.plot(phi, Le_eff_ethanol, ’b-’)
plt.plot(phi, Le_eff_methane, ’r-’)
plt.xlabel(’Equivalence ratio [-]’)
plt.ylabel(’Effective Lewis Number [-]’)

plt.show()

B.2. Autoignition Delay Time versus Temperature: Ethanol
import matplotlib.pyplot as plt
import cantera as ct
import numpy as np

mechanism = ’CRECK1.yaml’
gas = ct.Solution(mechanism)
fuel = ’C2H5OH’

Ti = 500; Tmax = 1510; T_incr = 10
T = np.arange(Ti,Tmax,T_incr)
p = 11.1732*10**5
phi =0.5;

Ti_log = []; IDT_log = []
IDT = []
print(’ Ti (K) IDT (ms) ’)
for i in range(len(T)):

T_i = T[i]
gas.TP = T_i, p
gas.set_equivalence_ratio(phi, fuel, ’o2:1.0, n2:3.76’)

r = ct.IdealGasReactor(gas)
sim = ct.ReactorNet([r])

sim.rtol = 1.0e-4
sim.atol = 1.0e-15
if T[i] >= 900:

max_time = 10
sim.max_time_step = 5e-4

elif T[i] >=700 and T[i]<900:
max_time = 100
sim.max_time_step = 5e-3
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elif T[i] >=600 and T[i]<700:
max_time = 1000
sim.max_time_step = 5e-2

elif T[i] >=550 and T[i]<600:
max_time = 100000
sim.max_time_step = 5e0

elif T[i] >=500 and T[i]<550:
max_time = 1000000
sim.max_time_step = 5e1

else:
max_time = 100000000
sim.max_time_step = 5e3

n=0; t=0.0; max_OH = 0.0

states = ct.SolutionArray(gas, extra=[’t’])

while sim.time < max_time:
sim.step()
states.append(r.thermo.state, t=1000*sim.time)
if gas[’oh’].concentrations > max_OH:

max_OH = gas[’oh’].concentrations
max_OH_locator = n

n = n+1
for j in range(n):

if j == max_OH_locator:
IDT=states.t[j]

Ti_log.append(1000/(T_i*1.0))
IDT_log.append(IDT)
print(’1/T(’, i,’) =’,Ti_log[i])
print(’IDT(’,i,’)=’,IDT_log[i])

plt.semilogy(Ti_log, IDT_log, ’b-’)

plt.ylabel(’IDT (ms)’)
plt.xlabel(’1000/T’)
plt.show()

B.3. Autoignition Delay Time versus Temperature: Methane
import matplotlib.pyplot as plt
import cantera as ct
import numpy as np

mechanism = ’CRECK1.yaml’
gas = ct.Solution(mechanism)
fuel = ’CH4’

Ti = 550; Tmax = 1510; T_incr = 10
T = np.arange(Ti,Tmax,T_incr)
p = 11.1732*10**5
phi =1;

Ti_log = []; IDT_log = []
IDT = []
print(’ Ti (K) IDT (ms) ’)
for i in range(len(T)):

T_i = T[i]
gas.TP = T_i, p
gas.set_equivalence_ratio(phi, fuel, ’o2:1.0, n2:3.76’)

r = ct.IdealGasReactor(gas)
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sim = ct.ReactorNet([r])

sim.rtol = 1.0e-4
sim.atol = 1.0e-15
if T[i] >= 900:

max_time = 1
sim.max_time_step = 5e-5

elif T[i] >=800 and T[i]<900:
max_time = 10
sim.max_time_step = 5e-4

elif T[i] >=700 and T[i]<800:
max_time = 100
sim.max_time_step = 5e-3

elif T[i] >=650 and T[i]<700:
max_time = 10000
sim.max_time_step = 5e-1

elif T[i] >=550 and T[i]<650:
max_time = 100000
sim.max_time_step = 5

n=0; t=0.0; max_OH = 0.0

states = ct.SolutionArray(gas, extra=[’t’])

while sim.time < max_time:
sim.step()
states.append(r.thermo.state, t=1000*sim.time)
if gas[’oh’].concentrations > max_OH:

max_OH = gas[’oh’].concentrations
max_OH_locator = n

n = n+1
for j in range(n):

if j == max_OH_locator:
IDT=states.t[j]

Ti_log.append(1000/(T_i*1.0))
IDT_log.append(IDT)
print(’1/T(’, i,’) =’,Ti_log[i])
print(’IDT(’,i,’)=’,IDT_log[i])

plt.semilogy(Ti_log, IDT_log, ’b-’)

plt.ylabel(’IDT (ms)’)
plt.xlabel(’1000/T’)
plt.show()
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