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Abstract

Inductive logic programming is a technique that generates logic programs which keep to a
given specification using a background knowledge. We propose a new task in the field of pro-
gram synthesis called Time-gated Partition-selection Inductive Logic Programming, consisting
of splitting the background knowledge into partitions and selecting only the relevant partitions
to a given set of examples. In order to show an initial direction of research and demonstrate
the effectiveness of the approach, we have constructed a set of partitioning functions and a
selection function. These were implemented using existing graph clustering and community
detection algorithms applied to static call graphs of existing programs in the target language
and using a linear time evaluation selection function. By comparing the inductive logic pro-
gramming approach Popper to a version of Popper with its search space reduced using this
technique, we show that these partitioning- and selection functions can improve the generated
programs on three out of four different domains. Finally we show that there is a difference in
partition quality by comparing the results to a random partitioning function. This work estab-
lishes background knowledge partitioning- and selection as a useful tool in program synthesis
research.
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1. Introduction

Program Synthesis is a form of machine learning in which the aim is to generate or find a
program given a specification. If this specification is a complete specification (meaning it
fully describes all the expected behaviors and functionalities of the target program, leaving
no ambiguity) the approaches are called deductive and otherwise it is called Inductive Program
Synthesis (IPS). In the case of Inductive Program Synthesis, the specification is is typically a
domain specific language and examples of inputs and outputs (Gulwani, Polozov, & Singh,
2017). IPS has successfully been used in various domains, like mining library specifications
(Sankaranarayanan, Ivancic, & Gupta, 2008) and guiding reinforcement learning algorithms
(Yang et al., 2021).

Generating these programs is usually done in the form of a search over all possible programs
in the given programming language (Kitzelmann, 2009). This search is a hard combinatorial
problem and presents one of the main challenges in inductive program synthesis: keeping
the search procedure tractable (i.e. keeping the search space small enough), while having
enough syntax to allow for complex programs (Barke, Peleg, & Polikarpova, 2020; Cropper &
Dumančić, 2022; Gulwani et al., 2017).

Over the years various approaches to limit the search space have been proposed, such as
predicting which functions are likely to be part of the program using neural networks (Balog
et al., 2017), using an example-dependent loss function to guide the search (Cropper & Morel,
2020) or pruning the search tree via types (Diaconu, 2020). Other approaches (for example)
encode the specification as a SAT problem and leverage existing constraint solving technologies
to speed up the search (Gulwani et al., 2017).

One of the reasons for the fact that the search space can get large, is because the given language
is too loosely constraining (Cropper & Dumančić, 2022). That is, a non-trivial subset of the
provided language is not needed to solve the given task(s) while it is still extending the search
tree. We propose that we could improve the performance of current synthesis approaches by
exploiting the modularity of a given grammar. By partitioning the grammar/language and
only providing the necessary part, akin to a programmer using only modules of a software
library, the overall search tree will be reduced while allowing the synthesis of sufficiently
complex programs. Since the search itself is costly, finding these modules would have to rely
on structures in the grammar and/or language itself.

In this thesis we will explore methods of extracting modules and applying them during induc-
tive program synthesis with the goal of improving the programs found in equal amounts of
time. The resulting main research question that this paper tries to answer is therefore:

Can inductive program synthesis approaches exploit modularity in grammars in order to improve the
synthesis of programs within a given time limit?

In order to answer this question, the following research questions will be answered:

1



1. Introduction

1. In what ways can we extract partitions from grammars that optimize the search of pro-
grams?

2. How do we leverage grammar partitions during the search of programs effectively?

3. Does varying the partitioning algorithm cause a difference in performance of the final
programs?

4. Does the effect of applying modularity differ between types of problems?

To be able to understand the rest of the thesis, a background and prior work on program
synthesis, program comprehension and graph algorithms will be covered in chapter 2. After
that, chapter 3 will contain a more detailed problem statement and chapter 4 will detail the
evaluation of the proposed methods. The results of these will be described in chapter 5. Finally
chapter 6 will be the future work, limitations and conclusion.

2



2. Prior work and background

Several fields of research will be leveraged in this thesis: software modularization, program
synthesis and graph algorithms like community detection. In this chapter we will provide the
necessary background to understand the rest of the thesis.

2.1. Inductive Program Synthesis

As stated in the introduction, Inductive Program Synthesis is a machine learning technique
that aims to synthesize a program in a given programming language that adheres to a given
specification that is incomplete by definition. This specification is usually in the form of tasks,
each containing a list of examples (x1, y1), (x2, y2)...(xn, yn), where yn is the expected output
of the program. The output of this procedure is a program that (hopefully) covers all the cases
in the specification (Gulwani et al., 2017). Depending on the implementation, programs can
even be reused during synthesis, leading to shorter programs. This is also called Program or
Function re-use (Diaconu, 2020).

The form in which the programming language is encoded varies a lot across the field. It it im-
portant to note that the choice of the language is itself a form of inductive bias. For example, a
language without loops would require a larger depth of search if the specification requires a lot
of repetitive actions and the search space induced by language based off of mathematical func-
tions might not contain a string manipulation program. Examples of encodings are grammars
(Cohen, 1994), the ‘BNF‘ syntax used by Diaconu (2020) and mode declarations (Muggleton,
1995). Since these are equivalent, we will just refer to this encoding as the grammar. The
available units are also often called the Background Knowledge (BK).

〈decl 〉 ::= ‘val’ 〈ident〉 ‘=’ 〈expr 〉 – non recursive definition
— ‘rec’ 〈ident〉 ‘=’ 〈expr 〉 – recursive definition
— ‘Pex’ 〈expr 〉 =¿ 〈expr 〉 – a way to specify positive examples
— ‘Nex’ 〈expr 〉 =¿ 〈expr 〉– a way to specify negative examples
〈expr 〉 ::= ‘Num’ n
— ‘Char’ c
— ‘True’
— ‘False’
— ‘Variable’ 〈ident〉
— ‘Lambda’ [〈ident〉] 〈expr 〉
— 〈expr 〉 〈expr 〉
— ‘If’ 〈expr 〉 ‘then’ 〈expr 〉 ‘else’ 〈expr 〉’
— [i] – we need to represent holes in the syntax

Figure 2.1.: Example syntax from the ‘BNF‘ syntax used in (Diaconu, 2020)

3



2. Prior work and background

In case the language is a logic programming language, it enters the field called Inductive Logic
Programming (ILP). Inductive logic programming is a field which is widely researched (Cropper
& Dumančić, 2022). The goal in ILP is to generate a target predicate that evaluates to true for
the positive examples and to false for the negative examples, based on predicates that are
defined in the background knowledge. Examples of ILP solvers are Popper (Cropper & Morel,
2020), Aleph (Srinivasan, 2001) and Metagol (Cropper & Muggleton, 2016).

In this thesis we primarily use Popper. Popper specifically is an inductive logic programming
approach that Cropper and Morel (2020) call learning from failures, which is currently consid-
ered state-of-the-art. They use a three-staged approach of generate, test and constrain. During
the generation step, Popper generates a logic program, which they call a hypothesis. These are
tested against the examples and succeeds if it does not entail all positive or a single negative
example. Then they use this information to constrain the hypothesis space to prune the search
space. Negative and positive examples are used differently in this process, so a mix of both is
useful for Popper to work efficiently.

Popper solely generates Prolog programs. A Prolog program consists of functions. Each con-
sists of rules, each of which have a literal as the head of the rule, terms along with predicates as
the body. The rule evaluates to true if all the predicates in the body evaluate to true. If a pred-
icate has multiple rules, it evaluates to true if any of the rules evaluates to true. An example
of a logic program by can be seen in listing 2.2. In this case, we define a single function, ‘last‘,
which has two rules (Cropper & Dumančić, 2022).

l a s t (A, B) : − t a i l (A,C) , empty (C) , head (A, B ) .
l a s t (A, B) : − t a i l (A,C) , l a s t (C, B ) .

Figure 2.2.: An example snippet of Prolog code by Cropper and Dumančić (2022)

By using these encodings and/or templates, the problem of program synthesis is reduced
to a first-order search over all possible programs induced by this template. The size of this
search tree, however, is the main problem in program synthesis. Since it is unknown how long
the program is or which parts of the syntax are important, any of the next tokens could be
considered. This leads to a combinatorial explosion, based on the size of the grammar.

Many techniques to tackle the size of the search space have been used over the years, under
which genetic algorithms, stochastic search and constraint solving are just a few (Gulwani et
al., 2017). We will highlight certain directions that have been proposed and evaluated.

2.1.1. Search based synthesis

The most straightforward method of searching is through enumerative search, either bottom-
up or top-down, using algorithms like A*, best first search or Iterative Budgeted Exponential
Search. Guiding such a search is necessary to keep it tractable. Examples of this are Probe
(Barke et al., 2020) and Brute (Cropper & Morel, 2020). Probe is an ILP system that learns a
probabilistic model during bottom-up search, that is used to generate the most likely programs
first. This is done by using a probabilistic context-free grammar in which the probabilities
are learned based on entailment, the percentage of examples of the specification that is being
satisfied. On the other side, Brute is an ILP system that uses domain-specific loss functions as
a heuristic in a best-first search, showing an increase in performance compared to systems that

4



2. Prior work and background

only use entailment as their target. Another technique that can be used during search, is the
pruning of subtrees. Typing systems can, for example, be used to rule out possible branches
(Diaconu, 2020) as can program equivalence (Smith & Albarghouthi, 2019).

2.1.2. Neural approaches

Another branch of research is the integration of neural networks with program synthesis. The
majority of these approaches still utilize search based techniques in their implementation, with
neural networks being used to learn heuristics (Balog et al., 2017; S. Zhang et al., 2023) or prob-
ability distributions (Ellis et al., 2020) that guide the search like earlier examples. DeepCoder
for example learns a probability of each part of the syntax appearing in the final program (as
can be seen in figure 2.3. This is used to prioritize elements during depth first search (Balog
et al., 2017). Large language models have recently had a large surge in popularity and they
work remarkably well. However they, along with the the other neural approaches mentioned,
require a large amount of samples and training times (Austin et al., 2021; Cropper & Morel,
2020).

Figure 2.3.: An example of the output of the network from Balog et al. (2017)
.

2.1.3. Dynamic background knowledge

Finally, while all prior techniques have been pruning and prioritizing during search, there has
been little research into pruning parts of the syntax before the search. If the set of functions
of a language is larger than needed, the search tree will also be larger than needed. An
analysis of source code written in the programming language Python showed that human
programmers do not use all subsets at all times while coding. Furthermore, they showed
partitioning the background knowledge into subsets can significantly reduce the search tree
(McDaid & McDaid, 2023).

Another piece of research added functions corresponding to different domains (e.g. dates,
emails, phone-numbers and timestamps) to the same language in order to analyze performance
gains by inferring the right domain in an effort to shrink the search space. Inference was
approached via machine learning techniques like neural networks and random forests using
extracted features from the specification. Results showed that this reduced search times while
keeping the same accuracy as without domain inference (Contreras-Ochando et al., 2020).

5



2. Prior work and background

It is important to note that, while domain splitting- and inference showed performance gains,
the domains were handcrafted along with the corresponding functions. No research has yet to
dynamically determine domains in a given language and infer the dynamic domains needed
for a given problem in program synthesis. To find these domains, the program must first
be decomposed into modules that can be used separately. This requires understanding the
software on a more fundamental level than just the grammar.

Grammars used in program synthesis are often simpler than the generic languages used by
programmers, largely because of the combinatorial explosion. Logic programming languages
like Prolog for example often have no classes or namespaces, just like the domain specific
languages like the one in figure 2.1. However it is still software and existing methods of
analysing the structure and breaking down the software into parts could prove useful in the
research.

2.2. Program comprehension

The method of finding modules in a unsorted set of software units falls in a field called ‘pro-
gram comprehension‘. Generally the program comprehension techniques use a way of express-
ing relations between entities in the code. Entities can come in various forms, like software
modules, functions or subsystems (Mitchell & Mancoridis, 2006). The relationships between
them form the structure of the software that is being examined and can be generated in various
ways. In 2015 a survey concluded that symbol level dependencies, i.e. invocation of one entity
by another, can lead to more accurate techniques for recovering architectures in comparison
to file dependencies only, suggesting that coarser dependency graphs produce better results.
They also showed that more detailed dependencies improve the final result as well (Lutellier
et al., 2015).

One type of these views is a call graph and an example can be seen in figure 2.4. Call graphs
have been widely utilized to understand the structure of software (Alanazi, Gharibi, & Lee,
2021; Bhattacharjee, Roy, & Schneider, 2022; Gharibi, Alanazi, & Lee, 2018) and can, in turn,
be processed in order to extract clusters of program units, like functions or methods. There
are two types of call graphs: static and dynamic. Static callgraphs are defined by the program
itself and dynamic call graphs are execution paths that happen in a single run of the program.
We only focus on static callgraphs in this research and at any time we refer to a callgraph it is
a static call graph.

2.2.1. Hierarchical clustering of execution paths

One method of extracting information from call graphs is through execution paths (Alanazi
et al., 2021; Bhattacharjee et al., 2021, 2022; Walunj, Gharibi, Ho, & Lee, 2019). An example
of a processing pipeline is the following by Alanazi et al. (2021): first a subset of the possible
execution path (like a→ b→ c→d in figure 2.4) are converted into a feature matrix which uses
a bit indicating membership for each entity in the graph (1 if it is in the path and 0 otherwise).
Then the distance between each path is calculated using a similarity measure, which is used in
a hierarchical clustering algorithm. The resulting clusters of paths are then converted to their

6



2. Prior work and background

def a ( ) :
b ( )
c ( )

def b ( ) :
c ( )
e ( )

def c ( ) :
d ( )

def d ( ) :
pass

def e ( ) :
pass

a

b c

de

Figure 2.4.: A snippet of Python code with its corresponding call graph

own graphs by reconnecting all nodes in all paths for each cluster, which they use to visualise
the clusters as part of the original graph. Bhattacharjee et al. (2022) improved on this approach
by including a flattening stage in order to remove redundant nodes.

Converting the clusters of paths to clusters of nodes would require designing a custom al-
gorithm, as this has not been explored in the research. Since nodes can be part of multiple
clusters, overlapping clusters could be produced, which may or may not be useful in the scope
of this research: since it duplicates work when checking whether clusters are useful but it also
allows heavily used nodes to be present in more domains. It is also important to note that
the similarity measure and linking type can heavily influence the results and while Alanazi
et al. (2021) suggest that the Jaccard measure works best together with a complete linkage,
experimentation is required in order to evaluate it properly.

2.2.2. Graph metrics, graph clustering and community detection

Another way of finding clusters in a call graph (or in fact any graph) is through the use of
graph clustering. Graph clustering is the process of grouping nodes of a graph into disjoint
groups. These types of algorithms have shown to produce good results at program compre-
hension tasks: Mitchell and Mancoridis (2006) evaluated hill climbing and simulated annealing
algorithms using custom metrics on software, packaged in a tool called Bunch. They showed
that their results are close to the reference decomposition, which they take to be the optimal
solution. These algorithms take a graph of file dependencies as input and as such can also
be modified to take any call graph. While Mitchell and Mancoridis (2006) do not specifically
name these algorithms ‘graph clustering‘ algorithms, they do fall under graph clustering.

One specific type of graph clustering is community detection. Communities are substructures
in graphs that have a high concentration of edges inside the group and low amounts of edges
between different groups. They are inherently useful for identifying clusters in real networks
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2. Prior work and background

(Fortunato, 2010) and software dependency networks have been shown to have significant
community structures (Subelj & Bajec, 2011). Community detection is a heavily researched
field and many approaches exist, such as spectral based methods (M. E. J. Newman, 2013) and
using graph neural networks (Tsitsulin, Palowitch, Perozzi, & Müller, 2020).

Many of these algorithm use a concept called modularity. Modularity is defined by M. Newman
(2010) as the following:

Modularity is a similarity measure, calculated by the formula

Q =
1

2m ∑
i,j

(
Aij −

kik j

2m

)
δ(ci, cj)

where:

Q is the modularity of the graph.
m is the total number of edges in the graph.
Aij represents the element in the adjacency matrix of G between nodes i and j.

ki is the degree of node i, i.e., the number of edges connected to node i.
ci is the community to which node i belongs.

δ(ci, cj) is the Kronecker delta function, δ(ci, cj) =

{
1, if ci = cj

0, otherwise

In other words, modularity is a measure of how closely-knit nodes are within their own com-
munity compared to how they interact with nodes outside of their community. It helps us
understand the strength of connections inside a community versus those that reach beyond its
boundaries. An example of a highly modular graph can be seen in figure 2.5, where the high
modularity comes from the many edges inside the communities versus the few edges between
the communities.

This research will use algorithms from both community detection and graph clustering. Specif-
ically, we apply Paris (Bonald, Charpentier, Galland, & Hollocou, 2018), METIS (Karypis &
Kumar, 1999), Greedy modularity maximization (Clauset, Newman, & Moore, 2004), Label
propagation (Raghavan, Albert, & Kumara, 2007) and the Louvain algorithm (in two forms)
(Karypis & Kumar, 1999). Label propagation, Louvain and Greedy Nodularity Maximization
are all available via the python package NetworkX (Hagberg, Swart, & S Chult, 2008) and have
a common interface, making experimentation easy. METIS and Paris have accompanying im-
plementations that allow for rapid application as well. An overview of the algorithms with
parameters, types and outputs can be found in table 2.1. In the next sections we will provide
a brief explanation of each algorithm.

Louvain

The Louvain algorithm is a widely used community detection method in graph clustering.
The algorithm’s objective is to optimize the modularity of the graph as explained above. In
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Figure 2.5.: An example of a highly modular network by M. E. J. Newman (2006)
.

2017 Mothe, Mkhitaryan, and Haroutunian (2017) evaluated various community detection al-
gorithms and determined that the Louvain algorithm (Blondel, Guillaume, Lambiotte, & Lefeb-
vre, 2008) gives the best results for identifying communities with high modularity. The Lou-
vain algorithm also has the added benefit of not needing a predetermined amount of modules
as well as being able to use weights on edges to guide the clustering. It must be noted however,
that Mothe et al. (2017) did not evaluate any neural approaches and as such no comparisons
between them can be made.

The Louvain algorithm operates in two phases iteratively. First, it greedily optimizes modu-
larity by moving nodes between communities. In the second phase, it constructs a new graph
where communities found in the first phase are treated as individual nodes. The process
is then repeated. This approach uncovers community structures by iteratively refining the
graph’s partition efficiently. The NetworkX implementation by default then outputs the ver-
sion with the highest amount of modularity, however, the intermediate results can be seen as
a dendrogram, giving partitions with increasing amounts of modularity.

A dendrogram is a hierarchical representation of a clustering process in graphs or data sets,
akin to the hierarchical approach employed by the Paris algorithm for community detection. It
does not directly involve modularity optimization but captures the hierarchical relationships
among clusters.
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2. Prior work and background

The dendrogram is constructed through a bottom-up merging approach, starting with individ-
ual data points as individual clusters and iteratively combining them based on their similarity
or distance until all data points are grouped into a single overarching cluster. Each level of
the dendrogram represents a different level of granularity in the clustering, and branches in
the dendrogram illustrate the merging process. The structure of the dendrogram allows for
a visual understanding of the hierarchy of clusters and allows for the identification of nested
and overlapping clusters within the data.

An example can be seen in figure 2.6. In this dendrogram we have five singular predicates (A
to E), seen as nodes as the bottom. The y-axis is a distance metric, which as an example is set
to a range between 0 and 10. Each point where two lines meet is a new cluster. For example,
the cluster of node A and the cluster of node B get combined when the distance threshold is
set at 3.
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Figure 2.6.: An example of a dendrogram

Scikit-network (Bonald, de Lara, Lutz, & Charpentier, 2020) has a implementation of iterative
louvain returning this dendrogram, both bottom-up, (combining clusters), and a top-down
(breaking clusters apart) view.

10



2. Prior work and background

Finally, the Louvain algorithm has an optional parameter called the resolution. This parameter
impacts the size of the partitions. The closer to zero it gets, the larger the partitions. By default
this value is set to 1.

Greedy modularity maximization

Greedy modularity maximization, similar to the Louvain algorithm, is a popular graph clus-
tering approach employed for community detection. It shares the common goal of optimiz-
ing modularity, however the specific technique differs from the Louvain algorithm. Greedy
modularity maximization follows a simpler and more direct strategy. The algorithm places
each node in the community that yields the highest increase in modularity, and this process
is repeated until no further improvements can be made. Despite its straightforward nature,
greedy modularity maximization demonstrates efficiency, particularly in handling large-scale
graphs.

Paris

Paris is also a graph clustering algorithm utilized for community detection in graphs. Simi-
lar to the previous two algorithms, Paris focuses on optimizing modularity. However, Paris
differentiates itself by using a hierarchical approach to uncover community structures. It uses
a custom distance metric based on probabilistic measures, which capture the probability of
sampling node pairs. They also show that this has links to modularity. In the end the result is
a dendrogram, like iterative louvain.

Label propagation

Label propagation, in contrast to modularity-based algorithms like Louvain and greedy mod-
ularity maximization, does not directly optimize modularity as its objective for community
detection. Instead, this method adopts a distinct approach centered around label updating
and propagation. The algorithm assigns unique labels to each node in the graph and itera-
tively updates these labels based on the labels of neighboring nodes.

Through this iterative process, labels propagate across the graph, converging nodes with sim-
ilar connectivity patterns into the same community. The primary goal of label propagation is
to achieve label convergence.

METIS

Finally, METIS is a graph partitioning algorithm widely utilized for clustering and partitioning
large graphs. Like label propagation and unlike Louvain, Paris and greedy modularity max-
imization, METIS does not directly optimize modularity. Instead it operates on the principle
of multilevel graph partitioning: it aims to minimize a objective function, such as the edge-cut
(the amount of edges that cross partitions regardless of weight) or the total communication
volume (the amount of edges that cross partitions along with their weights), which measures
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the quality of the graph partitioning. The algorithm uses a process with multiple phases, start-
ing with a coarse-grained representation of the graph and then refining the partition to finer
levels recursively.

As opposed to all other named algorithms, METIS has a single non-optional parameter. This
is k, the amount of clusters it should output. METIS will try to balance the size of clusters to
be approximately equal, while keeping the amount of clusters set to k.

Name Type Considered parameters Output

Louvain Community detection Resolution Set of nodes
Louvain (Iterative) Hierarchical graph clustering Resolution Dendrogram
Label propagation Community detection n.a. Set of nodes
Greedy Community detection n.a. Set of nodes
Paris Hierarchical graph clustering n.a. Dendrogram
METIS Graph clustering The amount of clusters k Set of nodes

Table 2.1.: An overview of the partitioning algorithms

The algorithms mentioned here all allow us to partition graphs into lists of nodes. Louvain,
Label Propagation, Greedy Modularity Maximization and METIS do this directly, but Paris
and Iterative Louvain return dendrograms. Dendrograms still have to be processed further.

Since these algorithms work directly on a graph, the graph does not necessarily only have
to contain symbolic dependencies. While Lutellier et al. (2015) determine that symbolic de-
pendencies work better than file dependencies only, the comparison did not contain any other
information. Information like naming could be used to enhance the graph by connecting nodes
with similar names. Edges could also be annotated with the amount of times an edge is part
of an execution path to produce weighted graphs. An example of this is the application of
changes to methods in the same version using analysis of version control by Mattis (2018).

One aspect all these methods have in common is the need for existing source code in the
target language. This is not necessarily the case in program synthesis. Evaluating these meth-
ods would require finding datasets that fit this requirement or generating our own dataset
entirely.
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3. Problem statement

In the previous chapter we identified a gap in current research related to identifying domains
in the background knowledge and providing a program synthesis solver solely with the ones
needed to find an optimal program. In this chapter we will formulate the problem more
formally using the prior knowledge as a background.

ILP In this research we will focus on inductive logic programming. As described previously,
inductive logic programming is a problem, where a program is synthesized that is accordance
with a set of examples, positive and/or negative, using a background knowledge (or BK) using
a grammar. Since we focus on ILP the grammars under consideration are logic programs. By
default this problem has a binary solution: either the problem entails all examples or it does
not. We propose that any ILP instance can be reformulated as a problem we call Partition-
selection Inductive Logic Programming . This problem consists of three steps: partitioning,
selection and searching.

Partitioning The first step is to split the background knowledge up into partitions using a
partitioning function that takes the background knowledge and optional extra information as
input and returns sets of functions from the BK, so that the union is the background knowl-
edge. This definition does not exclude overlapping clusters, it only assumes that all functions
of the original are covered. Each of these sets is a group of functions that belong together in
some sense. We call this the modularized background knowledge. We also call each of these
sets a partition.

Selection In order to use the modularized background knowledge, we need to choose the
partitions that are relevant. A partition is relevant if a program that entails all examples contains
a function in the partition. This selection is based off of the examples of the specific test
instance we are considering. We view this as a a selection function that returns a subset of the
modularized background knowledge.

Search Because we want to synthesize a program, the union of the selected partitions is
then supplied to the synthesizer as background knowledge. The synthesizer is an arbitrary
synthesizer, since we have no made any assumptions about its functionality. We merely assume
that it takes examples and a background knowledge, which is a common definition (Cropper
& Dumančić, 2022). Therefore the reformulation theoretically works with any ILP solver.
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3. Problem statement

Time constraints Finally, we define a more constrained version of the problem where we im-
pose a timeout T that applies to the partition and search simultaneously, but not the partition-
ing. That is, Time(Select) + Time(Search) <= T. We call this Time-gated Partition-selection
Inductive Logic Programming.

The proposed task is a very general task that is underexplored in the current state of the liter-
ature, and in this thesis we develop an initial direction. Based on the prior work on program
comprehension, we propose that one particular partitioning function that could prove useful
is the use of graph clustering and/or graph community detection algorithms. We use these on
a callgraph of existing programs in the same language. In order to keep our approach separate
from the problem, we call this method of finding partitions and then selecting the partitions
to combine in a search the Partition-search procedure throughout the thesis. This partition-
search procedure is a proposed approach for Partition-selection Inductive Logic Programming
and also for Time-gated Partition-selection Inductive Logic Programming if the selection and
search adhere to the timeout. We focus on the time-gated variant.

We can now redefine our research questions using the established context. Our main research
question can be reformulated as

Can inductive program synthesis approaches exploit partitions found through applying graph
clustering on callgraphs from existing programs by applying a partition-search procedure in order to

improve the synthesis of programs within a given time limit?

The subquestions can similarly be restated as the following:

1. In what ways can we vary the construction of a static callgraph from Prolog programs to
use graph clustering algorithms on and does it effect performance of the partition-search
procedure?

2. Does varying the graph clustering algorithm in the partition-search procedure cause a
difference in performance of the final programs?

3. Does the effect of using a partition-search procedure differ between types of problems?
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4. Methodology

In this chapter we establish the framework that we need in order to perform our experiments.
To do this, it is essential to identify the variables that will need to be evaluated and define the
algorithms that we are going to implement. In order to enumerate the possible variables, let
us first consider the pipeline.

The datasets that we are going to need are in the form of logic programs. As stated previously,
logic programs each contain rules containing sets of predicates and each predicate uses a set
of child predicates. We can recursively find the child predicates up until a set of optional
predefined base predicates, which are predefined as part of the background knowledge. These
connections will be used to generate the callgraph, where the nodes are the predicates. Dif-
ferent topologies of connecting nodes based on these connections have been identified and are
elaborated further upon in chapter 4.1.

This callgraph will then be processed using different graph algorithms to produce partitions of
predicates. Each algorithm will have a different partition and therefore potentially a different
performance. Which algorithms and how they are applied is elaborated upon in chapter 4.2.
The resulting partitions are evaluated using a custom selection algorithm which is described
in chapter 4.3.

Programs Callgraph Partitions Performance

Figure 4.1.: A high level overview of the pipeline

4.1. Topologies

The next aspect is the construction of the static call graph. Each predicate with child predicates
in the dataset contributes a few connections, but it is not immediately clear which way of
contributing is the most optimal. Take the following predicate:

example (A, B ) : − ch i l d 1 (A, B ) ,
c h i ld 2 (A, B ) ,
c h i ld 3 (A, B ) .

Three methods have been identified, each having an underlying viewpoint of connection be-
hind it. The first is co-occurrence. Co-occurrence is when a predicate is used in the same
parent as the other predicate. In our example predicate, this is the case for child1, child2 and
child3 and the method is analogous to connecting only the children of the parent predicate
together. The second method is based off of usage. For usage, two predicates get connected if
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one predicated uses another. In the example that would mean the predicate example gets con-
nected to each to the child predicates, but the child predicates would not be directly connected.
Finally, there is the method of connecting for both usage and co-occurrence. This would mean
the nodes form a clique. The three topologies are visualised in figure 4.2.

example

child3

child2

child1

example

child3

child2

child1

example

child3

child2

child1

Figure 4.2.: Topologies for contributing nodes from a single predicate.
From left to right: clique, usage, co-occurrence

4.2. Graph clustering algorithms

Taking the list of algorithms found in the prior work, there are five algorithms to consider.
From those we select nine total versions, based on parameters of resolution for Louvain and the
method of cutting dendrograms from Paris and Iterative Louvain. For the Louvain resolution
parameter we use a version where the resolution is 1 and one where it is 1.5. We also want to
cut the dendrograms returned by the graph clustering algorithms into balanced size clusters.
How large these clusters should be, depends on initial results.

Dendrograms As previously stated, dendrograms are a representation of multilevel clusters,
showing which clusters get combined at certain distance threshold. By cutting at a particular
distance threshold, partitions can be extracted. It is also possible to extract clusters with a
maximum size by keeping track of the merges and the corresponding partition sizes. The
custom algorithm used for this purpose can be found in listing 1 and it works generally like
the following.

A dendrogram can be seen as a sequence of merges. We iterate through the merges going up
in y-axis. Along the iteration, we keep track of how big each cluster gets after each merge and
as long as it is below the allowed size, we continue. If the merge would create a cluster that
is too large we ignore the merge, as it does not exist from our perspective. Any cluster that is
merged with an ignored cluster also gets ignored because it too can not exist. This way we get
all maximum possible clusters from the dendrogram for a given maximum size.
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Algorithm 1: Merge clusters until maximum size algorithm

1 predicate merge clusters(linkage matrix, nodes, max cluster size):
Input :

• linkage matrix: A matrix representing the linkage information between clusters.

• nodes: A list of node identifiers.

• max cluster size: The maximum allowed size for a cluster.

Output: A list of clusters, where each cluster is represented as a set of node
identifiers.

2 clusters← empty dictionary;
3 current cluster i← length of nodes;
4 ignored clusters← empty set;

5 for merge in linkage matrix do
// A ’merge’ object represents the merging of two clusters in the linkage matrix.
// It contains information about the indices of the two clusters being merged.

6 first cluster idx, second cluster idx← convert merge to indexes of clusters to
merge;

7 if first cluster idx Graphin ignored clusters or second cluster idx in ignored clusters
then

8 add current cluster i to ignored clusters;
9 current cluster i← current cluster i + 1;

10 continue;
11 end

12 cluster 1← clusters[first cluster idx];
13 cluster 2← clusters[second cluster idx];

14 merged set← union of cluster 1 and cluster 2;

15 if size of merged set ≤ max cluster size then
16 add merged set to clusters with key current cluster i;
17 remove first cluster idx from clusters;
18 remove second cluster idx from clusters;
19 end
20 else
21 add current cluster i, first cluster idx, and second cluster idx to

ignored clusters;
22 end

23 current cluster i← current cluster i + 1;
24 end

25 return list of values in clusters;
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Figure 4.3.: The result of algorithm 1 applied on figure 2.6

In figure 4.3 we show an example result of the algorithm when applied to figure 2.6 with a
maximum size of 3. In the figure the red line is the line where we cut our clusters. In this case,
we do not allow the merge of the clusters after the initial merges, because the cluster would
have a size of 5.
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Edge weights All of the algorithms we consider can also take advantage of edge weights. If
this is utilized, it is not merely the connections that determine the clustering, but also a specific
variable on the edges between nodes. We will make use of this feature by setting the weight of
the edge to be the amount of times that connection in contributed by the programs. Edges that
rarely occur can otherwise cause the graph to be overly connected, and edge weights make
sure that if that is the case, those connections are less important.

4.3. Selecting relevant partitions

Since this research is the first to apply partitions of background knowledge, there is no answer
to how they are best selected. One readily apparent solution would be to apply the partition
on its own in a search. According to prior research, useful predicates will give a signal in the
form of a program that covers at least one example (Barke et al., 2020; Shi, Steinhardt, & Liang,
2019). However, it is not clear how this relates to predicates that need related predicates to
provide a signal.

This is where our partitioning could be important: if we group related predicates into one
partition and they are evaluated simultaneously, they should provide a signal because the
required predicates are in the same group. If the result of a search with one single partition
is a program covering even a single example, the partition is included in the combined search,
otherwise it is not. We can utilize a small trick here as well: the search procedure for a single
partition does not have to continue after finding a single example, making the most of the time
provided for the remaining cluster.

The individual timeout imposed upon the selection search is still left unclear as well. We
propose evaluating each partition with a timeout proportional to the ratio between the length
of the partition to the remaining amount of predicates left to be evaluated. Without any change
this would have the nice property of having a fixed upper bound. However, to avoid having
small partitions being deprived of the time they need to actually run and because scheduling
small time intervals is difficult on a busy supercomputer, we maintain a lower bound on the
time scheduled for each partition of 5 seconds.

The side effect is that the selection process may go over its own time limit, as the individual
partitions may take more time than the linear schedule would have allowed. This is not neces-
sarily a problem as long as it does not go over the total time limit of the whole partition-search
procedure. If this happens, we we will reevaluate the lower bound. Practically, the only reason
this would happen is in the case where there the composition of the partition sizes is such that
many of the scheduled times would be below the lower bound in a row. This would not be a
very practical partitioning in the first place, since it involves a lot of tiny clusters. Regardless,
there is no ’right’ answer here, so we choose to favor the runtime of smaller partitions and
more stable scheduling versus having more search time for the combined result.

Finally, we set the time limit of the selection process to half that of the timeout for the whole
partition-search. We set that to 30 minutes, so the selection process will have 15 minutes as a
base time limit, which it can exceed if there are a lot of small clusters.

Based on this information, we construct the algorithm in listing 2. We call this algorithm the
linear time evaluation selection function.
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Algorithm 2: The linear time evaluation selection function
Input : List of partitions partitions
Output: List of useful partitions

1 total length← 0;
2 use f ul partitions← empty list;
3 foreach cluster in partitions do
4 total length← total length + cluster.length;
5 end
6 time le f t← TIMEOUT
7 f unctions le f t← total length
8 foreach partition in reversed(sort by length(partitions)) do
9 timeout f or partition← max( cluster.length

f unctions le f t × time le f t, 5);
10 time be f ore search← now();
11 contains use f ul predicate← ApplySearch(partition, timeout f or partition);
12 time a f ter search← now();
13 time le f t← time le f t− (time a f ter search− time be f ore search);
14 f unctions le f t← (time a f ter search− len(partition)
15 if contains use f ul predicate then
16 use f ul partitions.append(partition);
17 end
18 total length← total length− cluster.length
19 end
20 return use f ul partitions;

Obviously this is not the only way to construct a similar algorithm. The timeout can be based
on a heuristic as well or even just have a exponential relationship with cluster size instead
of a linear relationship. It can also use information from the problem under consideration.
The goal of this thesis is not to optimize every step, so we will consider this single case and
evaluate this method, keeping time constraints in mind as well.

4.4. Synthesizers

Finally, we consider the synthesizer that serves as the search function in the partition-search
procedure. As stated in the methodology, the partition-search procedure should in theory
work with any synthezier. In this thesis we will focus on a singular solver, Popper, since it
is state-of-the-art and focusing on a single solver limits the amount of options. Popper uses
Prolog and therefore we will use Prolog exclusively as well. Popper also returns programs
that are not optimal (i.e. they only cover a subset of the examples), which is useful for finding
the aforementioned signal. Using this, we will make two modifications to Popper in order
to allow for more extensive logging and to allow for breaking out of the search on the first
found program that satisfies any positive number of examples like mentioned in the previous
chapter.
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This chapter contains the resources we obtained in order to perform the experiment described
in chapter 4 and the corresponding results. The experiments have been performed in discrete
blocks and will be described chronologically. As a reminder, the research questions are

Can inductive program synthesis approaches exploit partitions found through applying graph
clustering on callgraphs from existing programs by applying a partition-search procedure in order to

improve the synthesis of programs within a given time limit?

With the subquestions:

1. In what ways can we vary the construction of a static callgraph from Prolog programs to
use graph clustering algorithms on and does it effect performance of the partition-search
procedure?

2. Does varying the graph clustering algorithm in the partition-search procedure cause a
difference in performance of the final programs?

3. Does the effect of using a partition-search procedure differ between types of problems?

5.1. Datasets

Since the clustering techniques we are focusing on rely on call graphs existing, appropriate
datasets are needed. These datasets should either contain programs that solve the same task
being addressed or provide a means to generate them manually. Two potential sources for
these datasets have been identified: one that is readily available and another that requires
manual generation.

5.1.1. Playgol

The one dataset that is readily available is the Playgol dataset (Dumancic & Cropper, 2020).
This dataset was generated during the testing of a program synthesis method and consists on
programs synthesised with predicate re-use on two problem types: string manipulation and a
lego structure building problem. These are Prolog programs and as such consist of functions,
complete with the definitions and including child functions, that are needed to generate a static
call graph. Test cases are also part of the dataset, making it an ideal candidate for evaluation.
An example of the syntax can be seen in figure 5.1.

Each problem type within the Playgol dataset consists of 10 variations. Snapshots of these
variations were taken during the generation process at intervals of 200 added tasks (which
they call ’play tasks’) that they generate programs for, ranging from sets of 200 to 4000 tasks.
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. . .
p142 (A, B) : − skip1 (A,C) , mk uppercase (C, B ) .
p154 (A, B) : − not empty (A) , copy1 (A, B ) .
p158 (A, B) : − not empty (A) , skip1 (A, B ) .
p159 (A, B) : − copy1 (A,C) , mk uppercase (C, B ) .
p163 (A, B) : − not empty (A) , copy1 (A, B ) .
p165 (A, B) : − not empty (A) , skip1 (A, B ) .
p168 (A, B) : − not empty (A) , mk lowercase (A, B ) .
p170 (A, B) : − not empty (A) , copy1 (A, B ) .
p184 (A, B) : − mk uppercase (A,C) , mk lowercase (C, B ) .
p185 (A, B) : − not empty (A) , copy1 (A, B ) .
p195 (A, B) : − not empty (A) , mk lowercase (A, B ) .
p196 (A, B) : − mk uppercase (A,C) , copy1 (C, B ) .
p1 (A, B) : − mk lowercase (A,C) , p34 (C, B ) .
p2 (A, B) : − copy1 (A,C) , p2 1 (C, B ) .
p2 1 (A, B) : − p43 (A,C) , p34 (C, B ) .
p3 (A, B) : − copy1 (A,C) , p34 (C, B ) .
p13 (A, B) : − p34 (A,C) , p13 1 (C, B ) .
p13 1 (A, B) : − p133 (A,C) , copy1 (C, B ) .
p15 (A, B) : − p34 (A,C) , copy1 (C, B ) .
. . .

Figure 5.1.: Programs sampled from the first problem type of the Playgol dataset: string
manipulation

The included test set is known to be solvable (since it was generated using a known process)
but has not been solved in its entirety by the original paper. In order to make evaluation
easier (because there at least should be a known solution), we will sample from the solved test
instances as our own testing set.

Task description

The task for these datasets are exactly the same as in the original paper: use the programs in a
given datasets to construct a new program that entails the examples of a test instance. We do
not have to do any modification to the data to make that possible.

Limitations and improvements

In addition to the data volume, there are other noteworthy characteristics to consider. Along-
side the reused functions, each problem type has a set of base functions that are specific to that
problem type. Whether it is preferable to always supply these base functions to the solver is
not clear: they are necessary in case the specific combination of base functions is not available,
but it could cause all clusters to be marked as relevant.

Furthermore, the way the programs in the dataset are generated is of concern. Because of
the use of predicate re-use, the functions can only use functions that have been generated
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beforehand. This is important to note, because it impacts the way callgraphs are generated.
In particular, the final functions of a given variation have little to no chance to be used, which
can cause disconnected components and connections with limited weight in the callgraph.

Finally, there is a high amount of duplicate functions within the datasets. To optimize the
datasets, a specific step of pruning is employed at the beginning.

Pruning The method we call pruning involves removing duplicate functions, by matching
the names of the child nodes and replacing them with a single prototype. This algorithm
consists of iterations, because after finding functions that match and replacing them, new
duplicates can become clear. We only use a single iteration, because it already cuts the amount
of functions significantly and we want enough functions to be able to find a potential difference
in performance.

This effectively creates two datasets from a single one, as the removal of first order dupli-
cates is a significant change in characteristics of the dataset and the amount of data decreases
substantially. In consideration of time constraints we only consider the datasets after they are
pruned. The pruning algorithm can be found in listing 3.
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Algorithm 3: The pruning algorithm for Playgol
Result: node to definition, node to line
Input : dataset, settings
Output: node to definition, solved test fns, node to line

1 Initialize node name to definition, solved test fns, node name to line, used by,
to delete;

2 foreach line in dataset do
3 result← parse line to node name and children(line);
4 if result is not None then
5 (node name, children)← result;
6 Add node name and children to node to definition;
7 foreach child in children do
8 Add node name to used by[child];
9 end

10 end
11 end
12 Initialize invariant to node name;
13 foreach node name in keys of node to definition do
14 if node name is in BASE FN then
15 Continue to next iteration;
16 end
17 children← node name to definition[node];
18 invariant← join children with ”-”;
19 if invariant is in invariant to node name then
20 parent← invariant to node name[invariant];
21 foreach usage in used by[node name] do
22 Update node name to definition[usage];
23 end
24 Add node name to to delete;
25 end
26 else
27 Add node name to invariant to node;
28 end
29 end
30 foreach node name in to delete do
31 Remove node name from node name to definition;
32 end
33 Return node name to definition, node name to line

Constructed datasets

As stated previously, we do not have to do any modification to the datasets to make them
useful in the context of our task. However, altogether these datasets form a large volume of
data. A majority of the data from Playgol is not very informative: the variations do not provide
a significant amount of value as Dumancic and Cropper (2020) used the same underlying
examples for each variation. We will only use two variations per domain during evaluation:
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one for the gridsearch and one for the larger run. Relative data sizes can be seen in figure 5.2.
We will evaluate the dataset at T=600 and only after pruning.

Figure 5.2.: Sizes in terms of functions for the Playgol dataset for the first variations with and
without pruning. Error bars indicate 95% confidence interval over all variations

constructed using bootstrapping. Dotted line indicates point where data was sampled.

5.1.2. Knowledge graphs

Knowledge graphs are directed graphs where the nodes are entities and the edges are rela-
tionships between those entities. For example, the NATION dataset (Dettmers, Minervini,
Stenetorp, & Riedel, 2017) contains nodes for countries like the Netherlands, the UK, the USA
and Indonesia, and edges for relationships indicating, for example, whether a country pro-
vides economic aid or has an embassy to the other country. These are encoded as a list of
triples, consisting of an entity, a relation type and a target node to connect.

Task description

Knowledge graphs have been used for a task called rule learning, an example of which is
an approach called AnyBURL (Meilicke, Chekol, Fink, & Stuckenschmidt, 2020). In essence,
this process aims to ’explain’ a target relationship using the other relationships present in
the graph. AnyBURL generates a set of rules that covers one relation using the others in a
language similar to Prolog. These rules can also be used to construct our needed callgraph,
illustrating connections between relations.

Furthermore, ILP solvers can be set up to perform the same task. Initially a small subset
of relations is extracted from the graph: the entities connected by these relations form a set
of positive examples. Each relationship in the graph can be considered as a predicate in
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the background knowledge, evaluating to true if the two entities are connected through the
corresponding relationship and false otherwise. The target predicate should exhibit the same
behavior: evaluating to true when provided with the entities in the positive examples and false
for the negative.

Limitation and improvements

In order to accurately evaluate performance gains using the partition-search procedure, it
would be useful to actually be able to generate some programs in the baseline. Initial results
indicated that Popper needs more information in order to efficiently generate programs from
knowledge graph triples. One way to make Popper more efficient, is to use negative examples.
Popper uses these examples to constrain its internal hypothesis space (Cropper & Morel, 2020).
Negative samples are not part of the triples themselves, but they can be generated. This is
called negative sampling (Y. Zhang, Yao, & Chen, 2021).

Negative sampling We have implemented a negative sampling scheme using the following
algorithm. First, we inventarise all entities from the triples in the original dataset. Then we
sample a random pair from these entities for each relationship and if they are not a positive
relationship, we add it as a negative example. Otherwise we just keep sampling. There is no
correct choice as to how many negative samples are needed, however we chose to generate 10
times as many negative examples as there are positive examples per relationship type. That
means that if the aforementioned ’embassy’ relationship has 5 positive triples, we generate 50
negative triples as supplementary examples.

Constructed datasets

In order to generate a dataset fit for use in evaluation of the partition-search procedure, we
will draw a percentage specific to the dataset of the total amount of relations as the test set
of the knowledge graph. These relations will be removed prior to the rule learning using
AnyBURL in order to avoid overfitting on structures present in the rules as an extra precaution.
Afterwards we have generated a dataset of these rules using AnyBURL for 500 seconds.

Two useful knowledge graphs have been identified, with the main differences being in entity
and relationship count. Since the amount of relationships is also the amount of functions, this
is the count that is most important for the size of the search tree. References to the knowledge
graph datasets along with their corresponding counts of relationships and entities can be found
in table 5.1. Based on these knowledge graphs, we have constructed three datasets, one from
UMLS and two from FB15K-237 with 5, 5 and 15% of the relationships as test sets respectively.
We create them independently, with splitting different random samples for the test examples
before rule learning.

Dataset Entities Relationships % Taken for datasets

FB15K-237 (Toutanova & Chen, 2015) 14,505 237 5% (11 functions), 15% (33 functions)
UMLS (Dettmers et al., 2017) 134 48 5% (7 functions)

Table 5.1.: Summary of the datasets that were constructed from the knowledge graphs
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5.2. General experimental setup

In this chapter, we will summarize and outline the general experimental setup that we re-use
throughout our experiments, based on the techniques we have described in prior chapters. All
of this is evaluated on the DelftBlue supercomputer (Delft High Performance Computing Cen-
tre (DHPC), 2022).

5.2.1. Data processing and partitioning

For each dataset we have two pieces we want to acquire: test instances in the form of posi-
tive and negative example and a modularized background knowledge. We will describe the
processing pipeline per dataset.

Knowledge graphs For knowledge graphs we do not have predefined test instances in a
format that is useful for our current task. Instead, they are pre-split into test-, validation
and testsets where the relations overlap. We instead want sets in such a way that relations
are separated. In order to achieve tha we need to split the original datasets ourselves. We
concatenate all triples and select a percentage specific to the dataset as test instances (defined
in table 5.1). For those instances, we select the entities that were bound by that relationship
and keep them as the tests. Finally we apply negative sampling (chapter 5.1.2) to generate
negative examples.

To generate the modularized background knowledge, we generate rules using AnyBURL on
the split training set. Then we construct a callgraph from these rules using a predefined
topology and generate partitions using a clustering algorithm, both based on the experiment
at hand.

Playgol For Playgol the process is less involved. We already have a sufficient testset as part
of the original dataset. but we still filter based on whether the tests were solved in the original
paper as described in chapter 5.2.1. We also have a set of programs. On these programs we
apply the prior defined pruning (chapter 5.1.1). Then we construct a callgraph with a given
topology and generate partitions using the predefined clustering algorithm just like with the
knowledge graphs.

5.2.2. Selection

After this, we apply the selection function. This returns a subset of the partitions that we want
to search through along with a remaining time for the final search. If this is less than or equal
to zero (e.g. it took exactly all or more than the specified time for selection) we will count this
as a failed test instance. In case we use the linear time evaluation selection function we also
find the duration of running and reasons for stopping the evaluation (timing out or finding a
program covering one or more examples).
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5.2.3. Search

With the union of the selected partitions as the background knowledge, we run a search using
Popper for the specified amount of time. Popper returns the best program found during its
runtime, along with the amount of true positives, false positives, true negatives and false
negatives of the examples. Obviously it can also fail to find a program, in which case treat it
as an empty program, covering no examples.

5.2.4. Evaluation

The evaluation will we done based on the recall of the program. The recall is defined as

TP
TP + FN

where TP is the number of true positive and FN is the number of false negative and it specifies
how many of the initial positive examples were ’recalled’ by the algorithm. We only report the
gain in recall, because Popper always makes sure that the precision is 1, i.e. it never returns
solutions with false positives.

In order to account for stochasticity, we take the test set of the corresponding datasets and
run the entire procedure with a random seed five times. From these five times, we select the
program with the maximum recall. An example can be seen in figure 5.3.

We then compare this single value to a baseline using a standard search with the complete
background knowledge for the entire timeout, where we also select the maximum recall over
five repetitions. We get the difference between the two values by subtracting the maximum
baseline from the maximum of our experiment and use these values as the basis for our further
calculations described in the experiments.
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Figure 5.3.: Selection for a single test index.

5.3. Experiments

In this chapter we will discuss the experiments that we have performed in order to ask our
research question. We have performed three experiments in total: parameter discovery on
UMLS, a gridsearch on FB15k-237, Playgol-string and Playgol-lego and finally a larger evalua-
tion on more points to get an indication of generalization.

5.3.1. Parameter discovery

The first experiment is solely on UMLS and has two goals: we want to discover useful values
for the sizes of the graph clustering algorithms and we want to know how the partition-search
procedure performs on UMLS.

Experiment setup Since the parts of the partition-search procedure can not be evaluated
independently, the variables will be evaluated in a grid search. Initially we have run only
the community detection algorithms, (Louvain, Label propagation and Greedy modularity
communities). We will use the data about performance to inform the choice on how large the
graph clustering partitions should be.
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Results The results for the clique topology of the run can be seen in figure 5.4. The others
can be seen in appendix A, but they are not significantly different to the clique topology. As
can be seen, the results are either equal to or worse than baseline. The sole exception here
is the label propagation algorithm, which is never worse. This is, however, to be expected,
since the resulting clusters for all topologies with label propagation are a single cluster with
all nodes. While this is not the intended result of a graph clustering algorithm, it apparently
does perform the best, so it could be construed as being correct.

Figure 5.4.: Results of the evaluation for UMLS with community detection algorithms. Higher
is better. Results show a lack of recall gain and major decreases on several test instances.

The fact that the others primarily perform worse than baseline is also not expected. In general,
there are two reasons why the search process would result in a worse background knowl-
edge: a partition that contains a function used for the baseline solution either timed out while
searching for a signal or it failed to find a signal in its search space. In the first case the search
for the partition would not have enough time to generate a signal. In the second the partition

30



5. Results

misses functions that it needs in order to generate the signal using the available functions in
that particular partition: it is a failure of structure.

By analyzing the selections that do not produce the best programs, we can find partitions that
contain functions of the better program, but were not selected. We can also find the reason
why it was not selected. After grouping them by partition length, we find the distribution in
figure 5.5. When the partition is larger than 8 functions, generally the function will time out,
with the exception of length 12, which unexpectedly break this pattern. This is unfortunate,
because it limits the differences between possible structures that we can evaluate.

Figure 5.5.: Reasons for not finding crucial partitions during selection for UMLS. Results
show timeouts as a majority for partition lengths as short as 9 functions.

Based of these results, we chose to limit the size of graph clustering approaches to two vari-
ations with a maximum of 5 and 10 functions respectively. METIS also has been limited to
clusters of size 5. The results for this run can be seen in figure 5.6. They perform relatively
worse to the community detection algorithms for all topologies in terms of recall gain, but
some test instances actually show a tiny improvement. Furthermore, since the partitions are
smaller, the amount of timeouts is lower overall. In order to be able to compare to these re-
sults, we use the same configuration for graph clustering for the remaining datasets, as has
been stated in chapter 4.

In conclusion, for UMLS the data suggests that the problem itself is not a good fit for using
community detection and/or graph clustering as a heuristic for partition-search within the
current configuration of the problem (e.g. a timeout of 30 minutes and the linear timeout in
the selection process).
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Figure 5.6.: Results of the evaluation on UMLS for graph clustering algorithms. Higher is
better. Results show a lack of recall gain and major decreases on several test instances.

5.3.2. Grid search

The next experiment aims to investigate how the partition-search procedure performs on our
larger datasets.

Experiment setup In this experiment we run our general setup described in chapter 5.2.4 on
the rest of the datasets (FB15k-237, Playgol-lego and Playgol-string). We also use the same
sizes for the graph clustering algorithms found in the first experiments.

In order to aggregate the results, we report the results averaged in table 5.2. Since we are only
interested in the gain and not necessarily any drops in performance, we drop any datapoint
where the difference between the experiment and the baseline (calculated from the maximum
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per repetition as described in chapter 5.2.4) is positive. We take the mean of the test instances
that we did not drop for each approach. We also note the amount of test instances that the
partition-search procedure impacts positively. The combination of these values can be used to
gauge improvements.

Using a combination of values also makes interpreting the results tricky, since it is not clear
what ’improve’ means in this context. One approach can increases the recall for a single test
instance, while another can increase it over multiple test instances for a lower amount.

FB15-237

Running the grid search on FB15-237, we obtain the results in table 5.2. To get an impression
of the performance per test instance, we also show the clique topology in figure 5.7. The other
figures showing the results per test instance can be found in appendix A. The partition-search
procedure here actually has an higher performance in recall for a significant number of test
instances. Besides that, only a few instances have a drop in recall. This is in stark contrast to
the previous dataset, where there was not a test instance with any significant increase.

If we use either the mean recall gain and amount of improved test instances as objective
values, the best performing approach is the Louvain algorithm with a clique topology. This
is encouraging for the viewpoint that modularity makes for a useful heuristic when applying
the partition-search procedure. METIS and both versions of Paris also seem to be severely
under performing. The reason for this is not readily apparent, but one hypothesis is that the
partition sizes are not optimal for this specific context since both are bound to relatively small
clusters.

Luckily, even without the larger evaluation we can already draw a few conclusions. With the
results of the gridsearch we prove that it is possible to improve the performance of search-
based program synthesis using the partition-search procedure. These results also show it can
differ per type of problem, as it improves the FB15-237 rule learning problem, but not for
UMLS. Finally, we show that, at least on a small scale, the partitioning algorithm makes a
measurable difference on the improved performance.

For the larger run we select (Clique, Louvain), (Clique, Greedy Modularity Maximization)
and (Usage, Greedy Modularity Maximization) as the stronger three and (Co-occurrence,
METIS), (Co-occurrence, Paris (max 5)) and (Usage, Louvain (iterative) (max 5)) for the
weaker approaches. The selection criteria are based on the extremes of the recall gain, spread-
ing out over the three topologies in order be able to see changes in the hierarchy better.
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Figure 5.7.: Results of the gridsearch on FB15k-237 grouped by algorithm; each bar is a test
relation and the color consistently matches a specific test instance over each group. Higher
is better. Results show a high potential in recall gains which is not consistent over all test

instances.
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Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 10

Clique + Greedy Modularity Maximization 0.191 (+= 0.27) 8
+ Louvain 0.195 (+= 0.25) 8

Louvain (resolution = 1.5) 0.114 (+= 0.25) 6
Label propagation 0.124 (+= 0.27) 7
Louvain (Iterative) (max 5) 0.144 (+= 0.21) 6
Louvain (Iterative) (max 10) 0.180 (+= 0.28) 7
METIS 0.016 (+= 0.02) 5
Paris (max 5) 0.013 (+= 0.02) 4
Paris (max 10) 0.081 (+= 0.16) 7

Usage + Greedy Modularity Maximization 0.182 (+= 0.30) 7
Louvain 0.180 (+= 0.28) 7
Louvain (resolution = 1.5) 0.154 (+= 0.25) 7
Label propagation 0.047 (+= 0.10) 6

− Louvain (Iterative) (max 5) 0.009 (+= 0.01) 6
Louvain (Iterative) (max 10) 0.145 (+= 0.22) 7
METIS 0.081 (+= 0.18) 6
Paris (max 5) 0.013 (+= 0.02) 4
Paris (max 10) 0.164 (+= 0.27) 7

Co-occurrence Greedy Modularity Maximization 0.140 (+= 0.25) 8
Louvain 0.156 (+= 0.23) 8
Louvain (resolution = 1.5) 0.178 (+= 0.29) 7
Label propagation 0.062 (+= 0.08) 8
Louvain (Iterative) (max 5) 0.154 (+= 0.22) 6
Louvain (Iterative) (max 10) 0.171 (+= 0.28) 7

− METIS 0.080 (+= 0.16) 5
− Paris (max 5) 0.010 (+= 0.01) 6

Paris (max 10) 0.124 (+= 0.21) 8

Table 5.2.: Results of the gridsearch on FB15-237 for values where the difference in recall in
relation to the maximum of the baselines for that test instance is positive. Values are

calculated over the set of maximum values over 5 repetitions. Bold means best value for
topology in column. + means selected as top 3, − means selected as bottom 3.
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Playgol: lego

The first problem type of the Playgol dataset we evaluate is the lego structure building task,
where the functions define movement and placing blocks.

For both Playgol datasets we have chosen to not include the base functions during the selection
process search. Initial tests show that many more partitions are selected as useful, since the
base functions are useful very often. After all, the other functions are build from them. We
only include the base functions in the final combined search.

The results of the gridsearch can be found in table 5.3. Like in table 5.2, we limit the values
to test instances where there is a recall gain. Since that only happens for a small subset of the
clustering algorithms, we only report those. The results for this dataset is quite different from
the results in the knowledge graphs. This can most likely be attributed to the fact that the data
generating process is well defined (as they were generated by software) causing a program to
be either correct or false without any in-between. This is opposed to the relatively messy real
life connections in the knowledge graphs.

Label propagation with a clique topology stands out as solving the most test instances. This
is interesting, since it does not directly maximize modularity and with that deviates from the
FB15-237k results, hinting towards the idea that modularity based approaches do not always
provide the best results.

Finally a key point to mention is that the baseline actually did not find a program that covers
a single example across all test instances. The relative gains are also absolute gains in table
5.3.

Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 10

Clique + Greedy Modularity Maximization 1.000 (+= 0.00) 2
+ Label propagation 1.000 (+= 0.00) 3

METIS 1.000 (+= 0.00) 1

Usage − Greedy Modularity Maximization 1.000 (+= 0.00) 1
+ Louvain 1.000 (+= 0.00) 2

Louvain (resolution = 1.5) 1.000 (+= 0.00) 1
Label propagation 1.000 (+= 0.00) 1

− Louvain (Iterative) (max 5) 1.000 (+= 0.00) 1
Louvain (Iterative) (max 10) 1.000 (+= 0.00) 1

Co-occurrence − Louvain 1.000 (+= 0.00) 1
METIS 1.000 (+= 0.00) 1

Table 5.3.: Results of the gridsearch on Playgol-lego after pruning for values where the
difference in recall in relation to the maximum of the baselines for that test instance is
positive. Values are calculated over the set of maximum values over 5 repetitions. Bold

means best value for topology in column. + means selected as top 3, − means selected as
bottom 3.

With all these approaches performing similarly in terms of mean recall gain, we’ll select the
top three based on the average number of improved test instances: (Clique, Greedy modu-
larity maximization), (Clique, Label propagation) and (Usage, Louvain). The set of weaker
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approaches is more arbitrary in this context, but we’ll use (Usage, Greedy modularity max-
imization), (Usage, Louvain iterative (max 5)) and (Co-occurrence, Louvain). We have also
marked these in the table with + for the top three and − for the bottom three.
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Playgol: string manipulation

Finally we have the results of the string manipulation problem type. Like with the previous
dataset, we see sizable increases in performance. The Co-occurrence topology is performing
considerably worse to the other two topologies. In hindsight this is not entirely unexpected,
since the definition of a predicate only happens once for Playgol and so the head needs to be
used in order to be well integrated in the callgraph. This does not always happen and functions
that are defined later have little to no chance to be used. This is different for the knowledge
graphs, because AnyBURL finds many different rules explaining the same functions. The same
is true for the lego problem type, but there it is not as apparent. Another point of note is that
the maximum increase of all these approaches, Iterative Louvain with size 10, actually solves
all test instances perfectly.

The top three we pick from these datasets are (Usage, Louvain Iterative (max 10)), (Clique,
Louvain iterative (max 10)) and (Usage, Louvain)). For the the bottom three we ignore the Co-
occurrence topology, because of the problems discussed prior are not based on the test instances,
but a fundamental issue with the data generation process. From the remaining approaches we
choose (Clique, METIS), (Clique, Greedy modularity maximization) and (Usage, Paris (max
5)).
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Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 10

Clique − Greedy Modularity Maximization 0.400 (+= 0.52) 3
Louvain 0.400 (+= 0.52) 3
Louvain (resolution = 1.5) 0.400 (+= 0.52) 3
Label propagation 0.400 (+= 0.52) 3

+ Louvain (Iterative) (max 5) 0.800 (+= 0.17) 3
Louvain (Iterative) (max 10) 0.800 (+= 0.17) 3

− METIS 0.325 (+= 0.45) 4
Paris (max 5) 0.400 (+= 0.52) 3
Paris (max 10) 0.400 (+= 0.52) 3

Usage Greedy Modularity Maximization 0.550 (+= 0.52) 4
+ Louvain 0.550 (+= 0.52) 4

Louvain (resolution = 1.5) 0.550 (+= 0.52) 4
Label propagation 0.400 (+= 0.52) 3
Louvain (Iterative) (max 5) 0.400 (+= 0.52) 3

+ Louvain (Iterative) (max 10) 0.850 (+= 0.17) 4
METIS 0.550 (+= 0.64) 2

− Paris (max 5) 0.400 (+= 0.52) 3
Paris (max 10) 0.550 (+= 0.52) 4

Co-occurrence Greedy Modularity Maximization 0.100 (+= 0.00) 2
Louvain 0.100 (+= 0.00) 2
Louvain (resolution = 1.5) 0.100 (+= 0.00) 2
Label propagation 0.100 (+= 0.00) 2
Louvain (Iterative) (max 5) 0.100 (+= 0.00) 2
Louvain (Iterative) (max 10) 0.100 (+= 0.00) 2
METIS 0.100 (+= 0.00) 2
Paris (max 5) 0.100 (+= 0.00) 2
Paris (max 10) 0.100 (+= 0.00) 2

Table 5.4.: Results of the gridsearch on Playgol-string-manipulation after pruning for values
where the difference in recall in relation to the maximum of the baselines for that test

instance is positive. Values are calculated over the set of maximum values over 5
repetitions. Bold means best value for topology in column. + means selected as top 3, −

means selected as bottom 3.

Timeouts and scheduling

One method to explain the differences in results between the datasets in the gridsearch, is by
using the same type of plots as in figure 5.5. For UMLS we showed that, of the missed useful
partitions, larger partitions more often lead to timeout. It was also based on this that we chose
to limit graph clustering techniques to 5 and 10 functions per group. In retrospect, with new
data and visualisations, this was not the best choice for all datasets. Note that these graphs
have been generated using the data of the grid search and not the final evaluation runs.

To motivate this statement, we produce figures 5.8, 5.9, 5.10 and 5.11. These show the distri-
bution of the reasons of ending a partition specific search over the lengths of the partitions.
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Comparing figure 5.8 to the others shows that, in comparison to UMLS, the other datasets show
a weaker timeout/no-solution ratio for larger partitions. Furthermore, the distribution over all
partitions for UMLS (figure 5.8) shows that larger partitions can be evaluated efficiently, but
the missed partitions have a larger tendency to time out.

The two Playgol datasets show both extremes: for string manipulation all sizes of partitions
do not time out on average, while for lego every size tends to time out. These are fundamental
differences in the problem type and this influences the effectiveness of the partition-search
procedure. In reality, the Playgol-string-manipulation dataset could most likely have handled
graph clustering approaches with a larger maximum size.

We propose two potential solutions that are not majorly different compared to the current
methodology. First of all, the scheduling consists of evaluating the biggest clusters first. Since
the distributions for FB15 and string manipulation show that the smaller clusters predomi-
nantly return a no solution result, they often use less time than their designated timeout. In
this case, evaluating the smallest partitions first could perhaps be beneficial to the time spent
on larger partitions, since the remaining time can be split linearly amount less remaining func-
tions.

The other method is by increasing the time spent on the selection process, either by increasing
the percentage of the total time spent on the selection or the timeout altogether. This could
be the case, since in a sense the timeouts reflect that there is too little time to properly search
through the partitions.

These results show that he scheduling of timeouts for the selection process is a crucial com-
ponent to optimize and it is not clear what the best approach is or if there is a universal best
approach for all datasets. Furthermore, the graph clustering approaches could potentially
perform better with bigger maximum sizes for other problems.

Conclusion

In conclusion, we have found that there are differences between the various approaches and
we have chosen subsets to further evaluate on bigger datasets for generalization. We have also
seen that there are clear differences in how the search performs on different datasets, which
causes differences in the effect of the partition-search procedure.
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Figure 5.8.: Distribution of time run in seconds; color means reason of ending and marker
indicates if it was a missed crucial partition or not for UMLS. Results show that unfair

scheduling is not the cause of the timeouts under crucial partitions, but that larger
partitions simply time out more often.

(a) Distribution of time run in seconds; color means reason of
ending and marker indicates if it was a missed crucial

partition or not.
(b) Distribution of reasons of missing crucial partitions per

partition length

Figure 5.9.: Figures showing reasons of ending the search for a given partition over lengths
for the Playgol: string manipulation dataset. Results show failures in structure as the

majority reason of not selecting a crucial partition.
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(a) Distribution of time run in seconds; color means reason of
ending and marker indicates if it was a missed crucial

partition or not.
(b) Distribution of reasons of missing crucial partitions per

partition length

Figure 5.10.: Figures showing reasons of ending the search for a given partition over lengths
for the Playgol: lego dataset. Results show timeouts as the majority reason of not selecting

a crucial partition and a mix in probability of missing crucial elements over all lengths.

(a) Distribution of time run in seconds; color means reason of
ending and marker indicates if it was a missed crucial

partition or not.
(b) Distribution of reasons of missing crucial partitions per

partition length

Figure 5.11.: Figures showing reasons of ending the search for a given partition over lengths
for the FB15k-237 dataset. Results show a varying ratio between timeouts and failures in

structure and a mix in probability of missing crucial elements over all lengths.
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5.3.3. Generalization

Our next experiment is meant to determine whether the results of the previous experiment are
stable when more data is added and whether the graph clustering algorithms actually import
any information in the structure of the partitionings.

Experiment setup Just like the previous experiments, we re-use our general setup described
in chapter 5.2.4. Because of the long runtime, we can not run more datasets on all combinations
when increasing the sample size. Instead, we focus on the top 3 and bottom 3 combinations
we identified in the previous experiment. We also add two random partitionings. The first is
generated by shuffling the list of all functions in the background knowledge and iteratively
sampling a number between 1 and 20 or the length of the remaining functions if there are less
than 20, taking that number of functions as a separate partition and continuing until there are
no functions left. The second one is generated by first shuffling the background knowledge
and splitting it up by consecutive chunks of size 5, mimicking the behaviour of METIS but
randomized.

In order to obtain more data, we use the independently generated set of from FB15k-237 with
15% of relations selected and use a different variations for Playgol, variation 9 for Playgol-
string and variation 3 for Playgol-lego, chosen because they maximize the amount of solved
test instances.

Finally, the question is whether the partitions actually encode any information or if the act of
using partitioning and selection itself is what provides performance gains. We included the
random partitions especially for that reason. In order to make this more concrete, we would
normally employ the use of a statistical test. Depending on the characteristics of the resulting
data, we will use an applicable test.

Interpreting the results The results of the experiment can be found in tables 5.5, 5.6 and 5.7
for Playgol-string, Playgol-lego and FB15k-237 respectively. From these results we gather three
conclusions.

First of all, for FB15K-237 the hierarchy between the top and bottom 3 for each seems to stay
relatively intact. This means that the smaller test set was a relatively good representation of
the bigger distribution of problems. Obviously we have no results for the other approaches,
so we cannot draw any conclusions as of their performance, but there is not enough evidence
that the original performance was not indicative of the performance with more data.

Second, for Playgol the difference seems to have shrunk: for example, the iterative Louvain
method in the Playgol-lego dataset now performs as well as the top 3. Another good example
is the (Clique, Iterative Louvain (max 10)) approach for Playgol-string. This was the only ap-
proach that solved all instances perfectly before and now it performs worse than an approach
in the bottom 3. From these results we conclude that they would imply that the performance
on the original set of test instances was not representative of the performance with more test
instances added. The conclusion that the partition-search procedure can improve performance
stands, but which approach performs better is likely to change with more data.

Finally we conclude that the recall gains for Playgol-lego are not attributable to the information
provided by our clustering algorithms. The random partitioning performs better than all
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others, showing that even a clustering without heuristics is more useful than those build with
heuristics.

Group Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 19

Top 3 Clique Louvain (Iterative) (max 10) 0.517 (+= 0.31) 6
Usage Louvain 0.650 (+= 0.32) 6
Usage Louvain (Iterative) (max 10) 0.550 (+= 0.34) 6

Other Random 0.500 (+= 0.33) 4
Random (GC) 0.460 (+= 0.30) 5

Bottom 3 Clique METIS 0.500 (+= 0.33) 4
Clique Greedy Modularity Maximization 0.443 (+= 0.37) 7
Usage Paris (max 5) 0.600 (+= 0.30) 6

Table 5.5.: Results of the evaluation run on Playgol-string-manipulation after pruning for
values where the difference in recall in relation to the maximum of the baselines for that
test instance is positive. Differences are calculated over the set of maximum recall over 5

repetitions.

Group Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 20

Top 3 Clique Greedy Modularity Maximization 1.000 (+= 0.00) 4
Clique Label propagation 1.000 (+= 0.00) 4
Usage Louvain 1.000 (+= 0.00) 3

Other Random 1.000 (+= 0.00) 5
Random (GC) 1.000 (+= 0.00) 2

Bottom 3 Usage Greedy Modularity Maximization 1.000 (+= 0.00) 4
Usage Louvain (Iterative) (max 5) 1.000 (+= 0.00) 2
Co-occurrence Louvain 1.000 (+= 0.00) 1

Table 5.6.: Results of the evaluation run on Playgol-lego after pruning for values where the
difference in recall in relation to the maximum of the baselines for that test instance is

positive. Values are calculated over the set of maximum values over 5 repetitions.

Significance Finally, like described in the setup for this experiment, we would have ideally
provided a statistical test for significance. However, the characteristics of the results makes
this difficult. First of all, the data is non-normal, which rules out any tests based on normality.
Furthermore, many of the non-parametric tests then require independent samples, such as
the Mann Whitney U Test (Mann & Whitney, 1947). If we want to compare between two
algorithms that will entail comparing across the same test instances, making the two samples
dependent. Paired tests solve this solution, but most of those have additional requirements the
data does not meet. For example, the commonly used paired non-parametric Wilcoxon Signed
Rank Test (Conover, 1999) assumes a symmetric distribution of the distances x− y of the two
samples under the null hypothesis. This means that if the differences are not symmetrically
distributed it can cause the test to give significant results for differences other than a difference
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Group Topology Clustering algorithm Mean of # of test instances
best improvement improved out of 33

Top 3 Clique Louvain 0.203 (+= 0.25) 27
Clique Greedy Modularity Maximization 0.176 (+= 0.26) 29
Usage Greedy Modularity Maximization 0.175 (+= 0.25) 29

Other Random 0.168 (+= 0.21) 22
Random (GC) 0.183 (+= 0.23) 17

Bottom 3 Usage Louvain (Iterative) (max 5) 0.176 (+= 0.19) 22
Usage Paris (max 5) 0.164 (+= 0.17) 23
Co-occurrence METIS 0.111 (+= 0.16) 21

Table 5.7.: Results of the evaluation run on FB15k-237 after pruning for values where the
difference in recall in relation to the maximum of the baselines for that test instance is

positive. Values are calculated over the set of maximum values over 5 repetitions.

in medians.

Finally there is the sign test (Sprent, 2011), which is a less powerful test than the ones men-
tioned before. Its null hypothesis is that the differences between two samples has a median of
0 and the alternative hypothesis is that the median is different (not greater) than 0. This test
uses a binomial distribution and ranks the significance based on the signs of the differences
between the points only, while the Signed Rank Test also uses the magnitude. This test is very
general and has very little assumptions.

1. The dependent variable (i.e. the recall) should be at least ordinal. The call is a real
number, so this holds.

2. The independent variable (i.e. the test instance) should be categorical and matched be-
tween the pairs. This holds too.

3. The paired observations need to be independent, meaning they cannot influence each
other. This holds as well.

4. and finally the differences between the two scores must be continuous. This is true,
because the recalls are both real numbers and so the difference is as well.

Assuming this holds, we ran a two-sided test on the complete dataset without filtering for
positive recall changes for the top and bottom 3 against both random partitioning results. For
Playgol (both lego and string manipulation) no statistically significant changes were found. For
FB15k-237 the top 3 results have significant (P-value smaller than 0.05) differences over both
of the random approaches. The Paris approach with size 5 and the iterative louvain approach
with size 5 has a significant difference against random graph clustering, not against the other
random partitioning. All P-values can be found in table 5.8.

These are not necessarily improvements (because that was not the alternative hypothesis) and
in order to show the differences, we show the graphs in figure 5.12. Based on these results,
the differences in distribution that the tests respond to are most likely improvements over the
random partitionings. For the two bottom 3 approaches with P-values smaller than 0.05, the
results are less clear. Both approaches show improvements over the random graph clustering
variant, which is most likely the reason for the low p-value.
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Group Topology Clustering algorithm P-value Random variant

Top 3 Clique Louvain 0.007000 Random
Louvain 0.000535 Random (GC)
Greedy Modularity Maximization 0.035082 Random
Greedy Modularity Maximization 0.000324 Random (GC)

Usage Greedy Modularity Maximization 0.004551 Random
Greedy Modularity Maximization 0.000535 Random (GC)

Bottom 3 Co-occurrence METIS 0.458258 Random
METIS 1.000000 Random (GC)

Usage Paris (max 5) 0.442068 Random
Paris (max 5) 0.001544 Random (GC)
Louvain (Iterative) (max 5) 0.701108 Random
Louvain (Iterative) (max 5) 0.004077 Random (GC)

Table 5.8.: Results of the sign test on the data of the evaluation of FB15. Bold means the
P-value is smaller than 0.05

From these tests we conclude that the top 3 approaches of FB15 most likely include more
information than the random partitionings. In other words: these partitionings most likely
capture a form of useful information for inductive logic programming.

46



5. Results

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 5.12.: Graphs showing the results of the evaluation run of FB15. A to C show top 3. D
to F show bottom 3. G and F show random and random graph clustering respectively.

Results show that the top 3 visually perform better than the bottom 3 or random
partitionings.
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5.4. Conclusion and answers to research questions

At this point we can start answering our research questions using the results in this chapter.

In what ways can we vary the construction of a static callgraph from Prolog programs to
use graph clustering algorithms on and does it effect performance of the partition-search
procedure?

We can answer this question using the results of our grid search: clearly the topology of the
graphs matters in terms of performance increase of the resulting programs. This is especially
clear for the Playgol datasets, where the Co-occurrence topology causes a breakdown in perfor-
mance.

However, this is the only clear example of the effect of the topology. There is obviously is an
effect, because a graph clustering algorithm can have a change in recall gain when only vary-
ing the topology. Unfortunately, it is not consistent which topology functions better across
graph clustering algorithms. Furthermore, with a sample size of 10 significance tests are not
useful, especially with non-normal data. While we show that the combination of graph cluster-
ing algorithm and the topology has an effect, we cannot conclude there is a best performing
topology.

Does varying the graph clustering algorithm in the partition-search procedure cause a
difference in performance of the final programs?

Just like with the topologies, there are clear differences in the effectiveness of the partitions
returned by the varying algorithms. However the same caveat as with the topologies holds
for the graph clustering algorithms in that the combination of the topology and algorithms is
more important than the algorithm alone. The difference in performance between algorithms
is not consistent over topologies for any of the datasets. We find that there exists an effect, but
we cannot attribute it directly to the algorithm.

Topology and algorithms combined While we cannot deal with the previous two variables on
their own, we can reason about them as a combination. The current partition-search procedure
has the potential to perform significantly better with engineered partitions from graph cluster-
ing algorithms (which includes community detection algorithms) in comparison to a random
partitioning. This is based on the significance tests during the generalization run, where we
show a significant difference between particular algorithm- and topology combinations com-
pared to random partitionings, but not for all.

This indicates that there is an optimal partitioning at least for a given set of test instances. Note
that even if the random partitioning is better than community detection or graph clustering
algorithms, it is a positive result, since it realistically means better performance on a subset of
the test set for ’free’.
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Does the effect of using a partition-search procedure differ between types of problems?

Finally, the effectiveness of the partition-search procedure heavily differs between problem
type and even domain within a given problem type. For UMLS the current setup does pri-
marily yield decreases in performance, but for FB15k-237 there are major increases. Both are
knowledge graphs and for both the rules are generated by the same tool. The only difference
is the structure of the knowledge graph itself and yet the usefulness of the proposed method
differs severely. Similar differences exist between Playgol and the knowledge graphs. These
results answer the subquestion directly.

The main research question

And with these answers, we can answer our main research question, ’Can inductive pro-
gram synthesis approaches exploit partitions found through applying graph clustering on
callgraphs from existing programs by applying a partition-search procedure in order to im-
prove the synthesis of programs within a given time limit?’. The answer is that the resulting
programs from the partition-search procedure have the potential to be an significantly im-
provement over basic inductive logic programming using a state of the art inductive logic
programming approach, even using a naive selection function and a random partitioning. Us-
ing partitions build using heuristics like modularity can push the performance even further.
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In this thesis we have proposed and evaluated a new task, meant for improving search-based
inductive logic programming. By splitting the background knowledge into partitions with
related functions, we can select and provide only relevant segments of the background knowl-
edge, increasing the time the solver can spend on finding programs with useful functions. We
have applied graph-based partitioning algorithms as an example approach as an initial direc-
tion and have shown that even basic community detection and graph clustering algorithms
can find partitions that improve resulting programs for some test instances. Furthermore, this
work does not rely on specific functionality for its internal solver. Because of this, our work
allows for more efficient use of larger grammars in existing inductive logic programming ap-
proaches.

6.1. Contributions

This work introduced a new task in the field of inductive program synthesis: partitioning and
selecting parts from the background knowledge that are relevant to the problem instance at
hand prior to synthesis. We have proposed an initial direction by implementing a partitioning
function based on graph clustering algorithms and a linear time evaluation selection function.
Using these, we have shown that it can lead to better performing programs, even with a naive
implementation of the selection process. Based on the results, we can conclude that there could
be partitioning functions that are better for a specific selection function than random partition-
ings. Most importantly, we show that reframing an inductive logic programming problem into
a Time-gated Partition-selection Inductive Logic Programming problem is a useful tool in the
toolkit of an inductive logic programming practitioner.

6.2. Limitations

The limitations of this work are majorly based on the fact that there is very little data available
in terms of potential domains to test. The effects vary dramatically between the domains and
as such more domains could have given us more interesting results. The datasets that we have
utilized have sample sizes of N smaller than 35, because of time constraints and the current
selection function is also not completely tuned for the problem sizes that we evaluated, judging
from the fact that we have a lot of timeouts when evaluating. The results could therefore have
been better if the problems were smaller in terms of total amount of functions.

Secondly, the graph partitioning algorithms could potentially perform better for FB15k-237
and Playgol if the maximum size is increased. We have shown that there is a difference in
behaviour related to timeouts and since we tuned the sizes on UMLS, this could have impacted
their recall gains.
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Furthermore, while the results show improvement for three out of four domains, it remains
a difficult problem to estimate what partitions are useful prior to evaluating them. While we
can conclude that the majority of our domains work decently well with modularity based
graph clustering algorithms, this does not need to be the case for all domains and it is also not
completely consistent. Playgol-lego for example works best with label propagation (which does
not use modularity) and even random partitionings work well on that specific domain. The
majority of the algorithms evaluated in this research also use modularity, so the fact that most
of the algorithms that work well use modularity is also to be expected. Determining the best
clustering algorithm for a given selection functions is therefore still trial-and-error.

Finally, we have not evaluated any other selection function to compare to linear time evalua-
tion. The results could vary wildly based on the choice of the selection function alone. We will
discuss specific research avenues related to this problem in the next section.

6.3. Future work

Several directions of future work have been highlighted in this thesis. The current implementa-
tion of the partition-search procedure can most certainly be improved: especially the selection
function has a lot of potential to be researched further. Possible methods are the integration of
problem type specific information and/or using embeddings of the problem instances as in-
put for selection. This can already be achieved using the current datasets. Selecting partitions
for the knowledge graphs could for example leverage the connections between entities and
functions in order to extract partitions that are likely useful to a given problem instance. Even
without adding more information, our results show that scheduling the time spent selecting
partitions could be spent more effectively, since the majority of combinations of topologies,
algorithms and datasets only use a small portion of the time set out for the selection process,
yet they still have timeouts.

Furthermore, as stated previously, the current lack of datasets containing the resulting pro-
grams makes evaluation over various problem types difficult. Creating new datasets with a
larger background knowledge and evaluating methods on a larger scale could potentially yield
interesting results. Extending this work outside of the field of inductive logic programming
by using a grammar that is not a logic programming language is also a potential avenue of fu-
ture improvement. This would require solving problems similar to the problem with the base
functions that we encountered, since if functions are in multiple partitions, that function can
cause more than one partition to be included. If a given language consists of more than just
functions, this could have the same effect. Following this thread we also have the hierarchical
clustering of execution paths, which is used multiple times in the field of program compre-
hension, but that we have ignored because of this issue. Finding a solution for this problem
would be an useful direction of research.
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A. Extra figures

(a) (b) (c)

Figure A.1.: All graphs from the grid search of UMLS

(a) (b) (c)

Figure A.2.: All graphs from the grid search of FB15
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(a) (b) (c)

Figure A.3.: All graphs from the grid search of Playgol-string

(a) (b) (c)

Figure A.4.: All graphs from the grid search of Playgol-lego
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