
 
 

Delft University of Technology

The Security Evaluation of an Efficient Lightweight AES Accelerator †

Aljuffri, A.A.M.; Huang, R.; Muntenaar, L.V.M.; Gaydadjiev, G.; Ma, Kezheng ; Hamdioui, S.; Taouil, M.

DOI
10.3390/cryptography8020024
Publication date
2024
Document Version
Final published version
Published in
Cryptography

Citation (APA)
Aljuffri, A. A. M., Huang, R., Muntenaar, L. V. M., Gaydadjiev, G., Ma, K., Hamdioui, S., & Taouil, M. (2024).
The Security Evaluation of an Efficient Lightweight AES Accelerator †. Cryptography, 8(2), Article 24.
https://doi.org/10.3390/cryptography8020024

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.3390/cryptography8020024
https://doi.org/10.3390/cryptography8020024


Citation: Aljuffri, A.; Huang, R.;

Muntenaar, L.; Gaydadjiev, G.; Ma, K.;

Hamdioui, S.; Taouil, M. The Security

Evaluation of an Efficient Lightweight

AES Accelerator. Cryptography 2024, 8,

24. https://doi.org/10.3390/

cryptography8020024

Academic Editor: Jim Plusquellic

Received: 26 February 2024

Revised: 1 April 2024

Accepted: 13 May 2024

Published: 4 June 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

cryptography

Article

The Security Evaluation of an Efficient Lightweight
AES Accelerator †

Abdullah Aljuffri 1,2,*,‡ , Ruoyu Huang 1,‡, Laura Muntenaar 1, Georgi Gaydadjiev 1, Kezheng Ma 3,
Said Hamdioui 1 and Mottaqiallah Taouil 1

1 Faculty of Electrical Engineering, Mathematics and Computer Science, Delft University of Technology,
2628 CD Delft, The Netherlands; r.huang-4@student.tudelft.nl (R.H.); lauramuntenaar@gmail.com (L.M.);
g.n.gaydadjiev@tudelft.nl (G.G.); s.hamdioui@tudelft.nl (S.H.); m.taouil@tudelft.nl (M.T.)

2 King Abdulziz City of Science and Technology, Riyadh 12354, Saudi Arabia
3 Silicon Integrated, 5656 AE Eindhoven, The Netherlands; kezheng.ma@si-in.com
* Correspondence: a.a.m.aljuffri@tudelft.nl or aaljuffri@kacst.edu.sa; Tel.: +31-61-893-8166
† This paper is an extended version of our paper published in the 22nd IEEE International Conference on Trust,

Security and Privacy in Computing and Communications (TrustCom) in Exeter, UK, 1–3 November 2023.
‡ These authors contributed equally to this work.

Abstract: The Advanced Encryption Standard (AES) is widely recognized as a robust cryptographic
algorithm utilized to protect data integrity and confidentiality. When it comes to lightweight imple-
mentations of the algorithm, the literature mainly emphasizes area and power optimization, often
overlooking considerations related to performance and security. This paper evaluates two of our
previously proposed lightweight AES implementations using both profiled and non-profiled attacks.
One is an unprotected implementation, and the other one is a protected version using Domain-
Oriented Masking (DOM). The findings of this study indicate that the inclusion of DOM in the design
enhances its resistance to attacks at the cost of doubling the area.

Keywords: Advanced Encryption Standard; lightweight accelerator; IoT; side-channel attacks;
domain-oriented masking

1. Introduction

According to a recent report published by Cybersecurity Ventures [1], it is projected
that the annual global cost of cybercrime will reach USD 10.5 trillion by the year 2025. This
substantial amount signifies a notable escalation from the projected expense of USD 6 tril-
lion in the year 2021. According to the report, there was an increase in the average cost of
a data breach from USD 3.86 million in 2020 to USD 4.24 million in 2021. The prevalence
of cyberattacks on IoT devices is steadily rising. In the year 2022, the global count of IoT
cyberattacks exceeded 112 million [2], indicating a substantial 87% increase compared to
the preceding year. It is anticipated that this pattern will persist in the forthcoming years
as an increasing number of Internet of Things (IoT) devices are implemented. To protect
their data, the Advanced Encryption Standard (AES) is used [3]. It is widely recognized
and extensively employed. The AES is presently regarded as the preferred encryption
technique in various domains, such as cloud computing [4] and healthcare [5]. Standard
implementations of the AES require a notable amount of memory space and consume more
power than lightweight ones [6]; it is therefore unfeasible to use them in IoT devices that
are limited by the area and battery capacity, such as implantable devices [7]. As a result,
implementations of the AES should make efficient use of both space and power while at
the same time minimizing the impact on throughput and satisfying security requirements.

Several lightweight AES implementations have been proposed with the objective of
minimizing both the area and power consumption. The objective of these accelerators
is to enhance the efficiency of the conventional 128-bit data path by reducing it to 8 bits,

Cryptography 2024, 8, 24. https://doi.org/10.3390/cryptography8020024 https://www.mdpi.com/journal/cryptography

https://doi.org/10.3390/cryptography8020024
https://doi.org/10.3390/cryptography8020024
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/cryptography
https://www.mdpi.com
https://orcid.org/0000-0002-2333-4754
https://doi.org/10.3390/cryptography8020024
https://www.mdpi.com/journal/cryptography
https://www.mdpi.com/article/10.3390/cryptography8020024?type=check_update&version=1


Cryptography 2024, 8, 24 2 of 20

as demonstrated in various research studies, such as Lu et al. [8], Dhanuskodi et al. [9],
Wamser and Sauer [10], and Banik et al. [11]. The aforementioned reduction leads to a
decrease in the number of SBOXes from 16 to 1, thereby resulting in a more condensed
hardware design and reduced power consumption. Nevertheless, the transition to 8-bit
data paths has posed a considerable obstacle, particularly affecting the rate at which data
can be processed. The encryption process of these designs necessitates a minimum of
160 cycles, thereby impacting the overall performance. In order to overcome this constraint,
recent endeavors have undertaken the exploration of 32-bit designs, with the objective
of achieving an improved equilibrium between performance and energy efficiency. This
exploration has been documented in studies such as [12,13]. We recently published a
new AES hardware accelerator [14] that enhances area, power usage, and latency. In
terms of both area efficiency and power efficiency, our method outperforms state-of-the-art
techniques, delivering 5.16 times higher performance per unit area and 2.68 times higher
performance per unit power.

This paper presents a security evaluation of our recently published designs [14]. In
the evaluation, we analyze the security of our non-protected and DOM-based protected
lightweight AES implementations on both an FPGA and ASIC. The security evaluation
consists of applying profiled and non-profiled attacks and performing conformance-style
testing, which is a method to measure general leakage in the power traces. The contributions
of this paper can be summarized as follows:

• The implementation of non-protected and DOM-based protected lightweight AES
implementations using a Xilinx FPGA board and ASIC tools;

• A security evaluation of the implemented design using non-profiled attacks (i.e., corre-
lation power analysis (CPA)) and profiled attacks (i.e., template-based analysis (TBA));

• A security evaluation using conformance-style techniques (i.e., Test Vector Leakage
Assessment (TVLA) and Signal-to-Noise ratio (SNR)).

The remainder of this paper is organized as follows. Section 2 introduces the back-
ground on the AES, DOM, and analysis methods. Section 3 briefly recaps existing lightweight
AES designs. Section 5 explains our proposed methodology. Security analysis results are
provided in Section 6. Section 7 discusses the results of our work and outlines potential
future directions. Finally, Section 8 concludes this paper.

2. Background

This section provides a brief overview of the relevant background topics. First, it explains
the Advanced Encryption Standard algorithm. Thereafter, it provides a description of side-
channel attacks. Finally, it explains the Domain-Oriented Masking (DOM) countermeasure.

2.1. The Advanced Encryption Standard (AES)

The Advanced Encryption Standard (AES) is a symmetric cryptographic algorithm
used to secure data by means of encryption and decryption. The algorithm has a data
block size of 128 bits, with a key length of 128, 192, or 256 bits. The 128-bit data block
is partitioned into 16 bytes, which are assigned to a 4 × 4 matrix known as the State
array. Depending upon the length of the key, the algorithm performs a number of round
operations, where the State matrix is updated: 128-bit keys require 10 rounds, 192-bit
keys 12 rounds, and 256-bit keys 14 rounds. The steps performed in each round for both
encryption and decryption are shown in Figure 1. The encryption process consists of four
main modules in each round, namely, SubBytes , ShiftRows, MixColumns, and AddRoundKey.
However, it is important to note that these modules are not applied in the first round
(round 0) or the final round.

The AddRoundKey module consists of bit-wise XOR operations between the round key
and the State array. The SubBytes module is the only nonlinear module inside the Advanced
Encryption Standard (AES) and serves a critical function in providing security against
linear cryptanalysis [15]. During the execution of the SubBytes module, the substitution
of each byte in the State array is carried out by replacing it with another byte defined by
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the SBOX. The entries of the SBOX are calculated using its multiplicative inverse inside the
Galois Field GF(28) and an affine transformation, as, for example, described in the work
of Zhang and Parhi [16]. The ShiftRows module is responsible for performing rotate-left
operations on the second, third, and fourth rows of the State array. This operation rotates
the second row by one byte to the left, the third row by two bytes to the left, and the
fourth row by three bytes to the left. The first row remains unaffected throughout this
transformation. The InvShiftRows module is calculated by executing the inverse operation
and hence contains rotate-right operations. The MixColumns and InvMixColumns modules
are responsible for performing modular polynomial multiplications in the Galois Field
GF(28) on every column of the State array. Equation (1) shows the transformation for the
MixColumns module and Equation (2) for the InvMixColumns module. The index j denotes
the column index of the State matrix, and hence, 0 ≤ j ≤ 3.

b0,j
b1,j
b2,j
b3,j

 =


02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02



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a3,j

 (1)
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a0,j
a1,j
a2,j
a3,j

 =


0E 0B 0D 09
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Figure 1. AES encryption and decryption flow diagram.

2.2. Side-Channel Attacks

Side-channel attacks are a class of attacks that exploit system vulnerabilities through
the analysis of unintentionally leaked physical information during the normal execution of
a device [17]. The primary target of these attacks is the physical characteristics of a system,
rather than the direct exploitation of vulnerabilities in the algorithm. The system’s physical
characteristics, such as power consumption, electromagnetic radiation, timing, and sound
emissions, may provide valuable insights into its internal operations. Power consumption
is a frequently exploited aspect due to its notably high success rate and simplicity. Power
side-channel attacks target an intermediate operation, such as the SBOX operation, and
perform a statistical analysis of the power consumption for different inputs. To correlate
hypothetical assumptions of the key and the real power consumption, a leakage model
is required [18]. Power attacks can be classified into two distinct categories: non-profiled
attacks and profiled attacks. Next, an overview of each category is presented.
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• Profiled power attacks: These attacks consist of two phases. In the first phase, the
attacker creates a profile of the target system to understand how the system reacts
to different activities by gathering power traces from the system under known cir-
cumstances (i.e., with known keys). With these data, the attacker builds a model of
the behavior of the system. In the second phase, the attacker tries to extract sensitive
data, such as cryptographic keys. The attacker realizes this by correlating side-channel
information gathered during the actual attack on the target system with the model
from the profile phase. Profiled attacks are generally more powerful, but they need
access to a similar system to create the profile. Two well-known examples of such
attacks are template-based attacks (TBAs) [19] and deep learning-based side-channel
attacks (DL-SCAs) [20].

• Non-profiled power attacks: In contrast to profiled attacks, non-profiled attacks do not
rely on prior knowledge or a profiling phase. Instead, the attacker directly observes the
side-channel information from the target system and makes inferences based on these
data. These attacks usually analyze how the system’s behavior changes in response to
different inputs. Non-profiled attacks are typically less accurate than profiled attacks
but can be more practical in many real-world scenarios where the attacker is not able
to create a profile in advance. Examples of such attacks are differential power attacks
(DPAs) [21] and correlation power attacks (CPAs) [18].

2.3. Domain-Oriented Masking (DOM)

In DOM [15] implementations, each variable is represented by d + 1 shares to protect
the circuit from dth-order SCA attacks. The fundamental principle of the DOM approach is
to maintain the independence of shares within each domain. The linear modules of the AES,
such as MixColumns, AddRoundKey, and ShiftRows, do not share data between the domains,
making it simple to maintain their independence. However, during the SubBytes operation,
which is the only nonlinear module in the AES, data cross between the domains, making
it necessary to use fresh random numbers to ensure their independence. Furthermore,
registers are required in the SubBytes module to prevent glitches from propagating to
other domains.

Hannes et al. [15] proposed two multipliers, named DOM-indep and DOM-dep. The
DOM-indep multiplier requires that the inputs be shared independently, while the DOM-
dep multiplier does not have such a restriction (i.e., the shares can be derived from a
common source, and no additional cost of random numbers is required). The DOM-dep
multiplier is based on the structure of the DOM-indep multiplier. Figure 2 shows the first-
order DOM-indep and DOM-dep multipliers. Ax and Bx are shares of input x, while Ay and
By are shares of input y, satisfying the relationships x = Ax XOR Bx, and y = Ay XOR By.
Z0 denotes a fresh random number used in the DOM-indep multiplier, while Az and Bz are
fresh random numbers used in the DOM-dep multiplier. The dotted-line registers shown
in Figure 2 are optional and are only necessary for pipelining.

In the DOM-indep multiplier, Hannes et al. [15] categorize the product terms into two
parts: inner-domain terms (AxBx and AyBy) and cross-domain terms (AxBy and AyBx).
The inner-domain product terms do not reveal critical information since they are based on
inputs from a single domain. In contrast, cross-domain calculations can only be performed
on independent inputs to prevent the leakage of information for either x or y. Hence, a
fresh random value is used to ensure that the output of the DOM-indep multiplier remains
statistically independent of other values. Additionally, flip-flops are employed to prevent
glitches from propagating through this block. The first-order DOM-dep and DOM-indep
multipliers can be extended to higher orders by using more shares and fresh random values
without the need for redesigning the circuit.
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(a) DOM-indep multiplier
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(b) DOM-dep multiplier

Figure 2. First-order DOM-indep and DOM-dep multipliers [15].

3. Related Work

Over the years, numerous advancements and innovations have been proposed to
improve the performance and resource utilization of lightweight AES algorithms. These
advancements have demonstrated notable improvements, each capitalizing on the mer-
its and drawbacks of its predecessors. For example, in their work published in 2006,
Hamalainen et al. [22] made a significant contribution by developing a lightweight Mix-
Columns module that utilizes an 8-bit data path instead of the conventional 128-bit data path.
The methodology employed by the researchers consisted of two SBOXes (instead of one to
reduce latency) and implemented a parallel key expansion. Their implementation has a
Gate Equivalent (GE) area of 3100 gates, with a latency of 160 cycles. In a subsequent study
in 2011, Moradi et al. [23] made notable improvements using the Canright implementation
technique [24], which computes Galois Field (GF) (28) operations using multiple operations
in the GF (24), hence reducing the area by 23% to a GE of 2400. However, this technique
increases the latency to 216 cycles. Further advancements have been made to improve
the balance between the area and performance. For example, in 2014, Mathew et al. [25]
introduced a novel method based on a single SBOX instance, resulting in a significant
reduction in area to a GE of 1947. However, this enhancement led to a noticeable rise in the
execution time, i.e., an increment to 336 cycles. Yu et al. [26], in 2019, synthesized the most
effective characteristics from previous designs, resulting in a design with a GE of 1960 while
still achieving a satisfactory execution time of 216 cycles. In 2020, Dhanuskodi et al. [9]
proposed a methodology that effectively reduced state register activity to a single update
per round. This approach resulted in an area with a GE of 886 and 160 cycles, thereby
effectively optimizing resource utilization while maintaining a satisfactory performance. In
a more recent publication in 2022, Davis and John [13] introduced an innovative approach
to the ShiftRows technique, resulting in a significant reduction in the data path from 128
to 32 bits. In addition, the design optimized the MixColumns module and minimized the
number of SBOX instances used for SubBytes. Furthermore, the design included optimiza-
tions that were applied to different stages of the AES algorithm, allowing for the sharing of
hardware resources between the encryption and decryption modules. The implemented
design achieved a significant reduction in area, i.e., a GE of 825, while simultaneously
reducing the latency to a mere 61 cycles. Last year (i.e., 2023), we further introduced
optimizations. For example, our proposed AES design [14] incorporates a key expansion
bypass technique that verifies key alterations prior to each operation. If, during a sequence
of encryption/decryption operations, the key remains unaltered, the procedure bypasses
key expansion and proceeds directly to the encryption rounds. This technique greatly
accelerates the decryption process by conserving eleven cycles. This technique comes with
no area overhead, as all AES implementations typically require eleven 128-bit registers to
store the keys during decryption. A second improvement was made to the MixColumns
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operation. By selecting the columns of the State matrix as input to MixColumns, a number
of MixColumns modules can be saved. The design additionally integrates resource sharing
by allocating a single 128-bit register for state storage across all the modules. In addition, it
presents optimizations across the encryption and decryption modules, thereby reducing
the overall area. Three different designs with different data paths were proposed; they are
designs with data path widths of 128, 64, and 32 with GEs of 846, 718, and 660 and latencies
of 22, 42, and 82 cycles, respectively. In the same paper [14], we protected this lightweight
design using DOM. Its purpose is to protect the implementation against side-channel
analysis (SCA) attacks while maintaining a low area and performance overhead. The
DOM is based on a five-stage SBOX, which is an enhanced variant of the eight-stage SBOX.
The five-stage SBOX saves three cycles at the cost of slightly increasing the overall area.
The DOM-independent and DOM-dependent multipliers were further optimized using
simplified and shared multipliers, resulting in additional reductions in power consumption
and area utilization. These simplifications guarantee that the design is efficient while
theoretically ensuring security against SCA attacks. The aim of this paper is to evaluate the
non-protected and protected implementations against side-channel attacks.

4. Lightweight DOM

This section presents the lightweight DOM implementation approach [14]. First, it
describes the optimization techniques on the standard AES. Subsequently, it demonstrates
how these optimization techniques have been integrated into DOM.

4.1. Lightweight AES Optimization Techniques

The initial optimization method utilized for this lightweight version of the AES [14]
is referred to as a key expansion bypass. This technique involves verifying the secret
key before each execution. If there is a change in the key, the key expansion module is
activated, and the keys are retained in the key registers. If no change is found, the procedure
immediately proceeds to the round modules, namely, AddRoundKey, SubBytes, MixColumns,
and ShiftRows. This strategy effectively cuts down the decryption time by eleven cycles.
It is noteworthy that this optimization does not require extra registers for key storage
and comparison, as both the standard and our enhanced AES designs use eleven 128-bit
registers to store the key.

Furthermore, the efficiency of the MixColumns operation is enhanced by carefully
choosing the input of the round function, hence enabling data sharing and minimizing
computational complexities. In the context of creating a data-path design with a bit width
smaller than 128 bits, it becomes imperative to choose the column numbers as the input
for the round function. This decision is made with the objective of achieving a reduction
of one cycle in each round and minimizing the number of MixColumns modules that are
necessary. To demonstrate the impact of input selection on the round function, a 32-bit
data-path architecture is used, as shown in Figure 3 as an illustrative example. The figure
shows the selection of 32 bits in a sequential manner, both horizontally and vertically. It is
seen that the MixColumns module executes a modular polynomial multiplication operation
on every column of the State array. When the round function is applied with a row as the
input, only a single row value is available after the SubBytes and ShiftRows operations.
Consequently, it becomes infeasible to execute the MixColumns operation, as it necessitates
a whole column. Hence, it is essential to allow for a waiting period of four cycles in
order to effectively process all rows. This results in an extra cycle being introduced and a
corresponding increase in the number of needed MixColumns modules from one to four.
Alternatively, by opting to use the columns of the State array as the input for the round
function, it becomes possible to execute the MixColumns operation more efficiently. This
may be achieved by using a single MixColumn module, resulting in a reduction of one cycle
every round.
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(a) Row selection (b) Column selection

Figure 3. Input selection example in 32-bit design.

Lastly, in order to enhance the efficiency of the design space, the use of resource shar-
ing is implemented. In the first stage, a constraint is imposed on the number of registers
available for storing the state, in which just one 128-bit register is allocated and shared
across all algorithm modules. Subsequently, both the encryption and decryption compo-
nents are integrated into a single module in order to reduce the total area requirements.
The employed shared-resource technique is shown in Figure 4, wherein the variable cnt
denotes the round index, and key[cnt] represents the 128-bit key that is to be XORed with
the State array during the current round. The boxes labeled as “shared” indicate the pres-
ence of a common functionality between the encryption and decryption procedures. A
comprehensive elucidation of the common modules will be presented next.

Shared
ShiftRows

Shared 
SBOX

AddRoundKey

AddRoundKey
Shared

MixColumns

11*128 key register
Key[cnt]

1

0

1

0

Enc/Dec Enc/Dec

Input

Output

Figure 4. Proposed round function AES encryption and decryption.

• Shared SBOX: The proposed optimized shared SBOX is derived from the SBOX design
proposed by [16,27–29]. The aforementioned articles used an SBOX shared by both
the encryption and decryption modules in order to minimize the required space. Ac-
cording to the available information, the SBOX design discussed in the publication
by Teng et al. [28,29] exhibits the smallest area among the known designs. In contrast
to prior designs, the aforementioned approaches exhibited resource sharing across
three distinct modules, namely, preprocess, postprocess, and scalar square. The pre-
process module performs an isomorphic mapping and inverse affine transformation
for the decryption process, whereas, for the encryption process, it only performs an
isomorphic mapping. The postprocess module performs affine transformation and
inverse isomorphic mapping for encryption and only inverse isomorphic mapping
for decryption. The scalar-square module is used for the operations of squaring and
multiplication with a constant value of λ = {1, 1, 0, 0}. These operations result in three
XOR reductions. The suggested shared SBOX is shown in Figure 5. The optimization
process includes simplifying the first multiplier, consolidating the computation of the
latter two multipliers, and enhancing the inverter to improve its area efficiency.

• Shared ShiftRows: The ShiftRows and InvShiftRows functions execute distinct shift
operations on every row of the State array. The State array, as shown in Figure 6,
illustrates the modifications resulting from the application of the ShiftRows and In-
vShiftRows operations. The provided figure demonstrates that the outcomes of the
ShiftRows and InvShiftRows operations for the first and third rows are identical, indi-
cating that these rows may use the same shift procedures. However, it is necessary to
use multiplexers for the remaining two rows when the shifts exhibit opposite directions.
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1
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Output8 bit

postprocess

GF(2  )
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Multiplier
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4 
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4GF(2  )
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GF(2  )
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4 Enc/Dec

1

0
Input

8 bit
preprocess

Enc/Dec

Figure 5. Proposed shared SBOX.

(a) ShiftRows (b) InvShiftRows

Figure 6. Shift transformation of ShiftRows and InvShiftRows.

• Shared MixColumns: The optimization of the Shared MixColumns was performed
according to the design provided in the publication by Zhang and Prouff [16]. This
design effectively utilizes shared resources across the MixColumns and InvMixColumns
operations. The design streamlines the “X2” and “X4” blocks, leading to a notable de-
crease in area. In order to accommodate our entire design, multiplexers were included.
The architecture of the Shared MixColumns module is shown in Figure 7. In this
figure, the outputs of MixColumns, InvMixColumns, and Combined MixColumns are
denoted by the signals Out0, Out1, Out2, and Out3, represented in red, blue, and black,
respectively. In our design, the need for separate MixColumns and InvMixColumns
modules is eliminated, as we include a single block for both encryption and decryption.
This is seen in Figure 4.

Sum

Sum Sum Sum Sum

Input0 Input1 Input2 Input3

Out0 Out1 Out2 Out3

1 0

Out0 Out1

Out0 Out1 Out2 Out3
1 0

Out2 Out3

1 0 1 0

Enc/Dec

X 2 X 2 X 2 X 2

X 4

X 4

MixColumns

Inverse
MixColumns

Figure 7. GF(24) shared MixColumns.

4.2. Lightweight DOM Design

DOM was proposed in [15] to protect AES implementations from SCA attacks. The
authors introduced two types of SBOXes: a five-stage SBOX and an eight-stage SBOX. The
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five-stage SBOX is an optimized version of the eight-stage SBOX and saves three cycles
per round, with only a minor increase in the overall area. Hence, overall, it is 33 cycles
(3 cycles × 11 rounds) faster, which is considered to be a significant improvement in per-
formance. Therefore, we chose to start from the five-stage SBOX, further optimize it, and
integrate it into our design. Note that first-order DOM can be easily scaled into higher-order
DOM without redesigning components [15]. Hence, in our paper, we focus on the optimiza-
tion of first-order DOM. As our proposed low-area design considers both encryption and
decryption as a single unit for optimization reasons (see Figure 4), the lightweight DOM
AES was implemented in the same manner. This is in contrast to the original design, where
both encryption and decryption modules were treated separately [15]. Figure 8 shows the
main part of our lightweight DOM design, where Ain and Bin are the input shares, and
Aout and Bout the output shares.

1

0

Enc/Dec

1

0

DOM 
Sbox Share

0

1
preprocess

preprocess postprocess

postprocess

Shared
ShiftRows

Shared
ShiftRows

AddRoundKey

AddRoundKey

Enc/Dec

1

0
Shared

MixColumns

Shared
MixColumns

AddRoundKey

1

0

AddRoundKey

Aout

Bout

Ain

Bin

key register

key register

Enc/Dec

Enc/Dec

0

1

Enc/Dec

0

1

Enc/Dec
0

1

Enc/Dec

Enc/Dec

Figure 8. Proposed design for DOM encryption and decryption.

The lightweight DOM-SBOX design is based on the proposed lightweight AES SBOX
in the previous subsection. In contrast to the original DOM-SBOX, our approach shares
resources between encryption and decryption using the preprocess and postprocess func-
tions. In addition, we optimized the DOM-indep and DOM-dep multipliers based on our
simplified and shared multipliers to further reduce the area.

Figure 9 depicts our design of the optimized first-order five-stage lightweight DOM-
SBOX shares, where Asin and Bsin denote the input shares and Asout and Bsout the output
shares. Variables in red denote random values. The flip-flops in dotted boxes are optional
registers that are only necessary in pipelining scenarios. For example, when the data path
is less than 128 bits, the SBOX needs to be reused multiple times within one round, causing
the input to change before the round is completed. In this case, the dotted flip-flops are
necessary to ensure the design’s functional correctness.

Figure 10 shows the design of the simplified DOM-indep and DOM-dep multipliers,
which are similar to the other simplified multipliers shown in Figure 9. Compared to
the original DOM multipliers, we replaced the normal multipliers with our simplified
multipliers and shared multipliers, resulting in a reduction in power and area. The inputs
of the first simplified DOM-indep are Aai, Bai, Abi, and Bbi, while its outputs are Aqi and Bqi
(see also Figure 9). Z0 denotes a random number. Equation (3) shows the expression for the
simplified DOM-indep multiplier, where “+” represents the XOR operation, ai = Aai+Bai,
bi = Abi+Bbi, and qi = Aqi+Bqi. In addition, Aai Abi, AaiBbi, Bai Abi, and BaiBbi are calculated
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using our proposed simplified multiplier. Flip-flops are employed to prevent glitches (and
hence also power leakage) from propagating through this block.
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Figure 9. Structure of the first-order 5-pipeline-stage DOM SBOX shared module.
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Figure 10. Proposed first-order simplified DOM-indep and DOM-dep multipliers

ai ∗ bi = (Aai + Bai)(Abi + Bbi)

= Aai Abi + AaiBbi + Bai Abi + BaiBbi

= (Aai Abi + AaiBbi + Z0)

+ (Bai Abi + Z0 + BaiBbi)

= Aqi + Bqi = qi

(3)

The simplified DOM-dep multiplier is designed based on the simplified DOM-indep
multiplier. The inputs of the first simplified DOM-indep are Aa, Ba, Ab, and Bb, while
its outputs are Aq and Bq. Az, Bz, and Z0 are random numbers used to ensure the in-
dependence of shares. Equation (4) shows the expression of the DOM-dep multiplier,
where M = (Ab + Bb) + (Az + Bz), and “+” represents the XOR operation, a = Aa+Ba,
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b = Ab+Bb, z = Az+Bz, and q = Aq+Bq. The shared multiplier is utilized for the calculation
of (Aa · M + Ba · M), leading to an area reduction.

a ∗ b = a ∗ (b + z) + a ∗ z

= (Aa + Ba)(Ab + Bb + Az + Bz)

+ (Aa + Ba)(Az + Bz)

= (Aa + Ba)(Ab + Bb + Az + Bz)

+ DOM_indep{Aa, Ba, Az, Bz}
= (Aa · M + Ba · M) + Aqi + Bqi

= (Aa · M + Aqi) + (Ba · M + Bqi)

= Aq + Bq = q

(4)

Table 1 shows a comparison of the area between the proposed lightweight first-order
DOM SBOX [14] and the original first-order SBOX proposed in [15]. Compared to their de-
sign, our eight-stage and five-stage first-order DOM SBOX designs achieve area reductions
of 9.9% and 6.9%, respectively.

Table 1. Area comparison of DOM SBOX.

Design SBOX Type Area (µm2) Area Ratio

[15] DOM SBOX
eight-stage 19682 1

five-stage 21196 1.077

[14] Lightweight DOM SBOX
eight-stage 17735 0.901

five-stage 19741 1.003

5. Security Analysis Methodology

In this section, we describe the different techniques used to evaluate the security of
our proposed designs. They are evaluation-style and conformance-style testing and are
explained next.

5.1. Evaluation-Style Analysis Methodology

In evaluation-style testing, the aim is to evaluate the security by applying existing
and/or new attacks. We start with the correlation power analysis (CPA). CPA is a technique
that relies on a theoretical model to exploit the relationship between the power consumption
of a cryptographic device and the sensitive data being processed (i.e., the secret key). In
the context of the AES, the attacker measures power traces of the AES algorithm for
randomly selected plaintexts. Subsequently, the attacker statistically correlates the traces
with the selected intermediate target of the algorithm (e.g., SBOX) using a leakage model
(e.g., Hamming weight (HW), which is the count of the ones in the target output). CPA can
be realized using Equation (5), where N, Tn,j, Hn,i, Tj, and Hi represent the total number of
traces, power consumption at sample j of trace number n, Hamming value of trace n based
on guessed key i, the mean of traces at sample j, and the mean of Hamming weight values
for guessed key i, respectively.

ri,j =
∑N

n=1(Hn,i − Hi) · (Td,j − Tj)√
∑N

n=1(Hn,i − Hi)2 · ∑N
n=1(Tn,j − Tj)2

(5)

Over the past twenty years, there have been several notable advancements in improv-
ing CPA attacks. One significant development is the creation of a technique that allows
for the gradual updating of the correlation coefficient matrix as more power traces are
added [30]. This eliminates the necessity of reprocessing all the data whenever new traces
are included. This enhancement has significantly improved the performance of CPA attacks.
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The authors in [31] showed that the selection of particular plaintexts increases the signal-to-
noise ratio (SNR) and hence has improved the accuracy of these attacks. These strategically
selected plaintexts (i.e., a subset of the collected data) utilize a specific Hamming weight
value of the intermediate target (i.e., 0, 1, 7, and 8) to enhance the precision and efficiency
of CPA. The aforementioned method aims to extract a small subset of power traces with
a high SNR to improve the attack. However, it blindly assumes that the traces with the
Hamming weight 0, 1, 7, and 8 have the highest SNRs without verifying this. Dynamically
verifying the Hamming weights with the largest SNR can have a significant impact on
the success rate of attacks. The authors in [32] proposed a new SNR-centric power trace
extractor called Shortest Distance First (SDF). SDF takes advantage of known plaintexts
to estimate the SNR of each power trace. The extractor then selects power traces with the
highest estimated SNRs.

ˆSNR
(
τj
)
=

∑N
i=1

(
H̄(τ)− µ(τ)

)2

∑N
i=1

(
Ti,j(τ)− H̄(τ)

)2 (6)

In our CPA attack, we employ recent techniques, with the aim of selecting the most
powerful attack scenario. Moreover, in order to maximize the effectiveness, we implement
an extreme attack scenario wherein only the targeted bytes of the plaintext exhibit varying
Hamming weight values in a trace, while the remaining non-targeted bytes are maintained
at a constant value. This scenario was used to improve the SNR, thereby enhancing the
accuracy of the CPA attack. The proposed scenario enabled us to precisely separate the
power fluctuations caused by the changing byte, thereby enhancing the clarity and ease of
analysis when comparing them with other state-of-the-art models. The algorithm outlined
in Algorithm 1 shows our advanced CPA attack. It involves measuring multiple traces
for each subkey, where the subbyte under the attack of the plaintext pti XORed with the
subkey is random, while the rest of the input bytes remain constant. These traces are
grouped into subsets Trci to evaluate the subkeys independently. For each sample j, we
evaluate the traces in subset Trci and calculate the signal-to-noise ratio (SNR) according
to [32] using Equation (6), where H̄(τ), µ(τ), and Ti,j(τ) represent the Hamming weight,
the mean, and the sample power value of trace i at sample j. To expedite the process, we
avoid their sorting method and instead apply a threshold to decide whether a trace should
be included in the correlation analysis. Both the Hamming weight extraction [31] and
fast computation approach [30] are disregarded due to their lack of impact on the attack’s
accuracy. By eliminating the non-targeted bytes in the attack, we mitigate the overall noise
interference in the power measurements, resulting in more distinct and definitive outcomes.
This strategy, in accordance with the most recent developments in CPA techniques, offers a
strong framework for evaluating the security of our AES implementations. It effectively
identifies the weaknesses of the implementations.

In a similar fashion, we modify these techniques to improve template-based attacks
(TBAs), which are profiled side-channel attacks based on a multivariate distribution model.
TBAs involve creating specific templates for each potential value of the leakage model
of the target function, such as the Hamming weight of the SBOX function, by using the
mean and covariance of the traces associated with that particular value. As a TBA is
computationally intensive, the profiles are based on a subset of all sampled data points
called Points of Interest (POIs). In our profiling phase, we employ the sum of squared
pairwise T-differences (SOST) method to identify POIs [33]. During the attack phase,
we evaluate the probability of each trace belonging to a certain Hamming weight using
multivariate distribution models of the profile phase. By applying the same principles
as applied to our CPA attack, we significantly diminish the noise in our TBA templates
by focusing on a single targeted byte at a time while keeping the other bytes constant.
This strategy improves the accuracy of the profile. The attack phase is further refined by
leveraging the signal-to-noise ratio (SNR) to include the traces with the largest leakage in
the attack.
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p(t; (m, c)di, k j) =
exp(− 1

2 · (t − m)′ · C−1 · (t − m))√
(2 · π)T det(c)

(7)

Algorithm 1 Advanced CPA

1: procedure KEY_EXTRACT(Predictionset, ptarray)
2: Pk[0, 255] = key probability
3: Prediction = the results of the trained model on the attack traces
4: pt = the plaintext used in the encryption process.
5: for each subkey i do
6: Record Trci power traces; where pti is random and pt(16−i) is fixed
7: end for
8: for each subkey i do
9: Pk[0, 255] = 0

10: for j in Trci do
11: X0,255 = predict(Trci,j)
12: for k = 0 to 255 do
13: Compute Equation (6)
14: if SNR ≥ threshold then
15: Compute Equation (5)
16: end if
17: end for
18: end for
19: guesssubkey = max(Pk)
20: end for
21: end procedure

5.2. Conformance-Style Security Analysis

In conformance-style testing, a design is evaluated to determine whether it generally
leaks information without applying a real attack. The Test Vector Leakage Assessment
(TVLA) [34] and the signal-to-noise ratio (SNR) [35] are two popular instances that perform
such leakage analysis.

The t-test [34] developed by Welch is the foundation for the TVLA. This test determines
whether two populations have distributions that are comparable to one another or not.
Welch’s t-test is used to determine whether a design leaks information about the secret key.
The leakage is assessed by using two different sets of power traces: one with a fixed plain-
text/ciphertext (referred to as fixed set), and the other with random plaintext/ciphertext
(referred to as variable set). The value of the key is the same in both sets. Equation (8)
shows Welch’s equation, which is used in the execution of this test. In the equation, X1,
S1, and N1 represent the mean, variance, and total number of power traces in the fixed
set, respectively, while barX2, S2, and N2 represent the mean, the variance, and the total
number of power traces in the variable set, respectively.

t =
X̄1 − X̄2√

S2
1

N1
+

S2
2

N2

(8)

The signal-to-noise ratio (SNR) plays a crucial role in power leakage analysis within
integrated circuits, especially in the context of security concerns related to side-channel
attacks. In power leakage analysis, the SNR represents the ratio between the strength of
the signal carrying useful information (such as the key) and the background noise present
in the power consumption measurements of the device. Higher SNR values indicate a
stronger and clearer signal, making it easier to discern patterns or correlations between
power consumption and the data being processed. However, a lower SNR implies that
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the signal carrying the information is comparatively weaker and hence might be more
challenging to be exploited by an attacker.

6. Experimental Results

This section presents the experimental setup, performed experiments, and the ob-
tained results.

6.1. Setup

Based on the comparative analysis of all proposed designs, it was observed that the
64-bit and 128-bit designs exhibit good results in terms of area and performance, respec-
tively. Hence, both of these designs and their DOM-based implementations were selected
for security examination. The chosen designs were implemented in both Application-
Specific Integrated Circuit (ASIC) and Field-Programmable Gate Array (FPGA) scenarios.
The gate-level implementation in ASIC utilized TSMC 40nm technology, while the Xilinx
Artix 7 was used for FPGA emulation. The simulation tool Questasim [36], the synthesis
tool Cadence Genus [37], and the power trace generation tool Synopsys Spyglass [38]
were all used to validate the power traces in the ASIC scenario. For FPGA emulation, the
Chipwhisperer CW305 equipment was used, as documented in a previous study [39]. The
equipment comprised a Xilinx FPGA and an analog-to-digital conversion (ADC) module
capable of sampling at a maximum rate of 105 MS/s. Ultimately, a comprehensive security
analysis was carried out on both the unprotected and DOM-based protected AES design in
order to assess the overall security of both systems. The attacks were executed using the
Python programming language and attack libraries, including SCALib [40]. Table 2 details
the area and maximum frequency for ASIC designs, whereas Table 3 provides the area and
maximum frequency for FPGA designs.

Table 2. Comparative analysis of ASIC designs [14].

Design Data Path Freq. (MHz) Area (µm2) Cycle

Lightweight AES
64-bit 117.6 195,355 4211

128-bit 112.4 236,553 2211

Lightweight DOM
64-bit 190.8 522,844 12251

128-bit 188.7 698,780 10251

Table 3. Comparative analysis of FPGA designs [14].

Design Data Path Freq. (MHz) LUT FF DSP BRAM

Lightweight AES
64-bit 95 2357 2713 0 0

128-bit 89.5 3223 2720 0 0

Lightweight DOM
64-bit 89.25 5127 6372 0 0

128-bit 99 7515 7523 0 0

6.2. FPGA Security Analysis

Figure 11a shows the results of the correlation power analysis (CPA) attack scenario for
measured traces on the FPGA. For the unprotected implementations, a noticeable decline
in the Partial Guessing Entropy (PGE) occurs after approximately 1000 power traces. This
trend suggests that the accuracy of predicting the correct key values increases with the
number of traces collected: the lower the PGE value, the more accurate the key prediction.
Consequently, a detailed examination and ranking analysis of each subkey were conducted.
The results are shown in Figure 12. The figure shows that the ranks of several subkeys
were nearly zero, indicating correct guesses. This leads to the hypothesis that an adversary
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equipped with more sophisticated tools and high-rate sampling devices could potentially
determine the key accurately. On the other hand, for the implementations protected based
on DOM, correctly identifying the key values proved to be challenging, as shown in
Figure 11a. The PGE results consistently remained above 100, indicating a higher level of
security. This observation is further substantiated when examining the individual subbyte
rank analyses shown in Figure 13. These results demonstrate the effectiveness of the DOM-
based design in protecting against CPA attacks. We conducted the same analysis using the
template-based attack method described in Section 5.1. The rank analysis outcomes were
comparable to the unprofiled CPA attacks as depicted in Figure 14. Therefore, we chose to
proceed with the analysis using the unprofiled attack.
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Figure 11. Security analysis of unprotected and proposed designs.
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Figure 12. Rank analysis of the lightweight implementations for the FPGA.

0 1000 2000 3000 4000 5000
Number of traces

50

100

150

200

250

C
or

re
ct

 k
ey

 c
an

di
da

te
 ra

nk

0 byte
1 byte
2 byte
3 byte
4 byte
5 byte

(a) DOM 8SBOX

0 1000 2000 3000 4000 5000
Number of traces

50

100

150

200

250

C
or

re
ct

 k
ey

 c
an

di
da

te
 ra

nk

0 byte
1 byte
2 byte
3 byte
4 byte
5 byte

(b) DOM 16SBOX

Figure 13. Rank analysis of the DOM-based lightweight implementations for the FPGA.
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Figure 14. Template-based security analysis of unprotected and proposed designs.

6.3. ASIC Security Analysis

The purpose of conducting the ASIC analysis was to evaluate the security in ideal
conditions where there is no noise present in the power traces, as the experiment exclu-
sively relies on simulations. Traces were obtained from the gate-level designs of both
DOM-protected implementations, namely, the 16SBOX (i.e., 128-bit data path) and 8SBOX
(i.e., 64-bit data path) models. We performed these analysis only for the protected design,
as the unprotected implementation can be most likely broken due its vulnerabilities. As a
result, we repeated the FPGA attack scenarios for the ASIC implementations. The results
are depicted in Figure 11. The figure exhibits a strong resemblance to the outcomes ob-
served for the attack performed on the FPGA, thereby validating the effectiveness of both
designs in mitigating potential CPA attacks.

6.4. Conference Analysis Results

To make sure that there is no leakage in general, we also applied the SNR and TVLA
for the ASIC scenario. Note that both 16SBOX (i.e., 128-bit data path) and 8SBOX (i.e., 64-bit
data path) showed similar results; for simplicity, the 8SBOX design was selected. For the
unprotected designs (see Figures 15a and 16a), both the SNR and TVLA metrics demon-
strate clear vulnerabilities by having high peak values. These SNR peaks of approximately
1.6 amplitude show a strong connection between power consumption and secret informa-
tion (i.e., key values). This shows that there is a lot of leakage. In addition, the TVLA results,
which reveal the difference between patterns in the data that are random and patterns
that are not random, show clear deviations from randomness at these peak points, which
exceeded 4.5 (above the red dotted line in Figure 16a). This confirms that these designs
are probably vulnerable to side-channel attacks. In contrast, the protected designs exhibit
much lower peak values in both SNR and TVLA analyses (see Figures 15b and 16b). The
lower peaks signify that the correlation between side-channel leakage and secret data is
substantially lower, indicating robustness against such attacks.
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7. Discussion

This work evaluated the security of our previously optimized design of the AES
algorithm against side-channel analysis. Next, we discuss the limitations and future work
based on the experimental results.

Practicality: One of the goals of the proposed lightweight AES scheme [14] is to
provide a secure solution for Internet of Things (IoT) devices. However, the results showed
that the non-protected design was susceptible to attacks that were carried out through side
channels. Therefore, in cases where attackers can gain access to the power consumption
or EM emission, versions protected by, for example, integrating DOM [15] must be used;
unfortunately, the secured implementation doubled the area cost, which might be too
expensive for lightweight applications such as IoT. Therefore, it is essential to explore other
optimization possibilities and/or countermeasures.

High-order analysis: In our analysis, we utilized state-of-the-art first-order attacks,
which included both a non-profiled side attack, such as CPA [31], and a profiled attack,
such as TBA [19]. Although the attacks were sophisticated and exposed the vulnerability
of the unsecured implementation, there is still a possibility that high-order attacks could
be successful, such as collision attacks [41] or second-order attacks [42]. To ensure that the
design is resilient against such attacks, they need to be evaluated as well.

Lightweight algorithms: In our comprehensive study, we undertook an in-depth com-
parison of our proposed design against other leading-edge implementations that similarly
incorporate optimization techniques to enhance the AES algorithm. The National Institute
of Standards and Technology (NIST) [43] has recently standardized a novel cryptographic
algorithm named GIFT [44], specifically designed for lightweight applications. This de-
velopment represents a significant advancement in the realm of cryptography, aiming
to address the need for solutions on constrained devices. Note that similar optimization
techniques [14] that we proposed could also be considered for such algorithms. Overall, it is
important to understand where each algorithm stands in terms of computational efficiency,
resource consumption, and resilience against side-channel and other attacks.

8. Conclusions

In our research, we conducted a thorough security assessment of an innovative AES
accelerator, notable for its low power consumption and compact area while delivering high
performance. Various methods were employed to improve the attack model, including
the manipulation of a single byte, selection based on Hamming weight bias, and the
exclusion of traces based on their signal-to-noise ratio (SNR) values. The designs under
evaluation were evaluated using a Xilinx Artix7 FPGA chip and simulated on TSMC’s 40nm
technology. The findings indicate that our proposed version of DOM not only occupies
a smaller area compared to conventional DOM but also upholds an equivalent degree of
security (i.e., secure against first-order attacks).
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