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Abstract

Wall-resolved large-eddy simulations are performed to study the interaction between a supersonic tur-
bulent boundary layer and an impinging shock over awall. The freestreamconditions usedwereMach
2 and a moderate friction Reynolds number of 𝑅𝑒𝜏 = 950. A passive control method was imple-
mented using perforations in the interaction region of influence of the reference case (flat plate), with
the addition of two separated cavities beneath the perforations. The cavities were designed to work
as Helmholtz-like resonators at a separation length-based Strouhal number of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.03. For
the reference case results consistent with the literature were obtained and a time analysis, based on
the cross-correlations between dynamic properties allowed to suggest a sequence of events driving the
unsteadiness of the interaction. The controlled case, resulted in a larger region of influence of the
interaction, with the blowing-suction mechanism inside the cavities allowing a reduction of the sepa-
ration length. Large oscillations were found close to the wall for thermodynamic properties, but also
skin friction and wall-normal velocity. The topology of the recirculation bubble changed to become
less symmetric resulting in a stronger reattachment compression fan. Regarding the unsteadiness of
the controlled interaction, a tonal behaviour was found (at𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3) for the reflected shockmo-
tion associated with the resonant frequency found inside the cavities and also for the bubble volume
variation. In general, the resonance within the cavities seemed to be able to affect the dynamics of the
interaction, despite maintaining its global topology.
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CHAPTER1
Introduction

Every time an object flies faster than the speed of sound it is subjected to two phenomena that, as of
today, cannot be avoided. These are (1) the development of a boundary layer, established due to the
no-slip condition at the wall and (2) the generation of shocks waves, resulting from the coalescence of
the acousticwaves that no longer can outrun the object speed. Having these two structures cohabiting
the same domain around the object leads to what is known as shock wave boundary layer interactions
(SWBLIs).

Shock wave boundary layer interactions can be found in numerous locations on an aircraft: from
its nose, to the wings, control surfaces and most critically, on its engines, particularly on the inlets.
When a shock impinges on a boundary layer (see Figure 1.1), it introduces a strong adverse pressure
gradient that, if strong enough, leads to flow separation. A separation shock is produced due to the
flowcurvature around the reverse-flow region. The shear layer that detached after the separation shock
interacts with the impinging shock close to the bubble apex, which triggers its reattachment and the
formation of a compression fan. If the streamlines curvature around the recirculation bubble is ac-
centuated enough, the compression fan may coalesce into a shock.

Figure 1.1: Schlieren visualisation of shock wave boundary layer interaction.

The detrimental aspects associated with SWBLIs are largely related to two main occurrences:
the separation of the boundary layer from the wall, resulting in a reverse-flow region, and the low-
frequencyunsteadiness, associatedwith the large-scalemotionof the reflected shock and the breathing
motion of the separation bubble.

Because of the previously mentioned phenomena, SWTBLIs can have detrimental effects on the
performance of the aircraft. On the one hand, the exterior interactions can lead to a decrease in lift,
increased drag, and possibly loss of control effectiveness. Furthermore, unsteady phenomena such as
buffet is also associated with these interactions (D’Aguanno, 2023). On the other hand, the interior
interactions, such as those happening inside the engines can induce total pressure losses while dimin-
ishing the homogeneity of the flow entering the combustion chamber and changing the turbulence
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content of the flow. Instabilities can also occur due to the displacement of the reflected shock within
the interaction region inside the inlet (buzz condition) (Sepahi-Younsi & Esmaeili, 2023).

At Delft University of Technology (TUDelft) SWTBLIs have been studied for the past few years
(Pasquariello et al., 2017; Hu et al., 2021; Laguarda et al., 2022, 2024b). These studies have focused
on understanding the fundamentals of the interactions as well as their dependence on flow proper-
ties, such as Reynolds number and Mach number. Some research has also focused on the control
of the SWTBLIs by using steps or channels (Pasquariello et al., 2017; Laguarda and Hickel, 2024).
However, no satisfactorymechanism has been found that can successfully avoid flow separationwhile
mitigating the low-frequency unsteadiness. Mitigating these two phenomena is important to reduce
mechanical and thermal loads on structures, thatmay ultimately result in structural failure (Gaitonde,
2015). Likewise, with the higher demand for sustainable solutions and the prospective return of civil
supersonic aviation, it is pivotal to address any detrimental aspects that are still preventing a faster
concretization of these global goals.

This thesis studies the impact of having a supersonic SWTBLI at 𝑀 = 2 over a perforated wall
withHelmholtz-like resonator cavities beneath it. The goal of this passive control method is to reduce
the separation region andmitigate the low-frequency unsteadiness by dissipating the energy associated
with these frequencies through resonation. To carry out this study, wall-resolved large-eddy simula-
tions (LES) were performed at a moderate friction Reynolds number (𝑅𝑒𝜏 = 950) for which other
experimental and numerical results are available for comparison. The results for the perforated wall
casewere compared against a reference case, consisting of an SWTBLI over a flat plate. The thesis aims
to answer the following research question:

Can a passive control method consisting of a perforated wall with resonant cavities beneath it
mitigate the detrimental effects of a shock wave turbulent boundary layer interaction?

• In terms of flow separation?

• In terms of low-frequency unsteadiness?

Extensive review of the literature on SWBLIs can be found in Chapter 2 as well as the theory
behind these interactions. A section on the boundary layer is also included. A combination of some of
the already well-established ’theoretical’ knowledge on SWTBLIs with the most relevant results from
the literature in characterising these interactions is presented, in terms of wall properties, turbulence
content and unsteadiness, the most likely mechanisms for causing the unsteadiness and some of the
most common control methods that have been implemented in the past.

Chapter 3 describes the methodology followed. The equations used for modelling the flow are
presented first, followed by the computational domain chosen, the boundary conditions imposed and
the grid used. The numerical method is described and the rationale for the selected dimensions of the
geometry is provided.

The results obtained are discussed in Chapter 4 starting with a validation of the method applied
by examining the behaviour of the undisturbed turbulent boundary layer. Next, the different as-
pects concerning the SWTBLI are considered and compared across the two proposed configurations:
from instantaneous to mean flow configurations, wall properties, reverse flow characterisation and
unsteadiness mechanisms. The effect of adding perforations to the wall and cavities beneath it is stud-
ied. Lastly, the main conclusions of the work and recommendations for future studies are presented
in Chapter 5.
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CHAPTER2
Theoretical Background

In this chapter the theoretical background necessary to understand the discussion of the results is
introduced. Section 2.1 focus on turbulent boundary layers (TBLs), their structure, the main pa-
rameters governing them, how they depend on the Reynolds number and the scalings used to com-
pare incompressible and compressible boundary layers. Section 2.2 explores the shockwave turbulent
boundary layer interactions (SWTBLIs) from a steady perspective and discusses how the main flow
parameters evolve throughout the interaction. Lastly, Section 2.3 focuses on the SWTBLI unsteadi-
ness and its control, presenting a literature review on the phenomenon itself and the main control
techniques implemented so far.

2.1 Turbulent Boundary Layer
When a flow is convected along a no-slip surface a boundary layer (BL) is formed (represented in Fig-
ure 2.1), which is a region of the flow where the velocity transitions from the external outer value
(𝑢 = 𝑢𝑒) to stagnation at the wall (no-slip condition, 𝑢 = 0m/s). The boundary layer thickness, 𝛿,
is defined as the wall-normal position where the streamwise velocity reaches 99% of the external outer
velocity (𝑢 = 0.99𝑢𝑒).

Figure 2.1: The concept of a boundary layer as it forms adjacent to a solid surface or “wall,” where the flow
velocity increases smoothly and asymptotically with distance away from the wall. (Leishman, 2022)

Depending on the flow history as well as on the flow conditions the boundary layer can be either
laminar or turbulent. In this section, an emphasis will be put on turbulent boundary layers given the
scope of this study.
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2.1. Turbulent Boundary Layer

Turbulent boundary layers and turbulent flow in general are characterised by the presence of fluc-
tuations in the flow properties, usually related to vortices and eddies that are generated and that en-
hance mixing between the different layers of the flow (as represented in Figure 2.2).

Figure 2.2: Fundamental differences in the characteristics between a laminar boundary layer and a turbulent
boundary layer. (Leishman, 2022)

As a result of themixing of the flow turbulent boundary layers are usually thicker and fuller. These
properties are related to the integral parameters presented in Subsection 2.1.2 andhave a big impact on
how the boundary layer and consequently the flow in general reacts to different disturbances, namely
shock wave boundary layer interactions (SWBLIs).

2.1.1 Structure (Law of the Wall)
The characterisation of a boundary layer is commonly done through its velocity profile. The velocity
profile can be defined as varying only with the wall-normal coordinate in the form 𝑢 = 𝑢(𝑦). When
compared to its laminar counterpart, the velocity profile of a turbulent boundary layer is fuller, mean-
ing that it has a steeper velocity gradient at thewall( 𝜕𝑢

𝜕𝑦 ∣
𝑙

< 𝜕𝑢
𝜕𝑦 ∣

𝑡
) and that it canwithstand stronger

adverse pressure gradients, since the flownear thewall transportsmoremomentum, brought from the
outer flow through the mixing mechanism. This steeper gradient also means a higher wall shear stress
(Equation 2.1) and skin friction coefficient (Equation 2.2) assuming a constant dynamic viscosity, 𝜇:

𝜏𝑤 = 𝜇𝑤
𝜕𝑢
𝜕𝑦 ∣

𝑤
, (2.1)

𝐶𝑓 = 𝜏𝑤
1
2𝜌∞𝑢2∞

. (2.2)

A graphical representation of the different shear stresses is shown in Figure 2.3.
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2.1. Turbulent Boundary Layer

Figure 2.3: The shear stress on a surface produced by a flowing laminar boundary layer is much lower than
that produced by a turbulent boundary layer. (Leishman, 2022)

The velocity profile canbe divided into 3different regions: the inner, the overlap and the outer lay-
ers. Each of these regions can be scaled based on different quantities. Closer to the wall the friction ve-
locity (Equation 2.3) and viscous length scale (Equation 2.4) are used for the non-dimensionalisation.
These quantities can be computed as

𝑢𝜏 = √ 𝜏𝑤
𝜌𝑤

, (2.3)

𝛿𝜈 = 𝜈√𝜌𝑤
𝜏𝑤

= 𝜈
𝑢𝜏

, (2.4)

where 𝜈 is the kinematic viscosity.
Based on either of the quantities defined above one can also define the viscous Reynolds number

as:

𝑅𝑒𝜏 = 𝑢𝜏𝛿
𝜈 = 𝛿

𝛿𝜈
. (2.5)

Inner Layer

The inner layer can be subdivided into the viscous sub-layer, the buffer layer and the overlap layer.
As indicated by its name it depends on the ’inner’ conditions at the wall. Using dimensional analysis
one can argue that the mean velocity depends on the shear stress at the wall, the density, the dynamic
viscosity and the wall-normal coordinate: �̄� = 𝑓(𝜏𝑤, 𝜌, 𝜇, 𝑦).

Based on the definition of the friction velocity (Equation 2.3) and using the Buckingham 𝜋 the-
orem, one finds that

𝑢
𝑢𝜏

= 𝑓 (𝑦𝑢𝜏
𝜈 ) . (2.6)
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2.1. Turbulent Boundary Layer

Introducing the wall units defined as:

𝑢+ = 𝑢
𝑢𝜏

,

𝑦+ = 𝑦𝑢𝜏
𝜈 = 𝑦

𝛿𝜈
,

(2.7)

the overall result is that for the inner layer the condition 𝑢+ = 𝑓(𝑦+) holds. This condition given in
wall units is also known as the Law of theWall.

Outer Layer

Opposing to the inner layer, the outer layer is not directly affected by the wall conditions, but by the
freestream conditions instead. Following the same reasoning as before a dimensional analysis can be
carried out. The only difference is that in this case also the pressure gradient is considered as one of
the parameters affecting the flow velocity: 𝑢𝑒 − 𝑢 = 𝑔(𝜏𝑤, 𝜌, 𝜇, 𝑦, 𝑑𝑝𝑒

𝑑𝑥 ).
The result of the analysis gives rise to theDefect Law:

𝑢𝑒 − 𝑢
𝑢𝜏

= 𝑔 (𝑦
𝛿 , 𝜉) , (2.8)

where 𝜉 = 𝛿
𝜏𝑤

𝑑𝑝𝑒
𝑑𝑥 is the pressure gradient parameter.

Logarithmic (Overlap) Layer

The region in between the inner and the outer layers is called the overlap layer. In this region both the
viscous and the freestream conditions are important.

As may be expected both the law of the wall and the defect law must agree in this region. Hence,
by equaling Equation 2.6 and Equation 2.8 one arrives to the conclusion that both functions 𝑓 and 𝑔
must be logarithmic functions, which gives the name to this layer also known as Logarithmic Layer.
Expressed in inner variables (or wall units), the general relation found for the logarithmic layer is:

𝑢+ = 1
Ω ln 𝑦+ + 𝐵, (2.9)

withΩ ≈ 0.41 being known as the von Karman constant and𝐵 ≈ 5.0 a fitting constant.

Overview

Having defined the different regions and its ’laws’ one can further develop the velocity characterisa-
tion based on the contributions of both themolecular and turbulent viscosity (based on theReynolds
stresses𝑢′𝑣′) for the total shear stress as a function of the distance to thewall. As plotted in Figure 2.4,
near the wall (inner layer) the molecular or viscous shear stress is more important, given the fact that
close to the wall velocity fluctuations tend to zero (and therefore, the Reynolds stresses are negligi-
ble). As one moves away from the wall (overlap layer), velocity fluctuations become more important
and the turbulent viscosity becomes predominant for the total shear stress. In the buffer layer both
contributions are important.
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2.1. Turbulent Boundary Layer

Figure 2.4: Shear stresses in a flat plate turbulent boundary layer. The boundary layer has a two-layer
structure. The inner layer thickness is exaggerated in this figure. The inner layer and the outer layer overlap to

give a logarithmic velocity law. (Cousteix, 2003)

Given this evolution of the character of the shear stress, the law of the wall is then adapted to each
of the sub-layers within the inner layer depending on shear stress considerations and its dominant
components, resulting in:

• Viscous sub-layer 𝑦+ ≤ 5 ∶ 𝑢+ = 𝑦+

• Buffer layer 5 ≤ 𝑦+ ≤ 30

• Logarithmic (overlap) layer 𝑦+ ≥ 30 ∶ 𝑢+ = 1
Ω ln 𝑦+ + 𝐵

If represented in a semi-logarithmic plot the turbulent velocity profile has the form shown in Fig-
ure 2.5, where the above relations are plotted in dashed lines.

Figure 2.5: Law of the wall in semi-logarithmic coordinates. (Cousteix, 2003).

The buffer layer has no expression attached to it. Nonetheless, there are a number of analytical
expressions that represent the entire velocity profile, being one of the most common the one from
Spalding (1961):

𝑦+ = 𝑢+ + 𝑒−Ω𝐵 (𝑒Ω𝑢+ − 1 − Ω𝑢+ − (Ω𝑢+)2

2! − (Ω𝑢+)3

3! ) . (2.10)
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2.1. Turbulent Boundary Layer

Figure 2.6 shows how this expression fits into experimentally measured velocity profiles on pipe
flows. The agreement is very good except in the wake region where a divergence is noticed.

Figure 2.6: Comparison of Spalding’s inner law expression with the pipe-flow data of Lindgren (1965).
(White &Majdalani, 2021)

Despite its convenience, Spalding’s relation is not commonly used in practical applications, with
the comparisons being made directly between the velocity profiles of interest and the relations for the
viscous sub-layer and the log-layer.

2.1.2 Integral Parameters
Based on the boundary layer velocity and density one can define two important integral parameters:
the displacement and the momentum thickness.

The displacement thickness (Equation 2.11) is the distance from the wall that a full constant ve-
locity profile must be displaced by to have the samemass flow deficit as the real boundary layer profile
(as shown in Figure 2.7) and, for compressible flows is given by

𝛿∗ = ∫
𝛿

0
(1 − 𝜌𝑢

𝜌𝑒𝑢𝑒
) 𝑑𝑦. (2.11)

Figure 2.7: Displacement thickness representation.

Themomentum thickness (Equation 2.11) is the distance from the wall that a full constant veloc-
ity profile must be displaced by to have the same momentum deficit as the real boundary layer profile
(as shown in Figure 2.7) and, for compressible flows is given by
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2.1. Turbulent Boundary Layer

𝜃 = ∫
𝛿

0

𝜌𝑢
𝜌𝑒𝑢𝑒

(1 − 𝑢
𝑢𝑒

) 𝑑𝑦. (2.12)

Figure 2.8: Momentum thickness representation.

Using both the previously defined integral parameters one can define a third parameter, the shape
factor 𝐻 , which is commonly used to have an idea of the nature of the flow, whether it is laminar
(𝐻 ≈ 2.6), turbulent (𝐻 ≈ 1.3), transitional or close to separation. It is given by the ratio between
the displacement and the momentum thicknesses, as expressed in Equation 2.13,

𝐻 = 𝛿∗

𝜃 . (2.13)

2.1.3 Turbulence Content & Reynolds Number Effects
Regarding their turbulence content, turbulent boundary layers are very complex. Just like any other
turbulent flow, they are highly three-dimensional, characterized by a general anisotropy, and despite
their chaotic appearance, coherent structures can be found.

In this section results from Laguarda et al. (2024a) will be used to illustrate the most important
features of this kind of flow and its dependency on the Reynolds number. Laguarda et al. (2024a)
have performed this study usingwall-resolved LES for a𝑀 = 2 flow, which is the sameMach number
targeted in this thesis.

The first and second-order velocity statistics are shown in Figure 2.9. As discussed in Subsec-
tion 2.1.1 themean velocity of TBLs follows the law of the wall with a near-wall viscous sub-layer and
a logarithmic region clearly visible, particularly for the higherReynolds number cases. For the smallest
value of 𝑅𝑒𝜏 presented the log-layer is almost nonexistent (meaning, it is not fully established). The
higher 𝑅𝑒𝜏 the bigger the extension of the log-layer before the wake region. This observation is also
related to the overall size of the BL which, for the same freestream conditions and fluid properties, is
bigger for higher𝑅𝑒𝜏 .

In terms of the Reynolds stress components, the intensity of the fluctuations increases with the
Reynolds number. Apart from this trend, it is always verified that the fluctuations with the highest
intensity are the streamwise fluctuations, followed by the spanwise and finally the wall-normal fluc-
tuations. The cross fluctuations (streamwise - wall-normal) are the only negative ones. Note that all
of them start at zero near the wall, due to the physical restriction imposed by the surface and tend to
zero outside the boundary layer, where freestream flow (approximately turbulence-free) is present.

Two important behaviours were identified by Laguarda et al. (2024a) for increasing Reynolds
numbers: as𝑅𝑒𝜏 increases a plateau for the shear stresses starts establishing and the wall-normal com-
ponent of the velocity variance peak moves closer to the boundary layer edge.
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2.1. Turbulent Boundary Layer

Figure 2.9: First and second-order velocity statistics: (𝑎) − (𝑏) van Driest transformed mean velocity and
density-scaled Reynolds stresses over the inner-scaled wall-distance 𝑦+. For reference, DNS data of Pirozzoli
and Bernardini (2011, 2013) at Mach 2.0 and𝑅𝑒𝜏 ≈ [250, 1100, 4000] is respectively indicated in panel (𝑏)
with orange, gray and blue markings. The indices 𝑖, 𝑗 for the Reynolds stresses are indicated in panel (𝑏), as

well as the peak value of the streamwise stress represented by the red circles. (Laguarda et al., 2024a)

Another important feature of turbulent flows and TBLs in particular are their turbulent struc-
tures and correspondent characteristic lengths. AsdemonstratedbyLaguarda et al. (2024a) and shown
in Figure 2.10 the bigger the Reynolds number, the smaller the scales near the wall. These near-wall
structures are influenced by the outer-layer structures which become larger with increasing 𝑅𝑒𝜏 (see
the discussion in Laguarda et al. (2024a) on the spanwise spectra of the spanwise velocities correla-
tion functions). The coupling between inner and outer fluctuations can be clearly seen in Figure 2.10
(𝑒)−(𝑓)where regions of dark and light colour coincide between the twowall-normal stations. More-
over, also thermodynamic properties and the wall-pressure in specific present higher intensity fluctu-
ations for higher𝑅𝑒𝜏 . Note, however, that the mean pressure is approximately constant throughout
the BL.

Figure 2.10: Instantaneous streamwise velocity field at 𝑦+ ≈ 15 (left panels) and 𝑦/𝛿0 ≈ 0.1 (right panels):
(𝑎) − (𝑏) 𝑅𝑒𝜏 ∶ 242 − 402; (𝑐) − (𝑑) 𝑅𝑒𝜏 ∶ 949 − 1338; (𝑒) − (𝑓) 𝑅𝑒𝜏 ∶ 3897 − 5554. Contour levels

from 𝑢′/𝑢∞ = −0.25 (dark shade) to 𝑢′/𝑢∞ = 0.25 (light shade).(Laguarda et al., 2024a)

Furthermore, as observed by Laguarda et al. (2024b) for increasing Reynolds number, the sepa-
ration between inner and outer structures becomes more evident (note their similar size for the low-
Reynolds number case in Figure 2.10 and how they are different for higher𝑅𝑒𝜏 ). Likewise, the struc-
tures present in both cases differ. At low 𝑅𝑒𝜏 hairpin vortices are easily identified, but they are not

11
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visible for higher Reynolds numbers (Laguarda et al., 2024a). In general, there is a decrease in space
and time scales of near-wall turbulence with increasing Reynolds number. Also, for higher 𝑅𝑒, the
agreement of the spanwise spectra at 𝑦 ≈ 0.1𝛿 becomes more evident (Laguarda et al., 2024b).

2.1.4 Morkovin's Hypothesis / Scaling
When analysing boundary layers onewants to be able to compare them regardless of theirMach num-
ber. However, for moderate Mach numbers compressibility starts having an effect and density varia-
tions within the boundary layer must be taken into account to obtain an accurate comparison.

In 1962Morkovin suggested that ”the essential dynamics of [supersonic boundary layer flows]...
will follow the incompressible pattern” (Smits & Dussauge, 2006). This similarity is also known as
Morkovin’s Hypothesis.

Based on this idea, Morkovin assumed that the time scales for the mean and fluctuating fields are
of the same order (meaning 𝑡𝑡 ≈ 𝒪(𝑡𝑚)). The turbulent time scale is defined based on the turbulent
kinetic energy and the turbulent dissipation rate as 𝑡𝑡 ≈ 𝑘/𝜖. Furthermore, it is assumed to be a
functionof several parameters, namely,mean time scale (𝑡𝑚), Reynolds (𝑅𝑒) andMach (𝑀 ) numbers,
distance to the wall (𝑦) and characteristic length scale (𝐿), among others:

𝑡𝑡 = 𝑔(𝑡𝑚, 𝑅𝑒, 𝑀, 𝑦, 𝐿, ...). (2.14)

Using Morkovin’s hypothesis one can conclude that 𝑔 ≈ 𝒪(1). Further analysing the mecha-
nisms of turbulence amplification and assuming constant shear stress as well as equal production and
dissipation of turbulence one can find a scaling for the compressible Reynolds stress components de-
fined as:

𝑢′𝑣′+ = 1
𝑢2𝜏

𝜌
𝜌𝑤

𝑢′𝑣′, (2.15)

where the symbol+ represents the scaled quantity inwall units. Formore details on the derivation
refer to Smits and Dussauge (2006). TheMorkovin hypothesis infers that the turbulence characteris-
tics are essentially not affected by the fluctuations of the thermodynamic properties, while the mean
properties are responsible for the divergence between the compressible and incompressible states.

2.1.5 Similarity Transformations for Compressible Flows
For smallMachnumbers, the lawof thewall allows scaling all incompressible boundary layers into one
single profile (DiGregorio et al., 2019). However, it is known that for𝑀 ≳ 0.3 compressibility starts
being relevant in the development of flows and in particular, boundary layers. Hence, if one wants
to compare boundary layers at different Mach numbers one has to correct (transform) the velocity
profiles to account for the compressibility effects. Considering Morkovin’s insight on the similarity
between patterns for both compressible and incompressible flows this should be possible.

van Driest Transformation
In 1951, van Driest (van Driest, 1951) developed a way of relating density to velocity in compressible
flows that would become one of the most successful velocity transformations.

He did it by anticipating Morkovin’s insight in accounting for variable density in his near wall-
mixing theory and using Prandtl’s assumption that 𝜏 ≈ 𝜏𝑡 (White &Majdalani, 2021) while neglect-
ing the sublayer:
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𝜏 ≈ 𝜏𝑡𝜌𝑙2 (d𝑢
d𝑦 )

2
, 𝑙 ≈ 𝐶𝑦, (2.16)

where 𝐶 is the proportionality constant in the mixing length (𝑙) formula. Furthermore, an ideal
gas with unit Prandtl number (𝑃𝑟 = 1) was also assumed. Using Crocco-Busemann approximation
van Driest (1951) found:

𝑢+
𝑉 𝐷 = 𝑢𝑒

𝑢𝜏𝐴 {sin−1 (2𝐴2 (𝑢/𝑢𝑒) − 𝐵√
𝐵2 + 4𝐴2 ) + sin−1 ( 𝐵√

𝐵2 + 4𝐴2 )} , (2.17)

where

𝐴 = (𝛾 − 1
2 𝑀2

𝑒
𝑇𝑒
𝑇𝑤

)
1/2

, 𝐵 = 1 + 𝛾−1
2 𝑀2

𝑒 𝑟
𝑇𝑤/𝑇𝑒

− 1,

which is the equivalent ofmodifying the velocity by the square root of the integrated density ratio
(White &Majdalani, 2021):

𝑢+
𝑉 𝐷 = ∫

𝑢

0
( 𝜌

𝜌𝑤
)

1/2
𝑑𝑢. (2.18)

As would be noticed years later by DiGregorio et al. (2019) the van Driest transformation suc-
cess in collapsing the velocity profiles for highMach numbers is confined to adiabatic wall conditions
cases. Moreover, the fact that van Driest scales 𝑢 and the wall-normal coordinate separately, results
in a disagreement between the true velocity gradients and the scaled gradients (d𝑢+

𝑉 𝐷
d𝑦+ ). Given the pre-

ponderance of these gradients for the shear stress and skin friction estimations, it is expected that a
bad scaling results in poor predictions for these quantities. In their paper DiGregorio et al. (2019)
focus on a new transformation proposed by Trettel and Larsson (2016) known as the Trettel-Larson
Transformation. Trettel and Larsson (2016) compared their scaling with the van Driest transforma-
tion for both supersonic channel flows and boundary layer DNS and experiments with heat transfer.
Trettel transformation performs particularly better than van Driest’s in the prediction of the viscous
sub-layer slope. For channel flow the overlap with DNS and experimental results was also very good,
with some mismatch verified for the boundary layer cases in the log-layer.

DiGregorio et al. (2019) concluded that the Trettel transformation was superior in comparison
to the van Driest transformation, particularly in the viscous sublayer and the buffer region and in the
prediction of gradients. They concluded that this improvement was independent of the heat trans-
fer status at the wall (adiabatic or isothermal). More recently, Laguarda et al. (2024a) concluded in
their study on supersonic boundary layers that this transformation led to increased scatter, in com-
parison with DNS data, in both the buffer layer and the quasi-logarithmic layers. This effect has been
reported before by other authors (Griffin et al., 2021; J. Huang et al., 2022; Cogo et al., 2022) being
related to the mean shear over-prediction in the logarithmic layer, due to the assumption of constant
viscous stress in the entire boundary layer (Griffin et al., 2021). Given the disagreement in perfor-
mance for both transformations considered, the van-Driest transformation will be used, following
the most common practice in the literature.
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2.2 ShockWaveTurbulent Boundary Layer Interaction
Many are the applications where one can find interactions between shocks and boundary layers. In
both external and internal aerodynamics, shock waves are generated every time a flow moves faster
than the speed of sound. At the same time, a boundary layer is always present around any geometry
subject to the incoming flow. Hence, these interactions can be observed very often in high-speed
flows. SWTBLIs have been studied for a long time in their most canonical forms: incident shocks on
flat plates and compression corners. They are usually studied separately. Threadgill and Bruce (2016)
studied both canonical configurations in the same wind-tunnel facility for the same flow conditions.

Despite their importance, only more recently focus has been given to the research in this field
with the development of supersonic and hypersonic engines and aircraft. Hence, being able to fully
understand and control this phenomenon is imperative for the next big developments in the aerospace
industry.

From a macro perspective it is possible to separate these interactions into two types: weak and
strong interactions. The main difference between the two is that strong interactions are capable of
inducing flow separation near the impingement location.

2.2.1 Weak Interactions
In weak interactions, the shock is not strong enough to induce separation. In this case the incident
shock penetrates the boundary layer at a given angle. As it goes deeper it starts bending, due to the
velocity gradient characteristic of boundary layer flow, until it vanishes at the BL’s sonic line (𝑀 = 1
line).

The impinging shock introduces a pressure gradient on the BL that is felt upstream of the shock
impingement location. This is because the gradient is transmitted through the subsonic part of the
BL. This gradient leads to a dilatation of the subsonic part of the BL. In turn, this dilatation will be
felt by the supersonic part, which is forced to curve around it. This will result in compression waves
(necessary to curve the flow) that depending on the strength of the shockmay coalesce into a reflected
shock (Babinsky &Harvey, 2011).

This phenomenon is very similar in both the flat plate (Figure 2.11a) and the compression ramp
(Figure 2.11b) cases as can be seen in the representations shown below. The main difference is that in
the compression ramp, the pressure gradient is imposed by the wall deflection, which also forces the
flow to change direction, originating the shock.

(a) Flat plate (b) Compression ramp

Figure 2.11: Representation of weak STBLI’s. (Babinsky &Harvey, 2011)
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2.2.2 Strong Interactions
These kinds of interactions are characterised by strong enough shocks that cause the separation of
the boundary layer. To understand them, the starting point is a shock impinging on the wall (for
the flat plate case). For the compression ramp, the shock is generated by the necessity to deflect the
flow near the wall. The generated shock due to flow turning then causes separation followed by a
similar interaction as observed for the flat plate case. The same is true for other canonical SWTBLIs
configurations. Comprehensive reviews can be found on the dynamics of SWTBLIs (Gaitonde &
Adler, 2023). Focus will be given to the impinging shock configuration in the following sections.

When a shock - incident shock (IS) - impinges on the flat plate it will impose a pressure gradient
sufficiently strong to cause separation. This separation is identified by the appearance of a recircula-
tion bubble in which the flow direction is reversed. As reported by Laguarda et al. (2024b), the higher
the Reynolds number, the more the bubble resembles a triangle, which justifies the approximation
made in Figure 2.13. Given a certain mean bubble, one can also define the mean separation, 𝑆 and
the mean reattachment,𝑅 points (see Figure 2.12). The bubble itself, through streamline curvature,
is responsible for the generation of the reflected shock (RS)𝐶2. At separation, a shear layer is formed
and spanwise-oriented vortices originate through a mechanism similar to Kelvin-Helmhotz type of
instability with scale of order 0.2𝛿∞ (Priebe & Martín, 2012). The separation bubble is separated
from the remaining flow by the detached turbulent shear layer, formed near separation (Pasquariello
et al., 2017).

Figure 2.12: Impinging shock configuration. (Babinsky &Harvey, 2011)

The transmitted shock,𝐶4 is reflected as expansion waves. This will cause the shear layer to bend
towards the wall promoting reattachment of the flow. At the same time, the bending of the flow is
accompanied by a series of compression waves that may coalesce into a reattachment shock (Babinsky
and Harvey, 2011; Pasquariello et al., 2017). Meanwhile, throughout the interaction, the boundary
layer thickness increases significantly (Dupont et al., 2006). In their study, Pasquariello et al. (2017)
found a maximum of about 3𝛿∞ for the boundary layer height close to the bubble apex.

For lowReynolds numbers the RS does not penetrate as deeply into the boundary layer (Pasquar-
iello et al., 2017; Laguarda et al., 2024b). This is directly linked to the properties of the sonic curve,
fromwhich compressionwaves emanate and is Reynolds number dependent (D. S. Dolling andMur-
phy, 1983; Babinsky and Harvey, 2011; Laguarda et al., 2024b). Furthermore, the increased viscous
effects associated with lowReynolds numbers contribute to a broader range of frequencies and atten-
uated shock intermittency due to the diffusion of the shock foot into a compression fan (Ringuette
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et al., 2009). In Laguarda et al. (2024b) the intersection between shock 𝐶1 and 𝐶2 was found to
occur at approximately 2.5𝛿𝑖𝑚𝑝, independently of the Reynolds number and the inviscid ”virtual”
impingement point was located at approximately 1𝛿𝑖𝑚𝑝 upstream of the reattachment point.

Dupont et al. (2006) suggested a linear relation between the interaction length 𝐿𝑖𝑛𝑡 (defined as
the distance between the RS mean position and the virtual IS impingement location) and shock in-
tensityΔ𝑝/2𝜏𝑤 (defined as the normalized pressure jump, where 𝜏𝑤 is the wall shear stress upstream
of the interaction - strong shock⇒ Δ𝑝/2𝜏𝑤 > 40, Dupont et al. (2006)). More recently, Helm and
Martín (2021) suggested a different relation for the two quantities previously mentioned, based on a
modification of the scaling method proposed by Souverein et al. (2013). The relation by Helm and
Martín (2021) takes into account heat transfer. They concluded that for incipient separation a linear
relation is indeed observed. For fully separated SWTBLIs, however, no collapse is found in the data.
They suggested that the physical mechanisms governing incipient and fully separated SWTBLIs are
different, which also requires different scalings.

Figure 2.13: Inviscid flowmodel of the strong RSWBLI. (Matheis &Hickel, 2015)

Figure 2.14: Shock polar representation of the inviscid flowmodel of the strong RSWBLI. (Matheis &Hickel,
2015)

By assuming inviscid flow (Figure 2.13), one can study the interaction using standard oblique
shock relations (Appendix A), which allows for estimates of the flow properties after the interaction.
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The interaction can also be further represented by its respective polar (Figure 2.14), which gives an
indication of the kind of interaction that one may expect, either a regular SWTBLI (RSWTBLI)
or an irregular interaction. The occurrence of each type of interaction is mainly dependent on the
freestream Mach number and the initial flow deflection. For a more extensive understanding of the
different types of interaction (regular and irregular) refer to Matheis and Hickel (2015).

2.2.3 Wall Properties
The skin-friction coefficient and the wall pressure are some of the most analysed parameters in SWT-
BLIs. Their trends and Reynolds number dependency will be discussed.

Skin-Friction
The skin friction distribution starts at a freestream value, which decreases with increasing Reynolds
number. As the interaction region is approached it starts decreasing steeply due to the upstream in-
fluence of the interaction. It then crosses the ⟨𝐶𝑓⟩ = 0 line at both the separation and reattachment
points that are defined in this way. In between these two points there is the recirculation region. It
can be identified in the ⟨𝐶𝑓⟩ distribution as the region with negative values. Laguarda et al. (2024b)
concluded that the distance between the separation and reattachment points, also known as the sep-
aration length𝐿𝑠𝑒𝑝 is not very sensitive to Reynolds number variations.

For SWTBLIs, a global minimum is always present. The location of this minimum is not depen-
dent on the Reynolds number (Laguarda et al., 2024b). For low Reynolds numbers, however, a 𝑊
shape can be identified in the separation region (Priebe et al., 2009; Aubard et al., 2013), with an ad-
ditional local minimum right after separation upstream of the global minimum (see Figure 2.15). On
the other hand, high Reynolds number interactions present a plateau in the region after separation
before the peak (see the illustrative high Reynolds example in Figure 2.15).

Figure 2.15: Time- and spanwise-averaged skin-friction evolution: ( ) low-, ( ) moderate-, ( )
high-Reynolds number. Separated regions are shaded in red and the gray lines denote the corresponding skin

friction distribution for the undisturbed TBL. Laguarda et al. (2024b)

Pressure
Thewall pressure evolution across the interaction is characterised by a smooth, but steep increase that
starts at the foot of the RS. Note that the curve of the mean wall pressure presents three inflection
points, more prominent for strong interactions (Delery andMarvin, 1986;Matheis andHickel, 2015
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- see Figure 2.17): at the RS foot (at the start of separation), within the separation region (due to the
onset of reattachment) and close to the reattachment position (related to the reattachment compres-
sion).

Figure 2.16: 𝑃 ∗ = (𝑃 − 𝑝1)/(𝑝2 − 𝑝1)mean pressure distribution along the interaction;
𝑋∗ = (𝑥 − 𝑋0)/𝐿,𝑋0 mean position of the reflected shock,𝐿 interaction length, 𝑝1 and 𝑝2 the inviscid
pressure upstream and downstream of the incident shock, respectively; the symbols represent different IS
angles; the horizontal lines dashed lines correspond to the inviscid theoretical values: ( ), 9° incidence;

( ), 7° incidence;𝑅𝑒𝛿∞ = 59.3 × 103. (Dupont et al., 2006)

Figure 2.17: Pressure distribution - high Reynolds number,𝑅𝑒𝛿∞ = 203 × 103. (Pasquariello et al., 2017)

For even stronger interactions, a plateau forms in the recirculation region, followed by another in-
crease, due to the reattachment of the boundary layer. The plateau pressure can be predicted using the
free interaction theory (Subsection 2.2.5) and it becomes more pronounced the bigger the Reynolds
number. For low Reynolds numbers, it is smeared and almost non-existent.
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The mean pressure then tends to the inviscid, post-shock value. However, this convergence with
the inviscid solution can be affected by the presence of expansion waves generated by the trailing edge
of the shock generator. When expansion waves are present the post-interaction mean wall pressure is
lower than the inviscid prediction. An illustrative example of the mean wall pressure can be seen in
Figure 2.16 and Figure 2.17 for low and high Reynolds numbers interactions, respectively.

The root-mean-square (RMS) pressure (see illustrative Figure 2.18) shows a different evolution.
Until the interaction, its value is close to zero. At the start of the interaction, at the RS foot, it has a
peak (D. S.Dolling andOr, 1985; D. S.Dolling andMurphy, 1983; Pasquariello et al., 2017). Dupont
et al. (2006) reported that the jump was approximately 𝑝′

2/𝑝′
1 ≈ 9. Downstream of this first bump

the fluctuations remain higher than upstream, with a small decrease close to reattachment due to the
compression of the flow in this region, followed by another smaller peak downstream of the mean
reattachment point related to the reattachment of the shear layer, which was found at about 2.4𝛿∞
by Pasquariello et al. (2017).

Figure 2.18: Dimensionless RMS wall pressure fluctuations, 𝑝′∗ = √𝑝′2/(𝑝2 − 𝑝1), symbols as in
Figure 2.16;𝑅𝑒𝛿∞ = 203 × 103. (Dupont et al., 2006)

It is important to note that the wall-pressure fluctuations become more intense as the Reynolds
number increases, which coadunate with the fact that for higher Reynolds numbers the shock orig-
inates from deeper within the boundary layer. Also, the passage of coherent structures contributes
to the pressure fluctuations, particularly, in the spanwise direction, as observed by Laguarda et al.
(2024b). Also, more recently, W. Wu et al., 2024 observed that using ridge-type roughness can re-
duce the wall pressure fluctuation peak in the separation onset region.

2.2.4 SWTBLIs Turbulence Content
In terms of turbulence content, one can focus the discussion into three different categories: the TKE
distribution, theReynolds stress tensor components and turbulent structures. RegardingTKE,Priebe
andMartín (2012) observed large values of TKE originating at the shock foot, extending in the down-
stream direction, above the recirculation region and along the shear layer. Also, near reattachment,
large values were registered. For a more detailed analysis of the TKE budgets of SWTBLIs the works
of Vyas et al. (2016) and Laguarda et al. (2024b) are suggested.
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The characterisation of theReynolds stress components ismade based on thework of Pasquariello
et al. (2017) forwhich the streamwise,wall-normal and spanwise components are shown inFigure 2.19
(𝑎), (𝑏) and (𝑐), respectively. Note that the distributions presented in Figure 2.19 were obtained for
a moderate Reynolds number of𝑅𝑒𝜃∞

= 14 × 103. For different Reynolds numbers, the same kind
of trends are expected. Nonetheless, the reader should keep this fact in mind when comparing it with
other cases.

Figure 2.19: Time- and spanwise-averaged Reynolds normal stress components. The shock system is visualised
by isolines of pressure gradient magnitude |∇𝑝|𝛿∞/𝑝∞ = {1.08; 3.28}. ( )𝛿, ( ) ⟨𝑀⟩ = 1, ( )

⟨𝑢⟩ = 0, ( ) dividing streamline 𝑦𝑑𝑠. A star (⋆) indicates the location of maximum contour level. Eight
discrete contour levels are shown by dashed lines. (Pasquariello et al., 2017)

In general, the streamwise Reynolds stress ⟨𝑢′𝑢′⟩ has higher intensity along the detached shear
layer (with its maximumnear the point ofmaximum stress production (Laguarda et al., 2024b) in the
separation point region close to the wall as reported in previous studies such as the ones by Pasquar-
iello et al. (2017) or Kang and Lee (2024)) and close to the reattachment point further from the wall.
According to Pasquariello et al. (2017) the region of high ⟨𝑢′𝑢′⟩ near the reattachment location has
to do with the interaction of the reattachment point with the convected vortices. Close to the bubble
apex, the convexity of the streamlines dampens this component of the Reynolds stress, which is the
most affected by the streamline curvature (Sandham, 2016). Laguarda et al. (2024b) reported that
the peak location shifts from the reflected shock foot to the core of the detached shear layer as the
Reynolds number increases. Based on their study of the TKE budget, they propose that this shift is
related to the increased pressure transport in the separation-shock excursion domain.

For ⟨𝑣′𝑣′⟩, the maximum is observed far from the wall in the reattachment region, but high lev-
els are also visible along the separation and reattachment shocks, associated with their unsteadiness
(Pasquariello et al., 2017).
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Lastly, the spanwise component has a similar distribution to that found for the streamwise compo-
nent. Nonetheless, itsmaximum is found at thewall in the reattachment area about3𝛿∞ downstream,
below another high-level region (Pasquariello et al., 2017). A different location for the maximumwas
found by Laguarda et al. (2024b) who reported that location to be in the first half of the detached
shear layer away from the wall.

2.2.5 Free Interaction Theory
When analysing SWTBLIs one of themost useful tools for initial predictions of flowdisplacement/de-
flection and pressure distributions is the free interaction concept. This conceptwas first introduced by
Chapman et al. (1958) and further reviewed by others such as Delery andMarvin (1986) or Babinsky
and Harvey (2011). The general idea of this concept is that the interaction is entirely determined by
the properties of the flow at the onset of the interaction.

Figure 2.20: Free interaction region of RSWBLI - boundary layer displacement. (Matheis &Hickel, 2015)

Based on free interaction theory one can determine the flow deflection at separation. Figure 2.20
shows a schematic of the interaction close to the separation point. In this subsection, the subscript 0
indicates the onset conditions. One can assume that the deflection of the inviscid outer flow is exactly
the same as the one imposed by the displacement of the boundary layer

d𝛿∗

d𝑥 = 𝜗(𝑥) − 𝜗0. (2.19)

By normalizing the streamwise coordinate and the BL displacement thickness and assuming sim-
ilarity for both the BL profile as well as for the pressure rise one finds a universal correlation function
𝒢 that is independent of both the Reynolds and the Mach number given by

𝒢(𝑠) = √𝑓1(𝑠)𝑓2(𝑠) = √𝑝(𝑠) − 𝑝(0)
𝑞0

𝜗(𝑠) − 𝜗0
𝐶𝑓0

≈ 𝑝(𝑠) − 𝑝0
𝑞0

(𝑀2
0 − 1)0.25(2𝐶𝑓0

)−0.5.
(2.20)

The expression presented for 𝒢 in Equation 2.20 uses the linearised wave equation to express
the pressure variation induced in the outer flow as proposed by Chapman et al. (1958). Carrière
et al. (1969) generalized the theory presented by Chapman et al. (1958) to take into account non-
uniformities in the incoming flow. Hence they proposed a universal correlation function 𝒢 of the
form
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𝒢(𝑠) = √𝑝(𝑠) − 𝑝0
𝑞0

𝜈(𝑠) − ̂𝜈(𝑠)
𝐶𝑓0

, (2.21)

where 𝜈 is the Prandtl-Meyer angle for the actual pressure at 𝑠 and ̂𝜈 is the value that it would have
in the absence of separation (Delery &Marvin, 1986). The Prandtl-Meyer angle is computed as pre-
sented in Equation A.15.

Depending on the applications and the method used for its determination 𝒢 and 𝒢 can take dif-
ferent values. The value of 𝒢𝑝 = 6.2 assumed by Matheis and Hickel (2015) will be used here for
the plateau value. Knowing the values of 𝐶𝑓0

and 𝑀0, together with the assumption 𝒢 = 𝒢𝑝 one
can iteratively determine the plateau pressure ratio 𝜀 = 𝑝𝑝/𝑝0. To do so, one must further assume
no curvature (flat plate) and isentropic compression, which yield Equation 2.22 and Equation 2.23,
respectively,

𝑀2(𝑠) = 𝑀2
0 , (2.22)

𝑀2(𝑠) = 2
𝛾 − 1 [( 𝑝0

𝑝(𝑠))
(𝛾−1)/𝛾

(1 + 𝛾 − 1
2 𝑀2

0 ) − 1] . (2.23)

The coordinate 𝑠 is given by 𝑠 = (𝑥 − 𝑥0)/(𝑥𝑟𝑒𝑓 − 𝑥0), with 𝑥𝑟𝑒𝑓 being the coordinate where
𝒢 = 4.22 and 𝑥0 the position for which 𝑑𝑝/𝑑𝑥|𝑤(𝛿0(𝑥)/𝑝𝑤(𝑥)) = 3.5 × 10−3.

Having determined the plateau pressure ratio, the flowdeflection across theRS can be determined
as

𝜗02 = arctan [(𝜀 − 1)2[2𝛾(𝑀0 − 1) − (𝛾 − 1)(𝜀 − 1)]
[𝛾𝑀2

0 − (𝜀 − 1)]2[2𝛾 + (𝛾 − 1)(𝜀 − 1)]]
0.5

. (2.24)

According to the study made by Laguarda et al. (2024b) both the incipient plateau pressure and
the separation-shock angle are rather insensitive to variations in the Reynolds number.

For a more comprehensive derivation and understanding of the free interaction theory refer to
Chapman et al. (1958), Delery andMarvin (1986) andMatheis and Hickel (2015).

2.3 SWTBLI Unsteadiness
SWTBLIs are characterised by low-frequency unsteadiness, particularly, on the reflected shock. There
are a number of different mechanisms that have been pointed out throughout the years as the sources
for this unsteadiness. From upstream to downstream mechanisms and also an inherent instability
have been observed to be correlated with the shock motion. A comprehensive review on these can be
found in the work of Dussauge et al. (2006), or more recently Clemens and Narayanaswamy (2014).

A growing body of evidence suggests that downstream mechanisms drive the low-frequency un-
steadiness, with the upstream mechanism and the inherent instability being also considered as con-
tributing to the low-frequency shock motion, despite being more prominent for low Reynolds num-
bers and when the shock is in the extremes of its excursion range.

2.3.1 UpstreamMechanisms
Large eddy simulations of Hunt and Nixon (1995) showed an approximately one-to-one relation-
ship between the shock velocity and the incoming turbulent velocity fluctuations, supporting Erengil
(1993) conclusions.
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Ünalmis and Dolling (1994) suggested that low-frequency variations in the incoming boundary
layer thickness might induce the large-scale shock motion based on the comparison of the mean pitot
pressure at a fixed vertical position in the boundary layer upstream and downstream of the shock foot.
Moreover,Ganapathisubramani et al. (2007) suggested that superstructures, regions of alternating low-
and high-speed fluid in the logarithmic layer, would be responsible for the shock motion. These su-
perstructures were also identified in DNS simulations (Ringuette et al., 2007). Their longitudinal
extension is of the order of 𝒪(10𝛿∞) (Priebe & Martín, 2012) and can go up to 30𝛿∞ (Piponniau
et al., 2009).

S. Beresh et al. (1997, 1998), on the other hand, found no significant correlation between the up-
stream boundary layer thickness and the shock foot location. The correlation between the incoming
TBLfluctuations and the shock foot velocity did not show any relation between the two quantities (S.
Beresh et al., 1998). S. J. Beresh et al. (2002) reported evident correlations between positive/negative
fluctuations close to the wall in the incoming boundary layer and downstream/upstreammovements
of the shock, respectively, consistent with the principle wherein positive velocity fluctuations con-
tribute to amomentarily fuller velocity profile, which in turn ismore resistant, postponing separation
to a downstream position and vice-versa (see Figure 2.21). Nonetheless, S. J. Beresh et al. (2002) con-
cluded once more that a thickening/ thinning boundary layer mechanism is probably not the cause
of the shock unsteadiness.

Figure 2.21: Relation between the incoming boundary layer and the separation shock foot unsteadiness.
(S. J. Beresh et al., 2002)

M.Wu and Martín (2007) in their DNS of a Mach 2.9 compression ramp found ”no significant
difference in the properties of the incoming boundary layer when the shock location is upstream or
downstream” concluding that the incoming boundary layer structures have a minimal impact on the
shock unsteadiness. Also Priebe and Martín (2012) observed weak statistical link between the two
parameters.
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Figure 2.22: Power spectral density in the upstream boundary layer -𝑀∞ = 2.3; ( ) momentum
fluctuations: 𝑦/𝛿 = 0.2; ( ) wall pressure fluctuations, low pass = 50 kHz. (Dupont et al., 2006)

Regarding the incoming boundary layer, Dupont et al. (2006) analysed its power spectral den-
sity (PSD) spectrum for a Mach 2.3 flow in the wind tunnel where they observed the characteristic
high-frequency content of TBLs (𝒪(𝑢∞/𝛿∞)) with no low-frequency content present as seen in Fig-
ure 2.22.

This shows that the low frequencies found in SWTBLIs are related to the dynamics of the inter-
action itself. Overall, these findings provided little support for the thickening/ thinning boundary
layer mechanism, despite being admitted that according to the correlations found between incoming
fluctuations and the shock unsteadiness, they might have someminor influence in the low-frequency
motion (Priebe &Martín, 2012). Regarding the upstream mechanism, a Reynolds-independent sta-
tistical link between the shock motion, the velocity streaks and large-scale vortices at low frequencies
was found by Laguarda et al. (2024b) indicating that the incoming turbulence may influence the dy-
namics of the interaction.

2.3.2 DownstreamMechanisms
Dupont et al. (2006) mentioned that they found a strong correlation between the IS foot motion
and the second half of the interaction/separation zone. Furthermore, they reported a phase shift of 𝜋
between the two pressure signals measured at each of those locations.

Similar results were obtained by M. Wu and Martín (2007) and Priebe and Martín (2012) who
found a negative correlation between the mean separation and reattachment points locations, which
indicates a breathing motion of the separation bubble. Further analysis from M. Wu and Martín
(2007) not only found that the mass (and hence, size) of the bubble is correlated with themean shock
location (with a correlation peak of 0.7), but that the shock motion lags the motion of the separation
bubble by ≈ 13𝛿∞/𝑢∞. Based on these observations they concluded that ”the separation bubble
drives the shock motion”. Priebe and Martín (2012) also supported this conclusion in their DNS of
a compression ramp in Mach 2.9 flow. Likewise, Hu et al. (2021) argued to have ”evidence” relating
the unsteady low-frequency with the breathing of the separation bubble and the flapping motion of
the shock.

Pirozzoli and Grasso (2006) proposed an acoustic feedback mechanism as the driver for the un-
steadiness. Acoustic disturbanceswould propagate upstream through the subsonic part of the bound-
ary layer, feeding the loop. Evidencewas found of this acoustic propagation byLaguarda et al. (2024b)
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who reported a lag of the separation shock motion concerning the bubble volume variations, consis-
tent with the time required for an acoustic wave to travel from the reattachment to the separation
point. Likewise, M. Wu and Martín (2007) further hypothesised a feedback-loop between the sepa-
ration bubble, the shear layer and the shock. They propose that the shear layer entrainment, caused
by the generated vortices, and the injection near the reattachment point are responsible for negative
and positive fluctuations in the bubble mass, respectively. Priebe and Martín (2012) supported this
hypothesis and reported a low-frequency flapping of the shear layer that they linked to the shock mo-
tion. When the bubble expands, the separation and reattachment point move, upstream and down-
stream, respectively. This causes the RS to also move upstream following the separation point. The
movement of the shock alleviates the pressure gradient and streamlines curvature in the separation
region, reducing the entrainment of fluid. The bubble becomes unstable and breaks, bursting fluid
outside the bubble, and making it shrink. The shrinking causes the shock to move downstream and
its effect on the pressure gradient and streamline curvature is now the opposite feeding the feedback
loop.

Piponniau et al. (2009) admitted M. Wu and Martín (2007) hypothesis and developed a simple
model for the separation and bubble dynamics that aimed to relate the subsonic and supersonic bub-
ble motions. The characteristic Strouhal numbers as defined in Subsection 2.3.4 do not match for
both conditions being approximately 0.03 and 0.12 for supersonic and subsonic detached flows, re-
spectively. Hence, they came up with a Strouhal number that is weighted by two functions: the first
considering density and reverse flow intensity 𝑔(𝑟, 𝑠) and the second accounting for compressibility
effectsΦ(𝑀𝑐), where 𝑟 and 𝑠 are the external velocity and density ratios across themixing layer, while
𝑀𝑐 is the isentropic convective Mach number. By plotting the quantity 𝑆𝑡 × {𝑔(𝑟, 𝑠)Φ(𝑀𝑐)}−1

they found a collapse of the data for a representative mean value of 6 ± 20% (see Figure 2.23), which
made them conclude that the previously verified difference in Strouhal numbers must be related to
the Mach dependence on the mixing layer entrainment (Φ(𝑀𝑐)).

Figure 2.23: Scaled Strouhal number of the shock oscillation. (Piponniau et al., 2009)

Adding toM.Wu andMartín (2007) proposed downstreammechanism, Piponniau et al. (2009)
further observed an asymmetric behaviour of the shock motion. Its movement downstream is some-
what confined when the bubble contracts while it almost doubles the displacement upstream when
the bubble expands. Priebe and Martín (2012) further mentioned a ”sawtooth-like” trajectory of
the reattachment point, moving downstream at almost constant velocity with rapid relaxations when
moving upstream. This behaviour of the reattachment point was also observed by Hu et al. (2021).

Piponniau et al. (2009) also analysed the influence of upstreamdisturbances on the bubble breath-
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ingmotion and even though they found a correlation between the two, they concluded that upstream
fluctuations are unlikely to be the cause of the breathing and that theymay only interfere with the de-
velopment of the extreme states of the bubble.

2.3.3 Inherent Instability
A thirdmechanism proposed for the characteristic SWTBLIs low-frequency unsteadiness is an inher-
ent instability. Touber and Sandham (2009) performed LES on a flat plate shock reflectionMach 2.3
flow and observed an unstable global mode based on a linear stability analysis of the mean flow. Ac-
cording to them this could be the drivingmechanism for the unsteadiness. One should keep inmind,
however, that the spanwise domain extension used by Touber and Sandham (2009) was very small,
which could have introduced artificial numerical coupling between the spanwise periodic boundaries.
In fact, for a very similar case, Laguarda et al., 2024b showed that a domain aswide as3−4𝛿wasneeded
to avoid artificial correlations between fluctuating quantities at the spanwise boundaries.

According to Guiho et al. (2016) the most unstable global mode is located along the line 𝑢 =
0, especially around the reattachment point. Priebe and Martín (2012) found similar skin-friction
distributions throughout the interaction as Touber and Sandham (2009), associatedwith the burst of
the bubble or the enhancement of separation, whichmade them also consider the global instability as
the source of the unsteadiness. Figure 2.24 shows a schematic of themechanism and flow structure as
observed by Priebe andMartín (2012).

Figure 2.24: Schematics of the different flow structure observed depending on the phase of the low-frequency
motion: (𝑎) bubble growth phase; and (𝑏) bubble collapse phase. (Priebe &Martín, 2012)

Touber andSandham(2011) proposed that some forcing shouldbepresent for theunsteadiness to
exist since, according to them, the low-frequencymotion is an intrinsic low-pass filter due to the inter-
action and not necessarily due to any upstream or downstreammechanisms. Pasquariello et al. (2017)
obtained results consistent with the inherent instability mechanism in the interaction zone through
their PSD and sparsity-promoting dynamic mode decomposition (SPDMD). They suggested that
Götler-like vortices can be the ”continuous (coherent) forcing” for strong SWTBLIs. Furthermore,
they suggest a centrifugal instability to be the plausiblemechanismof generationof the vortices. These
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vortices have also been identified in Loginov et al. (2006) LES on a compression ramp flow. Both ex-
perimental and numerical results agree that the spanwise extension of each vortex pair is≈ 2𝛿∞.

The numerical work from Grilli et al. (2013) and Priebe et al. (2016) for compression ramps ob-
served streamwise-elongated Götler-like vortices originating around the reattachment point. Also
Pasquariello et al. (2017) found them in their dynamic mode decomposition (DMD) analysis for an
impinging shock configuration. These vortex pairs have an intrinsic spanwise wavelength of about
𝜆𝑧 ≈ 2𝛿∞ (Schülein and Trofimov, 2011; Priebe et al., 2016; Hu et al., 2021).

According to Pasquariello et al. (2017) the counter-rotating vortices do not have a fixed spanwise
position as reported by Loginov et al. (2006). They induce up- and downwash in alternating span-
wise regions. In the upwash regions, the shear stress at that spanwise location is reduced moving the
reattachment point downstream. The opposite is true for the induced downwash regions. Despite
considering the Götler-like vortices as a possible driving mechanism to the unsteadiness, Pasquariello
et al. (2017) also reported that the vortices ”appear and disappear, coalesce and separate in an appar-
ently random manner”. Hu et al. (2021) made similar observations. These observations of random-
ness suggests that the average effect of these vortices might be diminished and not ”constant” enough
to be responsible for the unsteadiness observed in SWTBLIs. Hence, even thoughGötler-like vortices
may impact the low-frequency unsteadiness, given the different temporal scales, they are most likely
not its source.

2.3.4 Frequency Content
To address the topic of frequency content one must first define the Strouhal number 𝑆𝑡 as 𝑆𝑡 =
𝑓𝐿/𝑢∞. The length in the Strouhal number definition can vary with some authors proposing the
separation length𝐿𝑠𝑒𝑝 while others prefer to use the interaction length𝐿𝑖𝑛𝑡.

Figure 2.25: PSD along the interaction. (Dupont et al., 2006)

Following the representative example published by Dupont et al. (2006) presented in Figure 2.25
one can analyse the evolution of the frequency spectrum across the interaction. This evolution was
also observed by other authors such as Priebe andMartín (2012). Four regions can be identified. The
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first (upstream of the interaction) is related to the incoming boundary layer. As seen in Figure 2.22
it is characterised by energetic high frequencies (above 10 kHz) with no low-frequency content. The
second region is located around the separation shock. There is a clear shift to low frequencies in this
region (some hundreds of Hz - of the order of 0.007 − 0.013𝑢∞/𝛿∞, M. Wu and Martín (2007))
attributed to the RS unsteadiness, which has a displacement of the order of the initial boundary layer
thickness. The third region is the interaction region itself where a range of intermediate frequencies
is found (𝑆𝑡𝑖𝑛𝑡 ≈ 0.5, Dupont et al. (2006)). One can still find significant energy for both high and
low frequencies associatedwith the incoming boundary layer and the characteristic low-frequencyRS
unsteadiness. These frequencies are associated with the convection of large scales over the recircula-
tion zone where vortices in the shear layer formed at the shock foot are shedded close to the separation
bubble apex. Laguarda et al. (2022) also found a peak for 𝑆𝑡𝑠𝑒𝑝 ≈ 0.1, which becomes more intense
for higher Reynolds numbers. In a different study on the effects of the Reynolds number in SWTB-
LIs, Laguarda et al. (2024b) observed once more a peak for the same Strouhal number in the bubble-
volume spectra. Lastly, a relaxation region is present downstream of the reattachment point where
the frequencies are high but lower than for the original incoming boundary layer. This reduction in
frequency is due to the growth of the BL across the interaction, but also due to the rearrangement of
the vortical structures that become larger.

In agreement with the spectral evolution discussed above and taking into account their locations
in the interaction Priebe and Martín (2012) observed that while the separation point has most of its
energy in the low-frequency range, the reattachment point, while still presenting some energy at those
frequencies, has most of its energy contained in higher frequencies (for 𝑆𝑡𝑖𝑛𝑡 ≈ 0.5).

Reflected Shock Properties
As seen before, in SWTBLIs the low-frequency shock foot unsteadiness presents a characteristic fre-
quency that is much lower than the frequency of the incoming boundary layer fluctuations, about
two orders of magnitude lower -𝒪(0.01𝑢∞/𝛿∞) (Kistler, 1964; Gonsalez andDolling, 1993; Pipon-
niau et al., 2009; Priebe andMartín, 2012). This fact has been observed in several experiments such as
the ones carried by D. S. Dolling and Or (1985) or Dupont et al. (2006). The streamwise movement
of the shock extends for a range of about 1𝛿∞ (M.Wu&Martín, 2007).

The low-frequency motion is related to a Strouhal number in the range 𝑆𝑡𝑖𝑛𝑡 = 0.025 − 0.04,
having an average value of 0.03 (±20%) using𝐿𝑖𝑛𝑡 as scaling parameter (Dupont et al., 2006). Other
authors (M. Wu andMartín, 2007;Priebe andMartín, 2012) indicate an extended range for the low-
frequency Strouhal number of 0.02 − 0.05. As expected, the shock motion is correlated with the
motion of the mean separation point (M.Wu&Martín, 2007).

Adding to the low-frequency the shockmotion also exhibits high-frequency contentof𝒪(𝑢∞/𝛿∞)
(M.Wu&Martín, 2007). This high frequency, however, becomes decorrelated spanwisewith increas-
ing wall distance. The low-frequency, on the other hand, remains spanwise correlated for large values
of Δ𝑦 and in phase across the span. This indicates an approximately 2D motion of the shock. 3D
effects are mentioned to be important near reattachment (Priebe &Martín, 2012) and enhanced for
higher Reynolds numbers (Laguarda et al., 2024b).

Muck et al. (1988) was one of the first to report a spanwise non-uniformity. Later, M. Wu and
Martín (2007) identified it as a spanwise wrinkling (with an amplitude of ≈ 0.5𝛿∞), that they at-
tribute, based on their results, to the turbulent structures in the incoming boundary layer, particularly
to low-momentum fluid. Also Andreopoulos and Muck (1987) and Erengil and Dolling (1991) had
proposed a similar cause. Likewise, they also observe large-amplitude wrinkling with magnitudes of
the order of 4𝛿∞. Nonetheless, the mean position of the shock foot is similar across the span. Also,
Humble et al. (2009) reported the spanwise wrinkling of the shock due to the passage of coherent
structures in their PIV measurements of a Mach 2.1 impinging SWTBLI. The spanwise position of
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the shock is correlated with the edge of the separation bubble, as high-speed flow, displaces the shock
foot closer to the wall, postponing separation (Laguarda et al., 2024b).

2.3.5 Unsteadiness Control
Given the recurrence and the impact of SWTBLIs in nowadays engineering applications, it is of the ut-
most importance to try to control this phenomenon, particularly to reduce its unsteadiness and avoid
separation, since these two effects are the most detrimental for aircraft, wing and inlet performances.
Throughout the years several controlmethods have been studied to address these problems: from cav-
ities to micro vortex generators or ramps, to channels and boundary layer bleeding/suction as well as
jets, plasma actuators and electrical discharges. Twomajor categories can be identified: boundary layer
control and shock control mechanisms. The first focuses on energising the incoming boundary layer
to make it more resistant to adverse pressure gradients, while the second pretends to decrease those
pressure gradients by weakening the shock and dampening its unsteadiness. W. Huang et al. (2020)
provide a comprehensive review of the most commonmethods and their impact on the SWTBLI.

Porous/Perforated Wall
Raja sekar et al. (2019) applied perforated walls both upstream and downstream of the separation
bubble as well as the combination of the two for a scramjet configuration. Their results showed that
having two separate perforated regions up- and downstream of the bubble results in the biggest de-
crease in the bubble size.

Jana et al. (2020) used the samemethod in a similar application (see Figure 2.26). They testedwalls
with different levels of porosity. They observed an increase in performance as the result of a reduction
in shock strength and suppression of the separation bubble. The bubble size decreasedmonotonously
with increasing surface perforation for a porosity of up to 17%.

Figure 2.26: Engine intake perforated wall application. (Jana et al., 2020)

Feedback Channel
This control configuration is based on the feedback loop as explained in Subsection 2.3.2. It creates
a channel between the downstream and upstream regions of the interaction. In each location, one
can impose fluid suction and injection, respectively, with another possibility relaying on the pressure
gradient created by the shock to drive the flow through the channel.

Pasquariello et al. (2014) used the suction/blowing method on aMach 2.3 impinging shock con-
figuration, keeping the flow injection location constant as shown in Figure 2.27. They concluded that
the suction reduces the volume of the recirculation bubble, yielding the best results when applied to
the rear part of the bubble. Moreover, due to the presence of the suction slots, additional unsteady
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shocks are generated in their vicinity. On the other hand, the injection of fluid upstream of the inter-
action leads to an increased subsonic layer for all configurations tested.

Regarding the interaction frequency content, Pasquariello et al. (2014) observed a shift of the
high energy low-frequencies to higher frequencies. The energy level, however, was only decreased
when the suction was applied to the rear region of the bubble. When suction is applied to the rear
part, the mitigated reflected shock dynamics and the acceleration of the flow near the wall (due to
suction) contribute to a local increase of the skin friction upstream of the suction slot and a decrease
in the turbulence production within the interaction zone. Likewise, also turbulence fluctuations are
damped. If suction is applied in themiddle of the bubble region, the shock-excursion length increases.

Figure 2.27: Schematic of the control method considered by Pasquariello et al. (2014). Blue planes: reflected
shock system. Grey Surface: 2D sketch of the recirculation region.

Also L. Yan et al. (2020) studied this method for an impinging shock configuration using RANS.
They tested different suction/bleed positions as well as various channel widths. According to them,
the placement of the suction slot on the windward side of the separation zone is advantageous, re-
ducing the separation length as well as the wall pressure peak. Moreover, a secondary separation was
observed in the bleeding slot with a secondary shock system being formed. However, this enhanced
mixing, which proved beneficial. Lastly, they concluded that the dimensions of the slots have only a
small impact on the flow control efficiency.

Step Flows

Step flows have been studied previously in different contexts from a fundamental understanding per-
spective. Nonetheless, only more recently they have been addressed as possible control mechanisms
for SWTBLIs. Laguarda and Hickel, 2024 work pioneered this new perspective. In their work, La-
guarda and Hickel, 2024 used a backward-facing step (BFS) with the intent of blocking the acoustic
connection betweenmean separation and reattachment points. The results obtained showed a signif-
icant reduction in low-frequency unsteadiness, while maintaining similar separation length. Hence.
the outcomes of their study provide strong evidence for the downstreammechanism.

Additionally, other step flowswill be discussed next. The following studieswere not implemented
with the a priori intention of controlling the SWTBLI.Nonetheless, they give further insight into the
SWTBLI dynamics and its behaviour in this kind of configuration. Hence, they are still regarded as
informative of the characteristics of SWTBLI flows over steps.

BFSflowshave been tested in various configurations. In general, this approach increases the length
of the separation bubble despite decreasing its height. Hu et al. (2021) reported a separation length
of about 3 times the height of the step (𝐿𝑠𝑒𝑝 ≈ 3ℎ) This is due to the recirculation region formed at
the corner of the step (see Figure 2.28).
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Figure 2.28: Illustrative representation of a BFS SWTBLI configuration. (Hu et al., 2021)

Due to its geometry, a BFS also generates an expansion fan that when interacting with the shocks
will weaken them, promoting less severe adverse pressure gradients on the boundary layer. This ex-
pansion fan is also responsible for an increase in skin friction upstream of the step (Hu et al., 2021).
Regarding pressure, an accentuated drop is present in the corner recirculation region, after which it
increases again to its initial value (Hu et al., 2021). As also found in uncontrolled impinging config-
urations, Hu et al. (2021) reported that the small incoming vortical structures combine into larger
coherent structures due to the shear layer instability (Figure 2.29). Hu et al. (2021) also reported sim-
ilar Reynolds stress components distributions similar to those found by Pasquariello et al. (2017) and
shown in Figure 2.19.

Figure 2.29: Illustrative representation of a BFS instantaneous vortical structures. (Hu et al., 2021)

Moreover, Hu et al. (2021) also observed the spanwise wrinkling of the shock and based on their
DMDanalysis the low-frequencymotion of the shock is coupledwith the streamwise-elongated struc-
tures that are the signature of Götler-like vortices. According to them, Götler-like vortices are the
forcing sustaining the low-frequency motions of the shock and separation bubble. In their study,
they found a strong correlation of the vortices with the upstream disturbances. Furthermore, they re-
ported an overall increase in the Strouhal number range, being about 3 times larger than for canonical
cases. They attributed this shift to the fixed separation point and confinement caused by the stepwall.

The exact effect of the BFS on the flow depends on the flow conditions, but also on its geometry.
As found by Li and Liu (2019) the deeper the step, the longer the recirculation region, the bigger the
suppression of the mean pressure increase and the smaller the turbulence production in the vicinity
of the interaction. The pressure loads, however, remain unaltered. Both step configurations used by
Li and Liu (2019) had a height smaller than the boundary layer thickness.

Zhai et al. (2022) used a BFS to mitigate separation on a Mach 5 hypersonic inlet. They placed
the step at the shock generator, to create two weak shocks instead of a single stronger one. Using
this method they manage to decrease the extent of the recirculation region, with the separation point
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moving downstream and a fuller BL velocity profile downstream of the interaction. They concluded
that having the BFS on the shock generator instead of on the flat plate can decrease the length, height
and volume of the separation bubble by at least 60% using the correct parametrical settings for the
dimensions and position of the BFS.

Micro vane / vortex generator

A different but related approach to steps is using micro vortex generators (MVGs) applied directly to
the impinging surface. This technique has had multiple applications in both research and engineer-
ing applications (McCormick, 1993; B. Anderson et al., 2006; Babinsky et al., 2009; Titchener and
Babinsky, 2013). These devices work by providing the incoming boundary layer with additional mo-
mentum due to the mixing promoted by the vortices generated. Two kinds of vortices are generated:
streamwise and Kelvin-Helmholtz (K-H) vortices (see Figure 2.30).

Figure 2.30: Streamwise and K-H vortices visible through vorticity iso-surfaces. (Z. Sun et al., 2012)

According to Y. Yan et al. (2012) the vortex rings are generated due to the inflection points in the
shear layer, which contribute to the development of K-H instabilities (see Figure 2.31). The vortices
then roll forming a vortex train that will interact with the SWTBLI (see Figure 2.32).

Figure 2.31: K-H vortices in the shear layer (indicated by white cycles). (Z. Sun et al., 2012)
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As observed by Z. Sun et al. (2012) while moving downstream, the vortex system moves up in
height at an approximately linear rate. Each vortex is accompanied by amomentumdeficit (maximum
slightly inside and above thepositionof the vortex core). Due to the local backwardfloweffect induced
below the K-H vortices, the low-speed region develops into several packets. According to Z. Sun et al.
(2012) the induced velocities result in a net positive lift force, responsible for the upward shift of the
overall wake, which is encompassed by a circular shear layer.

Figure 2.32: Sequence of frames showing vortex ring interaction with the leading and rear legs of the
lambda-foot shock. (Y. Yan et al., 2012)

Thepreviously almost 2Dflow, becomes highly three-dimensional as the vortices bring high-speed
flow closer to the wall, reenergizing the boundary layer, while removing low-speed flow away from the
wall. In this way, the boundary layer becomesmore resistant to the adverse pressure gradients imposed
by downstream geometries or shock interactions. The mean velocity suffers a decrease immediately
downstream of the device’s centerlines with a slight increase of the separation region in the same area,
despite the overall decrease in separation length (Schreyer et al., 2021). Moreover, the turbulence is not
very affected by the control method. Instead, a superposition is generally verified, with the enhanced
mixing contributing to a faster boundary layer recovery to equilibrium conditions post-interaction
(Schreyer et al., 2021).

Based on the results of Lee and Loth (2009) that showed that micro vanes have a better separation
control in comparison with micro ramps, Martis and Misra (2013) compared the thick vanes (TVs)
proposed by Lee and Loth (2009) with the more common MVGs (see Figure 2.33 for comparison).
The advantage of thick vanes is that they have an easier implementation due to their more robust de-
sign when compared to thin vanes. In both cases, there is a better total pressure recovery on the sides
of the devices than on their trailing edges. This is due to the wake that is generated at the trailing edge.
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When implemented in arrays, the total pressure recovery is higher than for the uncontrolled case be-
tween different devices, due to the high-speed flow brought close to the wall by the counter-rotating
vortices. Martis and Misra (2013) observed that the higher the device the stronger the generated vor-
tices and the bigger the total pressure loss downstream of its trailing edge for both MVGs and TVs.
Furthermore, the separation point also moves downstreamwith increasing height. The reattachment
point, on the other hand, remained approximately in the same position.

Figure 2.33: Micro ramp/vane geometry. (Martis &Misra, 2013)

Martis andMisra (2013) concluded that for a given heightMVGs have better performance regard-
ing total pressure recovery, but TVs further delay separation. However, the MVG controlled inter-
action has a positive effect over a bigger streamwise extension of the interaction up to beyond reat-
tachment. Moreover, they concluded that the interaction between vortices for devices smaller than
50%𝛿 is detrimental to the individual intensity of each vortex, and more importantly, to the control
efficiency. Despite this, an increase in height proved beneficial up until 70%𝛿 when separation delay
staganates.

Other Methods

Another common method for controlling SWTBLIs is flow injection. A lot of different configura-
tions have been tested, most of them using continuous flow injection in the wall-normal direction.
Souverein and Debiève (2010) tilted the injection angle to 45 ° (Figure 2.34) which contributed to
the generation of counter-rotating vortices, similar to those generated using MVGs. The difference,
however, is in the strength of the vortices. While using MVGs one gets a pair of symmetric vortices,
in Souverein and Debiève (2010) application the vortices have different strengths. The overall result,
nonetheless, is the same, with themixing of outer high-momentumflowwith the BL low-momentum
fluid, which energises the BL resulting in a smaller separation bubble, as reported. Moreover, the fre-
quency of the shock unsteadiness increased by about 50% (from ≈ 200Hz to ≈ 300Hz), with the
separation-based Strouhal number only increasing by about 1% due to the reduction in the bubble
size.

A method with similar results was employed by Holden and Babinsky (2005), who used stream-
wise slots in aMach 1.5 engine intake (Figure 2.35). The slots also generate vortices that contribute to
the increased resistance of the incoming boundary layer to adverse pressure gradients. They observed
a transformation of the almost 2D bubble configuration to a highly 3D distribution of attached and
separated regions. A better total pressure recovery was achieved.
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Figure 2.34: Schematic representation of the longitudinal vortices generated by the air jet vortex generators,
viewed in the upstream direction. The green arrow represents the jet. (Souverein &Debiève, 2010)

Figure 2.35: Structure of a shock–boundary layer interaction controlled by streamwise slots. (Holden &
Babinsky, 2005)

A last method worth mentioning is the plasma actuator (Narayanaswamy et al., 2012; Q. Sun
et al., 2014; Kinefuchi et al., 2016; Wang et al., 2022). Wang et al. (2022) employed this method as
a discharge generated between two poles on the surface of the interaction. This discharge generates
vortices that, by augmented mixing will help the boundary layer withstand the imposed pressure gra-
dient. Wang et al. (2022) studied the effect of this method for an hypersonic compression ramp using
different discharge frequencies. They concluded that the control effectiveness correlates with the scale
of the energetic eddies. The separation region was reduced particularly for the lower frequency range
testes (≈ 10 − 20 kHz). Experimental work from Q. Sun et al. (2014) found an enlargement of the
separation region, despite the downstream displacement of the separation. This enlargement was also
verified by Kinefuchi et al. (2016) due to heat generation caused by the discharge in a Mach 2.8 im-
pinging shock flow. On the other hand, the additional vorticity createdwith the discharge is beneficial
for the control.

Narayanaswamyet al. (2012)usedplasma jets instead. Theyobserved thatusing apulse at𝑆𝑡𝐿𝑠𝑒𝑝
≈

0.04(𝑓 = 2 kHz), the separation shock responded with a rapid upstreammotion followed by a grad-
ual downstream recovery motion. Furthermore, its unsteadiness was locked to the pulsing frequency
of the actuator. They found a 30% decrease in the magnitude of the pressure fluctuations in the low-
frequency band. When the injection was from inside the separation bubble there was no noticeable
effect, contrary to what was observed when the injection happened upstream.

Thismethod is relatively recent and as shown in the brief discussion above the results show a great
variance in terms of control effectiveness, depending mostly on the positioning and frequency of the
discharges.
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In sum, the exact mechanism driving low-frequency unsteadiness is still not yet fully understood.
While upstreammechanisms are still regarded as plausible causes for the low-frequency unsteadiness,
convincing evidence has been found more recently that strongly points to a downstream-led mecha-
nism driving the unsteady behaviour of SWTBLIs. Global instability, on the other hand, lacks more
evidence to be considered, for now, as a potential driving mechanism. Moreover, just as the exact
cause for the unsteadiness is still not fully understood, the way the drivingmechanism operates is also
still yet to determine. Regarding the different control methods discussed in the literature, so far, it has
not been found amethod that successfullymitigates the twomain detrimental phenomena in SWTB-
LIs: flow separation and low-frequency unsteadiness. While some of them can reduce separation they
fail in preventing unsteadiness and vice-versa. Additional studies are required to identify the control
method that will ultimately contribute to solving this increasingly prevalent problem.
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CHAPTER3
Methodology

In this chapter the setups used for the two studied cases are presented. Section 3.1 presents the flow
modeling andgoverning equations, the computational domain, andboundary conditions. Section3.2
discusses the grid and its adequacy to solving the flow. Section 3.3 presents the numericalmethodused
and Section 3.4 highlights the differences between the reference and the study case setups.

3.1 Flow Configuration
The interaction of an impinging oblique shock wave with an incoming turbulent boundary layer is
studied for two different configurations: a flat plate and a perforated wall with a resonant cavity un-
derneath. The isolated flat plate case is simulated as the reference case ℱ with which the study case
𝒫 (cavity - Section 3.4) will be compared. The reference case,ℱ, is similar to the moderate Reynolds
number case studied by Laguarda et al. (2024b).

3.1.1 FlowModelling & Governing Equations
To model the flow the three-dimensional compressible Navier-Stokes equations are used in the con-
servative form. Equation 3.1, Equation 3.2 and Equation 3.3 represent mass, momentum and energy
conservation, respectively:

𝜕𝜌
𝜕𝑡 + 𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖) = 0, (3.1)

𝜕𝜌𝑢𝑗
𝜕𝑡 + 𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑢𝑗 + 𝛿𝑖𝑗𝑝 − 𝜏𝑖𝑗) = 0, (3.2)

𝜕𝜌𝐸
𝜕𝑡 + 𝜕

𝜕𝑥𝑖
(𝑢𝑖𝜌𝐸 + 𝑢𝑖𝑝 − 𝑢𝑗𝜏𝑖𝑗 + 𝑞𝑖) = 0, (3.3)

where 𝑝 is pressure, 𝜌 is density, 𝑢𝑖 is the 𝑖𝑡ℎ velocity component and𝐸 is the total energy defined as

𝜌𝐸 = 𝑝
𝛾 − 1 + 1

2𝜌𝑢𝑖𝑢𝑗. (3.4)

Air in supersonic conditions is a Newtonian fluid. Stokes hypothesis is assumed for the viscous
stress tensor, 𝜏𝑖𝑗,
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𝜏𝑖𝑗 = 𝜇 (𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜕𝑢𝑗
𝜕𝑥𝑖

− 2
3𝛿𝑖𝑗

𝜕𝑢𝑘
𝜕𝑥𝑘

) , (3.5)

with the dynamic viscosity 𝜇 given by the 0.7 Power Law

𝜇 = 𝜇𝑟𝑒𝑓 ( 𝑇
𝑇𝑟𝑒𝑓

)
0.7

, (3.6)

where 𝜇𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓 are the freestream dynamic viscosity and static temperature, respectively.
The Fourier Law is used for the heat flux determination as

𝑞𝑖 = −𝜅 𝜕𝑇
𝜕𝑥𝑖

, (3.7)

with the thermal conductivity 𝜅 given by

𝜅 = 𝛾𝑅
(𝛾 − 1)𝑃𝑟𝜇. (3.8)

Both 𝜇 and 𝜅 are assumed to only depend on the static temperature 𝑇 . Likewise, the Prandtl
number is assumed to be constant 𝑃𝑟 = 0.72. Lastly, the fluid is assumed to behave as a perfect gas
with the specific heat ratio of 𝛾 = 1.4 and a specific gas constant 𝑅 = 287.05 J/(kg ⋅ K) following
the ideal-gas equation

𝑝 = 𝜌𝑅𝑇 . (3.9)

3.1.2 Computational Domain

The computational domainused for caseℱ is shown inFigure 3.1. Note that 𝛿∞ represents the inflow
boundary layer thickness, defined based on 99% of the freestream velocity. The domain size was based
on the work of Laguarda et al. (2024b) that made a domain sensitivity study, where they concluded
that a span of 4𝛿∞ was enough to ensure that no confinement effects would influence the results.
In other words, turbulent fluctuations are sufficiently decorrelated over the domain half-width for
𝐿𝑧 ≥ 4𝛿∞.

Based on their study, the dimensions of 𝐿𝑥, 𝐿𝑦, 𝐿𝑧 = [45, 16.5, 6]𝛿∞ were used. Every dimen-
sion is the same as the ones used by Laguarda et al. (2024b), except the spanwise dimensionwhich was
increased by 2𝛿∞ to become 6𝛿∞. Notice that the streamwise extension of the domain was chosen
to ensure enough space for the development and stabilisation of the incoming boundary layer (gener-
ated artificially). In the same way, the wall-normal extension was set to prevent the reflection of the
reflected shock on the top boundary from interfering with the boundary layer after the interaction.
A deeper discussion on these choices is introduced by Laguarda et al. (2024b).
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Figure 3.1: Schematics of the computational domain dimensions. ( ) shock wave, ( ) expansion fan.

A virtual shock generator is used, but it is located outside of the computational domain at a dis-
tance 𝑔 = 18.5𝛿∞ from the wall (see Figure 3.1). Its hypotenuse has a length 𝑤 = 𝑔/1.16 and
deflects the flow by an angle, 𝜗, of 10.66°. The resulting shock angles at 𝜙 = 40.04°, meaning that
the virtual (inviscid) impingement point is located approximately 32𝛿∞ downstream of the inflow
plane.

3.1.3 Boundary Conditions

The freestream conditions are the same for all the cases and can be consulted in Table 3.1.

Table 3.1: Constant parameters at the inflow plane

𝑢∞ [m/s] 𝜌∞ [𝜇g/mm3] 𝑇∞ [K] 𝑀∞ 𝑅𝑒𝛿∞,𝑖 𝑅𝑒𝜏,𝑖 𝛿∞,𝑖 [mm]

507 0.9886 160.15 2.0 50.1 × 103 950 5.2

The wall was set as adiabatic, i.e., ̇𝑞𝑤 = 0. The inflow boundary condition was set using the
digital filter technique (Xie & Castro, 2008) to generate the required turbulent boundary conditions
with the correct time and space statistical correlations. The implementation of this method is detailed
in the work of Laguarda et al. (2024a). On the top boundary, the incident shock and the expansion
fan were introduced over a range of computational cells using the Rankine-Hugoniot relations and
the Prandtl-Meyer theory. Furthermore, at the top and outflow boundaries, non-reflecting bound-
ary conditions based on the Riemann invariants were used (Poinsot & Lelef, 1992). Finally, periodic
boundary conditions were used in the spanwise direction.
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3.2. Grid Distribution

3.2 Grid Distribution
A structured gridwas used. It was divided into blocks as shown in Figure 3.2. Each block has the same
number of elements, despite their different dimensions. This was achieved through linear stretching
in the wall-normal direction and coarsening in the stream- and spanwise directions. The coarsening
was applied only for the blocks above the shocks crossing height, to ensure that the interaction was
well resolved within the desired plus units ranges.

Figure 3.2: Block distribution of the numerical grid.

The adequacy of the elements’ sizes was assumed based on the grid sensitivity study carried out by
Laguarda et al. (2024b) on a similar grid. Table 3.2 shows the resulting grid parameters. The plus units
were computed based on twodifferent values for the viscous length: the time- and span-averagedmean
and minimum value along the wall centerline. To ensure that turbulent structures are well-captured,
one must aim to plus units grid variations of aboutΔ𝑥+

𝑚𝑖𝑛 × Δ𝑦+
𝑚𝑖𝑛 × Δ𝑧+

𝑚𝑖𝑛 ≲ [30, 1, 10], being
Δ𝑦+

𝑚𝑖𝑛 the most critical parameter. As observed in Table 3.2 for ℱ only in the worst case scenario
of using 𝑙+𝑚𝑖𝑛,Δ𝑥+

𝑚𝑖𝑛 shows a much bigger value than desired, but still within the expected order of
magnitude. This observation has no significant impact on the results. If the mean inner scale is used,
⟨𝑙+⟩, all grid spacings fall inside the desired range. The same conclusions could be drawn by using the
data from case𝒫.

Table 3.2: Grid parameters based on reference case data.

⟨𝑙+⟩ℱ = 0.01045 𝑙+𝑚𝑖𝑛,ℱ = 0.00443
𝑁𝑚𝑎𝑥

𝑥 × 𝑁𝑦 × 𝑁𝑚𝑎𝑥
𝑧 Δ𝑥+

𝑚𝑖𝑛 × Δ𝑦+
𝑚𝑖𝑛 × Δ𝑧+

𝑚𝑖𝑛 Δ𝑥+
𝑚𝑖𝑛 × Δ𝑦+

𝑚𝑖𝑛 × Δ𝑧+
𝑚𝑖𝑛

1088 × 240 × 576 20 × 0.45 × 5.2 49.0 × 1.1 × 12.2

An analysis done for the ⟨𝑦+⟩ value across the domain revealed that in both cases ⟨𝑦+⟩ slightly
exceeds 1 close to the outflow due to the increase in shear stress caused by the effect of the expansion
wave, as will be explained in Chapter 4. The results, however, are considered unaffected, since the
increase above 1 is minimal and it only happens downstream of the interaction. This means that the
mesh is capable of accurately capturing the desired turbulent structures and flow physics, that are
spatially well-resolved, validating the mesh used. The plot from which these conclusions were drawn
can be find in Appendix B.
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3.3 Numerical Method
The simulations were performed in TUDelft’s supercomputer DelftBlue ((DHPC), 2024) using
the in-house solver INCA (https://www.inca-cfd.com). The solver uses the adaptive local deconvo-
lution method (ALDM) to perform implicit LES (Hickel et al., 2014). This numerical method has
successfully been applied to a variety of flow configurations and geometries, particularly to different
SWTBLI cases (Grilli et al., 2013; Pasquariello et al., 2017; Laguarda et al., 2024b).

TheALDM is a non-linear finite volumemethod used in the discretisation of convective fluxes. It
provides a physically consistent subgrid scale (SGS) model. Its advantages are related to its capability
to capture shock waves while avoiding excessive numerical dissipation for the propagation of turbu-
lence and smoothwaves. Unresolved turbulence and shockwaves are usually associated with different
optimal SGS models. However, in the ADLM the model parameters are controlled based on a shock
sensor, allowing a goodperformance inmodelling bothphenomena, which results in a non-oscillatory
solution at strong discontinuities.

The Courant-Friedrichs-Lewy (CFL) number was set to CFL ≤ 1 everywhere in the domain,
for the entire simulation time, which ensures numerical stability. For time integration, the third-
order total variation diminishing Runge-Kutta scheme (Gottlieb& Shu, 1998) was employed. Linear
second-order schemes were used to compute gradients in the viscous flux tensor.

For the reference case, the initialisation of the domain was based on the inviscid shock reflection
solution. Data extraction began after an initial transient of ≈ 15 flow-through times (FTT). This
time is determined based on the total streamwise length of the domain and the freestream velocity.
The total simulation time, including the transient was ≈ 90 FTTs. For case ℱ, 3D snapshots of
the interaction region were collected every Δ𝑡 ≈ 2𝛿∞/𝑢∞. Additionally, time- and span-averaged
statistics were computed based on data extracted at a sampling rate ofΔ𝑡 ≈ 0.02𝛿∞/𝑢∞.

3.4 Perforated Wall / Cavity - Study Case (𝒫)
In this section only the differences between the reference (ℱ) and the study (𝒫) cases will be high-
lighted. Hence, the reader can assume that anything that is not mentioned in this section was made
exactly the same as for the reference case.

For the study case 𝒫, perforations were added to the wall and a cavity was placed underneath
them, within the interaction region. The intended goals of adding the cavity were two: the first was
to try to re-energise the boundary layer by creating a suction-blowing mechanism driven by the pres-
sure gradient created by the shock structure above the wall; the second was to dissipate the SWTBLI
characteristic low-frequency energy, by creating a Helmholtz resonator (inspired by the mechanism
already applied in modern acoustic liners).

The mesh used for the simulations was the same as for the reference case. However, an addition
was made in the bottom part (blue cells in Figure 3.3) by mirroring the cells highlighted in red in
Figure 3.3.

The schematic in Figure 3.4 shows the 3D geometry used in the simulation, along with its di-
mensions. As represented in Figure 3.4 the geometry is bigger in every dimension than the grid (see
legend). This is to make sure that the ghost cells used in the computation do not cross the geometry
limits, which would lead to the calculation of incorrect fluxes between the inside and outside cells, re-
sulting in unphysical solutions. For this reason, care was taken to ensure that the additional cells fully
enclosed the cavity in stream- andwall-normal directions. In span, periodic boundary conditionswere
kept for every boundary.
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3.4. PerforatedWall / Cavity - Study Case (𝒫)

Figure 3.3: Representation of the grid used for case𝒫. In blue, added cells. In red, mirrored cells.

Figure 3.4: Schematics of the perforated wall with the added cavity. The blue box represents the grid
boundaries (not to scale). ( ) blueprint of the grid.

The dimensions and position of the cavity and its holes were determined based on the desired
resonant frequency inside the Helmholtz resonator (the cavity). The cavity was placed within the
interaction region between−10 ≤ (𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≤ 5. Based on the visual inspection of themean
span-averagedwall pressure, the upstream and downstream ranges of influence of the interactionwere
determined, which set these values as the ones used for the streamwise location and range of the cavity.

A Helmholtz resonator has two components: the neck and the cavity. The oscillating air in the
neck makes the air in the cavity resonate at a natural resonant frequency. Resonator geometry highly
impacts this frequency,mainly the volume and themass of air in the neck. Also, the orifice dimensions
are important. On the other hand, orifice shape is not highly significant as long as the largest orifice
dimension is much less than the resonance wavelength (Chanaud, 1994). Based on this assumption,
circular holes were chosen.

The analytical model developed by Langfeldt et al. (2019) for the resonant frequency inside a
multi-neck resonator was used as presented in Equation 3.10. Note that this model assumes constant
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3.4. PerforatedWall / Cavity - Study Case (𝒫)

pressure inside the cavity, which is a strong assumption for the SWTBLI case. The resonant frequency
inside the cavity can be computed as

𝑓 = 𝑎∞
2𝜋

√√√
⎷

𝜌∞
𝑉

𝑁
∑
𝑖=1

𝑆𝑖
𝑚𝑖

, (3.10)

𝑎∞ and𝜌∞ being the freestream speed of sound and air density,𝑉 the cavity volume,𝑆𝑖 the cross-
sectional area of each neck (hole) and 𝑚𝑖 the mass of air inside the 𝑖𝑡ℎ neck. The mass of air in each
neck, 𝑚𝑖, was computed with the expression presented by Fedotov et al. (2018), who developed an
end correction coefficient (𝛼) expression to account for the inertia of the air around the orifices:

𝑚𝑖 = 𝜌∞ (𝑡𝑖 + 𝛼𝑖
𝑑𝑖
2 ) , (3.11)

with 𝑙𝑖 the length of each neck (the thickness of the wall), 𝑑𝑖 the diameter of each orifice (hole)
and 𝛼𝑖 the end correction coefficient, which is given by:

𝛼(𝑡, 𝑑) = 1.821 + 3.338𝑡𝑒−3.132 𝑑
2 − 0.1487𝑑

2 , (3.12)

according to Fedotov et al. (2018) expression.
The initial extension of the cavity was 15𝛿∞. However, Equation 3.10 is more accurate for cavi-

ties with a length-to-width ratio close to one, 𝑙/𝑤 ≈ 1. Since the width of the cavity, 𝑤, (in span) is
determined by the width of the grid, 6𝛿∞, the initial cavity was divided into two cavities, each with
an extension of 𝑙 = 7.25𝛿∞ and divided by a wall of 0.5𝛿∞ thickness. This division not only en-
sures better accuracy in the resonant frequency obtained but also contributes to a more even pressure
throughout each cavity since the individual streamwise pressure gradient imposed by the shock system
on each cavity is lower.

With the above-mentioned parameters fixed, the only remaining parameters that can vary are the
holes diameter, 𝑑, the cavity depth, ℎ, the number of holes, 𝑛, in each cavity, 𝑛 = 𝑁𝑥 × 𝑁𝑧 and
the thickness of the wall, 𝑡, since 𝑉 , 𝑚 and 𝑆 are dependent on them. The number of holes in each
direction was chosen freely to 𝑁𝑥, 𝑁𝑧 = [11, 9]. The holes were then placed evenly spaced in both
directions.

The other parameters were computed by solving the following optimization problem, set to ob-
tain a separation length-based Strouhal number inside the cavity of 𝑆𝑡𝐿𝑠𝑒𝑝

= 0.03:

𝑥𝑥𝑥 = [𝑑, ℎ, 𝑡],

𝑆𝑡𝐿𝑠𝑒𝑝
(𝑥𝑥𝑥) = 𝑎∞

2𝜋 √ 1
𝑙𝑤ℎ

𝑛𝜋 𝑑2
4

𝑛 (𝑡 + 𝛼𝑑
2)

𝐿𝑠𝑒𝑝
𝑢∞

,

min
𝑥𝑥𝑥

0.99 × |𝑆𝑡𝐿𝑠𝑒𝑝
(𝑥𝑥𝑥) − 0.03| + 0.01 × |𝑑 − 𝑡|,

𝑥𝑥𝑥 ∈ ℝ3,
[0.42, 0.1, 0.05]𝛿∞ ≤𝑥𝑥𝑥 ≤ [0.5, 3.5, 1]𝛿∞. (3.13)

Following thework of Shahzad et al. (2024) for acoustic liners, the thickness of the plate was set to
be as close as possible to the diameter of the holes. This is reflected in the objective of the optimisation
where a weighting of the Strouhal number accuracy and the difference between the holes diameter
and the plate thickness was set.
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3.4. PerforatedWall / Cavity - Study Case (𝒫)

Moreover, lower and upper bounds were prescribed to guarantee enough cells inside each perfo-
ration, so that the flow inside the holes is resolved well enough. Hence, a minimum of 10 cells in each
direction is ensured with the defined bounds (≈ 10 cells in 𝑥 and≈ 40 cells in 𝑧).

The result of the optimisation can be seen in Figure 3.5, where the design space for the optimum
cavity depth is shown. The optimum found was [𝑑, ℎ, 𝑡] = [0.46, 2.6, 0.46]𝛿∞.

Figure 3.5: Optimisation space for the resonant frequency inside the cavity, based on 𝑆𝑡𝐿𝑠𝑒𝑝 . Approximate
feasible space (𝑆𝑡𝐿𝑠𝑒𝑝 = 0.03) for optimum 𝑡/𝛿∞ in green (𝑡 is the wall thickness). Optimum in red.

Lastly, some differences were also implemented in the initialisation of case 𝒫. Inside the cavity,
velocity was set to zero. The simulation was started without the impinging shock, giving enough time
for the flow to stabilise over the holes and cavities, afterwhich the shockwas introduced in the domain.
The total integration time for the perforated wall case was≈ 20ms, which is about 40 FTTs.
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CHAPTER4
Results

In this chapter the results are presented. The isolated boundary layer is characterized in Section 4.1.
Next, the two studied configurations are compared in termsofmean and instantaneousflow,Reynolds
stresses and reverse flow region andwall properties in Section 4.2. Lastly, the unsteadiness is discussed
in Section 4.3.

4.1 Boundary Layer Characterisation
In order to ensure that the STBLI results are correct and to further be able to determine the impact
of the shock structure in the boundary layer, a characterisation of the isolated boundary layer was
made. Figure 4.1 shows both the velocity profile and the Reynolds stress tensor components at the
virtual impingement point, 𝑥𝑖𝑚𝑝. This point was chosen since it is the point that for both numerical
and, in particular, experimental results is more accessible for monitorisation. Figure 4.1 presents the
time- and span-averaged boundary layer velocity profile andReynolds stress components at the virtual
impingement point. DNS data from Pirozzoli and Bernardini (2011) for a Mach 2 flow at a friction
Reynolds number,𝑅𝑒𝜏 = 1110 is used for comparison of the results.

Figure 4.1: (a) Time- and span-wise averaged streamwise velocity profile and (b) density-scaled Reynolds
stresses at 𝑥 = 𝑥𝑖𝑚𝑝. ( ) DNS data from Pirozzoli and Bernardini (2011) at𝑀 = 2 and𝑅𝑒𝜏 = 1110.

The velocity profile was transformed using the van-Driest transformation based on the density

variation in the wall-normal direction (𝑢+
𝑣𝑑 = ∫𝑢+

0 ( 𝜌
𝜌𝑤

)1/2 𝑑𝑢+, as introduced in Subsection 2.1.5).
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4.1. Boundary Layer Characterisation

This allows a direct comparison with incompressible flows andmore importantly with the ’universal’
law of the wall (Subsection 2.1.1). Note that, as stated by Trettel and Larsson (2016), the van-Driest
transformation is more effective for adiabatic wall TBLs, which further strengthens the comparison.
As seen in the plot, the profile follows the linear relation between 𝑢+ and 𝑦+ perfectly for the inner
viscous sub-layer, before transitioning, at the buffer layer to a logarithmic relation extending over the
range 𝑦+ ≈ 200 − 300. Further away from the wall, the wake region becomes evident by the ’de-
tachment’ of the velocity profile from the logarithmic relation and the free stream velocity is reached.
The agreement with the reference DNS data is very good for all the regions composing the boundary
layer.

TheReynolds stress components were computed using Favre-averaging, which takes into account
compressibility effects in the form of density variations. Once again the profiles obtained at the vir-
tual impingement point are as expected for high-speed compressible turbulent boundary layers. Note
that all of them start at zero, due to the non-slip boundary condition that ensures zero velocity at the
wall and consequently, no fluctuations. Likewise, they also tend to zero away from the wall where
freestream flow is reached. As a general trend, all of the components show a good agreement with the
reference DNS data, with the cross-flow component showing particularly good agreement.

The streamwise component, 𝑢′′𝑢′′, displays the highest magnitude, reaching a peak of ≈ 8 at
𝑦+ ≈ 10 − 11, which coincides with the wall distance at which the production of turbulent kinetic
energy is higher. For the wall-normal component, 𝑣′′𝑣′′, it is the component that grows the least
among the 3 principal components and it is also the one which starts developing further away from
the wall. The spanwise component,𝑤′′𝑤′′ reaches a normalised peak of about 2, starting to develop
right after𝑢′′𝑢′′. Lastly, the cross-term component,𝑢′′𝑣′′ is the only one represented that is negative.
This fact is related to the production of turbulent kinetic energy, which for a turbulent boundary
layer is proportional to this component (𝑃𝑘 ∝ −𝑢′′𝑣′′). Before the peak of production is reached
at 𝑦+ ≈ 11, the cross-term component stars increasing in absolute value, feeding the streamwise
component, that is then redistributed to the remaining terms throught the velocity-pressure difusion
terms in the turbulent kinetic energy equation (Schlichting & Gersten, 2017).

Figure 4.2: van-Driest II transformed incompressible skin-friction coefficient as a function of𝑅𝑒𝜃,𝑖. ( )
present data. ( ) Kármán-Schoenherr, as presented by Shahab et al. (2011). ( ) Smits (Smits et al., 1983).
( ) Blasius and Kármán Schoenherr, as presented by Hadjadj et al. (2015). ( ) Rotta (Nishioka, 2009).
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4.1. Boundary Layer Characterisation

Additionally, the incompressible equivalent skin-friction coefficient (𝐶𝑓,𝑖𝑛𝑐) evolution along the
wall is plotted against the incompressiblemomentum-thickness basedReynolds number,𝑅𝑒𝜃, in Fig-
ure 4.2. The van-Driest II transformation (vanDriest, 1956)was usedwith the formulation presented
by Hadjadj et al. (2015). As can be seen in the plot, the curve follows Smits relation (Smits et al.,
1983) almost perfectly, showing an excellent agreement also with Rotta’s relation (Nishioka, 2009)
for higher Reynolds numbers. As expected the converge with Blasius relation is the worst since this
relation is best suited for incompressible flows.

(a) Mean. (b) RMS.

Figure 4.3: Span- and time-averaged thermodynamic properties at the wall for the undisturbed boundary layer.

Themean thermodynamic properties along the wall are shown in Figure 4.3a. They all display an
initial gradient that spans for less than 10𝛿∞ into the domain. These gradients are particularly visible
in the pressure and density plots. Themean pressure remains approximately constant throughout the
entire domain. In the same way, density and temperature show small variations, while monotonically
increasing and decreasing, respectively, throughout the domain.

For completeness, the rms (root mean squared) of the same quantities is presented in Figure 4.3b.
All the properties present fluctuations in the same order of magnitude (10−2), with the pressure fluc-
tuations being the largest. In the same way, all of the the fluctuations asymptotically decrease to a sta-
ble value. TheRMS of the temperature is the one with the smallest variation in value, before reaching
the asymptotic value.

Figure 4.4: Inner-scaled RMS pressure. ( ) Semi-empirical correlation by Farabee and Casarella (1991)
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Additionally, to further verify the validity of the generated boundary layer, the RMS pressure is
non-dimensionalised by the wall shear stress and plotted against the friction Reynolds number. This
inner-scaling allows a direct comparison with the semi-empirical correlation of Farabee and Casarella
(1991) given by ⟨𝑝𝑤′2⟩/𝜏2

𝑤 = 6.5 + 1.8 ln (𝑅𝑒𝜏/333).
As shown in the Figure 4.4 the pressure fluctuations are higher than the ones predicted by Farabee

and Casarella (1991) correlation, due to the artificial oscillations induced by the digital filter inflow
condition (Laguarda et al., 2024a). Nonetheless, the inner scaled RMS pressure asymptotically con-
verges to the reference correlation within the computational domain.

4.2 SWTBLI Configuration
Having characterised the boundary layer, the results for the interaction between the boundary layer
and the shock wave are presented for both the reference and the controlled cases. The line legend and
the symbology used to represent the mean separation and reattachment points adopted for each case
for the remainder of this chapter can be found in Table 4.1.

Table 4.1: Line Legend for plots in Chapter 4

Line legend Mean Separation Point Mean Reattachment Point
Caseℱ (reference) 𝑆ℱ 𝑅ℱ

Case𝒫 (controlled) 𝑆𝒫 𝑅𝒫

4.2.1 Instantaneous Flow
Isosurfaces of the swirling strenght criterion are shown in Figure 4.6 coloured by the local streamwise
velocity. In the same plot, Schlieren visualisations are shown in both the background and the out-
flow of the reduced domain considered. For case 𝒫 an additional isosurface of wall distance = 0 is
included.

Before analyzing the turbulence content of each configuration a description of a SWTBLI is pre-
sented. By taking Subsection 4.2.1 as a reference, one can understand the structure of a SWTBLI.
The incoming turbulent boundary layer faces an adverse pressure gradient imposed by the impinging
shock. For the frictionReynolds number considered this adverse pressure gradient is strong enough to
cause flow separation. The reverse flow region is characterized by a bubble, in which it is ’contained’.
The division of separated andnon-separated flow ismade by the shear layer that detaches from thewall
near the separation point. The upstream flow that was first going parallel to the wall can no longer
follow that path. Instead, it must go around the bubble.

At the bubble apex, the flow is accelerated and turned inwards against the wall by an expansion
fan, which results from the reflection of the transmitted shock on the detached shear layer. As the
shear layer reattaches, a compression fan is formed instead of a fully coalesced shock due to the mild
curvature of the streamlines in that region. For the perforated wall case, the more aggressive turning
of the flow at reattachment, is still not enough to result in a coalesced shock.

Using the swirling strength isosurfaces one can visualise the turbulent structures within the flow.
The same value was used for both cases to allow a direct comparison between them. In the incoming
boundary layer, turbulent structures are rather small for both cases. As they cross the shock, the de-
tachment of the shear layer promotes the three-dimensional interaction of the structures (Dores et al.,
2024) that become larger and group in alternating packs (Adrian, 2007) of low- and high-momentum
as suggested by the colors in Figure 4.6.
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4.2. SWTBLI Configuration

Figure 4.6: Instantaneous snapshots. (Top) Caseℱ. (Bottom) Case𝒫. Vortical structures visualised with
the swirling strength criterion (𝜆𝑐𝑖). Isosurfaces for |𝜆𝑐𝑖|𝛿∞/𝑢∞ = 2.75 coloured by local streamwise

velocity. Schlieren visualisations at 𝑧/𝛿∞ ≈ −2 and (𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≈ 8.
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Close to the separation shock foot, the spanwisewrinkling of the shock is also highlighted in both
plots by the different streamwise locations at which the structures start detaching from the wall. The
turbulent structures continue growing until they reach their maximum size close to the bubble apex.
After the interaction with the impinging shock, the turbulent structures break, losing their pack co-
herence. After the reattachment process, the structures slowly regain their coherence. Lastly, note
that the growth of the boundary layer across the interaction is also very clear.

By comparing Subsection 4.2.1 and Subsection 4.2.1 two major differences can be observed for
the controlled interaction. The first is the more pronounced breaking of the structures close to the
bubble apex. The second is the increased height of the instantaneous bubble, which is also found for
the averaged flow (as will be seen in Subsection 4.2.4). Finally, note that for the controlled case, small
turbulent structures are seen entering the cavities (in particular the second) at its rear portion. This
observation is related to the suction existent in this part of the cavities as well as to the ’impingement’
of the detached shear layer at the wall. For an animated visualisation of this entrainment into the
cavities, please refer to ’Case_P’ animation by Dores et al., 2024.

To complement these observations a second plot (Figure 4.7) is presented for the reference con-
figuration. Figure 4.7 displays a Schlieren visualisation as well as the streamwise velocity fluctuations
at five different stations along the interaction region.

Figure 4.7: Instantaneous snapshot of reference caseℱ. (Top) schlieren visualisation. (Bottom) Favre
fluctuations of streamwise velocity. ( ) |∇𝑝|𝛿∞/𝑝∞ = 1.2

Analysing the streamwise velocityfluctuations, one canobserve that the incoming turbulentbound-
ary layer (stationA) exhibits small velocity fluctuations in the outer region. Alternating streaks of low-
and high-momentum can be identified close to the wall. As the boundary layer develops these fluc-
tuations develop naturally (station B) becoming bigger and ’more coherent’. The pressure gradient
isolines at this station highlight the dependency of the shock penetration depth with the speed of the
flow beneath it. This can be seen by the wavy look of the isolines also known as shock wrinkling. The
depth of penetration of the separation shock in the boundary layer depends on the Reynolds num-
ber. For higher Reynolds numbers the sonic line (which is the approximate location from where the
separation shock emanates) is closer to the wall. For a constant Reynolds number the penetration
depth varies according to the low- and high-momentum fluid movements in the boundary layer. As

51



4.2. SWTBLI Configuration

seen in Figure 4.7 the shock is located further away from the wall when high-momentum flow passes
underneath it, while the opposite occurs for low-momentum flow.

However, after crossing the separation shock a further increase in size and intensity is observed that
peaks close to the bubble apex location (station C). Note, at this location (station C), that the separa-
tion phenomenon, commonly assumed as spanwise homogeneous is not, indeed. As canbe seen, there
are big spanwise regions in which the flow is not instantaneously separated. At the same time, large
portions of high-momentumfluid entrain deepwithin the boundary layerwhile low-momentumflow
is brought away from the wall in a sweep-ejection-like motion characteristic of undisturbed turbulent
boundary layers. Afterwards, there is a region downstream of the interaction where the boundary
layer stabilizes again (stations D and E). After the interaction, the overall size of coherent regions in-
creases compared to the incoming upstreamflow, and the turbulent intensity (in terms of fluctuations
magnitude) also increases following the enhanced growth of the boundary layer caused by the inter-
action with the shocks system (compare stations A and E). Similar conclusions can be drawn for the
controlled interaction. Animations of the two different configurations can be consulted in Dores et
al., 2024 database.

4.2.2 Mean Flow
Span- and time-averaged fields of 𝑢-velocity are shown in Figure 4.8. An accentuated contrast can
be found for the STBLI phenomenon between the 3D instantaneous (Figure 4.6) and 2D spanwise-
averaged (Figure 4.8) visualisations, which showcases the complex character of these interactions and
the non-triviality of their analysis.

Figure 4.8: Span- and time-averaged streamwise velocity field. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.

In Figure 4.8 the boundary layer thickening throughout the interaction is highlighted by the sonic
line (in black). Following the mixing layer across the interaction, the sonic line reaches a maximum
height of≈ 2𝛿∞, which is less than the one verified byPasquariello et al. (2017) for a casewith a higher
Reynoldsnumber. At the same time, thedividing streamline, givenby{(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}
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can be taken as the representation of the lower limit of the shear layer that contains the recirculation
region. The decrease in velocity through the shocks is also clear from the plots. The opposite occurs
when the flow encounters the expansion fan close to the bubble apex.

Two differences stand out from the comparison between the mean flows. The first is the different
intersection heights for the reflected and the impinging shocks. For case ℱ it occurs at 𝑦/𝛿∞ ≈ 4,
while for case𝒫 it can be found higher at 𝑦/𝛿∞ ≈ 5. Also, its streamwise location is shifted upstream
for the controlled case, due to the displacement of the separation shock foot location, which is now
bounded to the ’leading edge’ of thefirst cavity. Interestingly enough, these variations in the separation
shock position do not seem to influence the shock angle (hence, the shock strength), which can be
concluded from the contour color after the shock. This may be due to the similar locations of the
mean separationpoints (see Figure 4.18). The fact that themean separation region is almost unaltered,
indicates that the blowing in the front part of the first cavity (see Figure 4.9) helps prevent separation
by re-energizing the boundary layer. At the same time, the blowing forces the flow to curve, which
triggers the separation shock at the leading edge of the first cavity.

The second observation is related to the development of the boundary layer. Despite achieving
similar thicknesses at the outflow plane, the evolution of the two is different, particularly, in the reat-
tachment region. For case𝒫 a kink is present at (𝑥−𝑥𝑖𝑚𝑝)/𝛿∞ ≈ 4 in the ⟨𝑀⟩ = 1 curve, indicating
that the reattachment compression fan is stronger when including the passive control method.

A final remark should be made regarding the convergence of the solution for the controlled case.
One can notice from the ⟨𝑢⟩ = 0 and the dividing streamline curves that the results are not fully
converged (compare the same twocurves between the top andbottomplots inFigure 4.8, for example).

An additional plot is presented showing the wall-normal velocity for the perforated wall config-
uration (Figure 4.9). The feedback recirculation mechanism inside each cavity is highlighted by the
contours in Figure 4.9. One can clearly identify a blowing-suction mechanism from downstream to
upstream of each of the cavities. This recirculation is driven by the pressure gradient above the wall
imposed by the shock system. As will be seen in Figure 4.22a, pressure monotonically increases across
the interaction. The monotonicity in pressure is responsible for the variation in the intensity of the
suction/blowing between holes. Moreover, it justifies the fact that the more upstream/downstream
holes present the largest absolute blowing/suction velocities.

Figure 4.9: Span- and time-averaged wall-normal velocity. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.
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An important parameter to inspect that has large impact in real world applications is the total
pressure recovery across the interaction, in particular, at the outflow plane. Figure 4.10 shows how
the total pressure varies along streamwise 𝑦 − 𝑧 planes. The total pressure recovery factor presented
in Figure 4.10 was weight-averaged with the span-averaged mass flow rate. This ensures that regions
of small mass flow (such as the boundary layer) have less impact on the recovery factor than major
large-scale dissipative features happening in the outer-region.

Figure 4.10: Mass-flow rate averaged total pressure recovery.

The presence of the boundary layer is clearly identified in the inflow region before the interaction
by the 2% reduction in total pressure recovery observed. After an initial soft descending slope due to
the natural growth of the boundary layer, the slope of the curve becomes steeper at (𝑥−𝑥𝑖𝑚𝑝)/𝛿∞ ≈
−20. Since no other phenomenon is occurring in the domain, one is led to conclude that this is
caused by boundary layer growth and might be related to the stabilization of the inflow conditions.
At the shock foot, the slope of the curves changes once again, further decreasing total pressure, before
reaching their minima after separation. As the flow crosses the expansion fan at the bubble apex a
slight recovery of total pressure is verified, after which it steadily decreases as the flow encounters the
reattachment compression fan and a larger boundary layer, resulting from the interaction. The same
behaviour is found for both controlled and uncontrolled cases.

Overall the total pressure recovery after the interaction drops to 88% and to 89% for case ℱ and
𝒫, respectively, which indicates a reduction of≈ 10% in both configurations when compared to the
inflow plane where only the incoming undisturbed boundary layer is present. Despite an improve-
ment of 1%, the inclusion of perforations and the cavities underneath the interaction does not seem
to have a big impact on total pressure recovery. Moreover, a drop in the mass flow rate at the outflow
plane above the wall is observed from 1.28 kg/s in the reference case to 1.25 kg/s for the controlled
interaction, which is also not desirable, particularly for propulsion applications.

4.2.3 Reynolds Stresses
The normalReynolds stress components are shown in Figure 4.11, Figure 4.12 and Figure 4.13. Once
again, the shock system, sonic line, dividing streamline and mean bubble are indicated in each figure.
Each of the Reynolds stress components is non-dimensionalised by the maximummagnitude found
above thewall between the two cases. In this way, one ensures that the qualitative interpretation of the
results based on the contour colours is accurate and indicative of the magnitude for each component.
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This means, that a darker colour from one plot to another is associated with higher intensity and vice-
versa.

For 𝜏11 = 𝑢′′𝑢′′ a region of very high stress is initiated at the shock foot following the upward
movement of the detached shear layer before reaching the bubble apex. A second region is observed
downstream of the mean reattachment location, but much less prominent. Overall, the introduction
of the control method resulted in lower streamwise fluctuations. Likewise, the high-intensity region
coincidingwith the detached shear layer inℱ is slightly attenuated close to thewall due to the blowing
in the upstream portion of the first cavity.

Figure 4.11: Span- and time-averaged streamwise Reynolds stress. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}. (⋆) location of maximum.

Contrary to what was found by Pasquariello et al. (2017) and by Laguarda et al. (2024b) (for
the same 𝑅𝑒𝜏 ), for the reference case, the maximum is located far from the wall downstream of the
shock foot location. In both studies, the streamwise stress maximumwas placed close to the wall near
the shock foot as found for the controlled case. Only for the high-Reynolds number case carried by
Laguarda et al. (2024b) the maximum was located away from the wall. Nonetheless, Laguarda et al.
(2024b) did find a local maximum at the identified location. The difference in maximum location
observed in caseℱ can be due to the wall boundary condition, which is adiabatic in the present study,
while isothermal in Laguarda et al. (2024b) study. On the other hand, the agreement found in 𝒫
seems to be a direct consequence of a global intensity decrease everywhere in the domain above the
cavities, while a smaller attenuation is felt at the shock foot, outside the cavities/perforations range.
Finally, note the small intensity region along the separation shock, due to the streamwise excursions
of the shock, resulting in small variations of velocity downstream of the shock system outside of the
interaction. A similar contour is still present for𝒫 but is almost insignificant.

Regarding the wall-normal stress, 𝜏22 = 𝑣′′𝑣′′ it shows a large region of high intensity across
the entire interaction region. The turning of the previously undisturbed flow caused by the separa-
tion shock, makes this component start increasing after the shock, remaining approximately constant
across the recirculation region. For ℱ it reaches its maximum above the wall, near the shear layer
reattachment position.
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Figure 4.12: Span- and time-averaged wall-normal Reynolds stress. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}. (⋆) location of maximum.

Despite displaying a local maximum in the same region as ℱ, the controlled interaction has its
above-the-wall maximum inside the recirculation bubble. The cause of this maximum seems to be
the global maximum found in the rear portion of the second cavity since the highest pressure gradi-
ent inside the cavity is found between the most upstream and the most downstream holes. Hence,
the high stress intensities found in the suction portion of the second cavity are expected to influence
the region where the blowing is most potentiated, which is where the above-the-wall maxim is found.
This finding may indicate a detrimental effect of the wall dividing the two cavities. The pressure gra-
dient that should propagate to a region upstream of the recirculation bubble is now connected to
the interior of the bubble which is confined by the shear layer above it. In this way, the bubble may
work as a valve with the suction in its upstream portion (connected to the first cavity) enhancing the
blowing from the upstream portion of the second cavity, which in terms magnifies the suction in the
downstreamportion of the second cavity. The animation for the controlled case (Case_P - Dores et al.
(2024)), shows indeed fluid moving from the second to the first cavity. The suction in the rear por-
tion of the second cavity may be even more magnified by the impingement of the reattaching shear
layer, which further contributes to high levels of wall-normal velocity fluctuations. In fact, the global
maximum found inside the second cavity below the wall is 1-2 orders of magnitude higher than the
above-the-wall maximum. The mentioned mechanism may explain why a maximum is found in the
blowing section of the second cavity for 𝒫. Contrarily, in the first cavity, the same trend as found
for 𝑢′′𝑢′′ is observed, with the region affected by the blowing displaying a decrease in stress. In both
configurations, it is also possible to observe an increased magnitude across the separation shock, be-
ing higher for the reference configuration. Being 𝑣′′ associated with the characteristic unsteady shock
motion, the observation of lower stress magnitudes in the shock region points to an attenuation of
this unsteady behaviour.

Lastly, for the spanwise component of the Reynolds stress tensor, 𝜏33 = 𝑤′′𝑤′′, the maximum
is located upstream of the bubble apex above the wall for ℱ and at the wall close to the edge of the
second cavity for𝒫. The spanwise Reynolds stress component presents a similar behaviour to the one
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verified for 𝜏11 up to the bubble apex location. Downstream of the apex, a high-intensity region is
observed above the wall following the shear layer path.

Figure 4.13: Span- and time-averaged spanwise Reynolds stress. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}. (⋆) location of maximum.

Figure 4.14: Span- and time-averaged turbulent kinetic energy field. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}. (⋆) location of maximum
⟨𝑘⟩.
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As described by Pasquariello et al. (2017) a third additional high-intensity region is also found
further downstream close to the wall, where they found the maximum for 𝑤′′𝑤′′, which according
to them suggests a centrifugal instability, linked to Görtler-like vortices. For the reference case, given
that the same adiabatic wall boundary condition was used, the disagreement with Pasquariello et al.
(2017) on the maximum location can be related to the difference in the Reynolds number. On the
other hand, the observation of the same location for the maximum in the controlled interaction may
be justified in the same way as for 𝜏11: the overall reduction of magnitude within the region covered
by the cavities may cause this region to stand out.

Figure 4.14 shows the turbulent kinetic energy, with themeanbubble in blue, the dividing stream-
line in green and the maximum represented by the star. The turbulent kinetic energy field gives an
insight into where the turbulent intensity is higher. In general, the contours are very similar to the
ones found for 𝜏11, as expected since the streamwise component of the velocity is the one with the
highest magnitude, making it the component that most contributes to the turbulent kinetic energy.
Furthermore, also the maxima locations are the same as found for 𝜏11.

Figure 4.15: Span- and time-averaged turbulent kinetic energy production field. ( ) ⟨𝑢⟩ = 0. ( )
⟨𝑀⟩ = 1. ( ) |∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.

Turbulent kinetic energy production is shown in Figure 4.15. Similarly to what was found for
each of the Reynolds stress components and the turbulent kinetic energy, most of the production oc-
curs along the shear layer, particularly in its upstream portion upon detachment from the wall. Also,
along the impingement and separation shocks, regions of high production are found, being higher
for the separation shock, due to its excursion movements. Close to the bubble apex a large region of
negative production is observed associated with the expansion fan responsible for initiating the reat-
tachment process of the shear layer. Comparing both cases, an overall reduction of turbulent kinetic
energy is observed for the controlled case (despite not being very significant), particularly visible in the
separation shock region and the upstream portion of the detached shear layer. Moreover, production
of turbulent kinetic energy is associated with each one of the perforations, being higher in the suction
regions of each cavity.
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4.2.4 Reverse Flow Region / Bubble Characterisation
In this section, the topology and the properties of the recirculation region are analysed. Figure 4.16
shows the time-averaged 2D distribution of the skin-friction. The contour for caseℱ does not intro-
duce any additional information to the one that will be discussed for Figure 4.18. Contrarily, for 𝒫,
the contour presents some interesting features. It shows that each perforation influences its surround-
ing area and that this influence depends on the streamwise location of each hole. One can conclude
that the presence of the cavities influence the location of the separation shock as discussed in Subsec-
tion 4.2.2. The more upstream location of the shock makes all wall-related quantities start varying
more upstream as well as seen in Figure 4.16 for the skin-friction in particular.

Figure 4.16: Time-averaged skin-friction coefficient. ( ) ⟨𝑢⟩ = 0.

The first observation that can be done is the partial separation that occurs before the first column
of perforations. For the first cavity, this separated status is observed in every 𝑥-row in the holes line,
until the mean separation line is reached. Between the holes, the flow reattaches until it separates at
𝑆𝒫. The separationbehind eachorifice is due to the upwardmotionof the air triggeredby the blowing
from inside the cavity. On the other hand, inside the mean bubble in the upstream portion of the
second cavity, one can observe regions of positive𝐶𝑓 upstream of the perforations, where the flow is
moving from the second cavity to the first (see ’Case_P’ movie by Dores et al. (2024)). Lastly, a stripe
of separated flow is found between the holes after the mean reattachment line at (𝑥 − 𝑥𝑖𝑚𝑝)𝛿∞ ≈ 5.
The exact cause for this is not clear. However, the most likely reason for it may be the strong suction
felt at the rear part of the second cavity (see ’Case_P’ movie by Dores et al. (2024)).

Before interpreting the 1D skin-friction distributions, a small remark is made regarding the con-
vergence of the sampled data. Figure 4.17 shows the skin friction coefficient for the study case 𝒫,
computed in four different ways: (1) from the statistics (with the highest sampling rate) excluding
the holes and from the snapshots, (2) excluding the holes, (3) considering only the 𝑥-rows where no
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holes are present and (4) considering only the 𝑧-columns where no holes are present. The number of
snapshots collected is enough to make the respective curve collapse with the one computed from the
statistics. This indicates that the results are sufficiently converged and that the number of snapshots is
adequate. If one only averages the 2D ⟨𝐶𝑓⟩ distribution in the 𝑧-columns where no holes are present,
setting the columns in between to zero, the orange curve is obtained, which also shows a good agree-
ment with the previously mentioned curves. More interesting is to take only the 𝑥-rows that do not
include any perforations. By doing so, the curve obtained shows much less oscillations. This finding
brings evidence to support the conclusion that the perforations and the flowdynamics related to them
are responsible for part of the oscillations observed.

Figure 4.17: Span- and time-averaged skin-friction coefficient along the wall computed for case𝒫. ( )
statistics, excluding holes. ( ) snapshots, excluding holes. ( ) snapshots, only ’complete’ 𝑥-rows. ( )

snapshots, only ’complete’ 𝑧-columns.

The large spanwise variations shown in Figure 4.16 for 𝒫, are visible in the 1D distribution of
skin-friction at the wall (Figure 4.18), obtained by averaging Figure 4.16 in the spanwise direction.
Figure 4.18 shows the span- and time-averaged skin friction along the wall for both ℱ and 𝒫 as well
as for the undisturbed boundary layer.

Figure 4.18: Span- and time-averaged skin-friction coefficient along the wall. ( ) undisturbed boundary
layer.
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For each configuration the separation region is defined as the largest region where ⟨𝐶𝑓⟩ ≤ 0.
Positive outliers are ignored, but only if they correspond to at most one computational cell in the
streamwise direction. Based on this definition, the definition of themean separation (𝑥𝑠𝑒𝑝) andmean
reattachment (𝑥𝑟𝑒𝑎) points follow as the first and last points where the ⟨𝐶𝑓⟩ curve crosses the zero
line for the determined separation region, respectively. Likewise, the mean separation length is then
defined as 𝐿𝑠𝑒𝑝 = 𝑥𝑟𝑒𝑎 − 𝑥𝑠𝑒𝑝. Similarly, one can also define the upstream influence distance as
the distance between the streamwise coordinate where the variation of ⟨𝐶𝑓⟩ variation becomes bigger
than 1% with respect to the undisturbed boundary layer distribution, and the virtual impingement
point,Δ𝑥𝑢𝑖 = 𝑥𝑖𝑚𝑝 − 𝑥𝑢𝑖.

Regarding case ℱ distribution one can observe that at (𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≈ −10, ⟨𝐶𝑓⟩ starts de-
creasing. After the initial drop, a local maximum is present, indicative of the incipient separation that
occurs before the complete establishment of separation. Afterwards, the ⟨𝐶𝑓⟩ distribution presents
a shape, which is a transition between the shapes reported by Laguarda et al. (2024b) for high- and
low-Reynolds number STBLIs. On the one hand, it has a W-shape characteristic of low-Reynolds
interactions (Priebe et al., 2009). On the other hand, it also exhibits a plateau in the first half of the
recirculation region, characteristic of high-Reynolds interactions. The global minimum is located in
the downstream half of the separation bubble, after the plateau at≈ 1𝛿∞ of the virtual impingement
point.

The distribution for 𝒫 shows larger oscillations. The previously incipient separation for ℱ be-
comes fully established in this casewith ⟨𝐶𝑓⟩becomingnegative after thefirst drop at (𝑥−𝑥𝑖𝑚𝑝)/𝛿∞ ≈
−10. As the flow enters the first cavity region a sudden rise in ⟨𝐶𝑓⟩ is observed promoting ’reattach-
ment’. A descent trend in ⟨𝐶𝑓⟩ is then followed until separation occurs. The negative peak verified for
𝒫 is almost 4 times higher than the one observed for ℱ. Even if neglecting the oscillatory behaviour
of the curve, it is possible to infer that the peakwould still be larger inmagnitude than for the flat plate
(see Figure 4.17). After reattachment, both controlled and uncontrolled cases follow similar trends.
However, as the suction portion of the second cavity is reached large fluctuations are visible until the
flow exits the cavities region (𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≈ 5, after which the oscillations are no longer present
and a convergence with the flat plate distribution is observed.

From (𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≈ 5 onwards, both curves start increasing, reaching values bigger than
the one for the undisturbed boundary layer, due to the effect of the expansion fan that is generated
at the virtual shock generator, interacting with the boundary layer at approximately that streamwise
location.

Integrating the span- and time-averaged wall shear stress over the entire flat plate extension one
can obtain the average viscous drag, which for case ℱ is 1.40N and for 𝒫 is 0.46N. Despite the
improvement in viscous drag, for𝒫 one should also consider the pressure drag linked to the different
pressures inside each cavity. Since mean pressure is higher in the second cavity, a net drag-like force is
felt for 𝒫, increasing its total drag to 1.74N. Hence, despite the overall reduction in skin friction at
the wall, the resulting effect of the cavities is detrimental regarding total drag.

Another quantity that is also representative of the reverse flow region is the probability of reverse
flow,𝜒. Figure 4.19 shows the 2Ddistribution of this quantity. Very high values canbe found for both
cases inside the mean bubble region (above ⟨𝜒⟩ ≥ 0.5, as can also be seen in Figure 4.21). However,
the region where reverse flow can be found at any given instant exceeds the separation bubble. Ad-
ditionally, for 𝒫, probabilities of almost 1 are found inside each cavity, which confirms the pressure-
driven recirculation. Figure 4.19 also shows that the displacement of air inside the cavities is predomi-
nantly located at the bottom, pointing to downward/upwardmovement in the suction/blowing por-
tions of each cavity as confirmed in the wall-normal velocity contour in Figure 4.9.
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Figure 4.19: Span- and time-averaged probability of reverse flow. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.

Figure 4.20: Span- and time-averaged probability of reverse flow along the wall. ( ) ⟨𝜒⟩ along the wall. ( )
maximum ⟨𝜒⟩ in wall-normal direction.

Plotting the distribution of ⟨𝜒⟩ along the wall, one obtains the black lines shown in Figure 4.20.
Based on the locations where ⟨𝜒⟩ crosses 1% the reverse flow based length scale𝐿𝜒 is defined (see Fig-
ure 4.20). In both cases, the probability of reverse flow increases rapidly to values higher than 0.5
right after the upstream influence location, 𝑥𝑢𝑖. Afterwards, it presents a local minimum continuing
to increase until it reaches the global maximum. Note that the coordinates for the global maximum
correspond to the location of the respective global minimum identified for the skin-friction distribu-
tion. Moreover, it is important to highlight that the probability never reaches 1, meaning that, at the
wall, there are always moments in time where the flow is attached, even within the recirculation re-
gion. This observation gains significance, considering that the curve shown is span-averaged. A similar

62



4.2. SWTBLI Configuration

conclusion had been made already forℱ based on Figure 4.7, in which non-homogenous separation
is observed in the spanwise direction. Moreover, a difference is found in the shape of the curve for
⟨𝜒⟩. While, forℱ, the probability of reversed flow is not symmetric (within the recirculation region),
with a clear peak closer to reattachment, for𝒫, the distribution is almost symmetric for the same con-
sidered region. Also, the maximum value achieved is higher for𝒫. These observations agree with the
higher negative values of ⟨𝐶𝑓⟩ found for the study case.

Additional conclusions can be made if instead of plotting the probability of reverse flow at the
wall, one computes the probability of having reverse flow (𝑢 < 0) anywhere above the wall at a given
𝑥 coordinate. In that case, the distributions are given by the red lines in Figure 4.20. This time, a
probability of 1 is found in the downstream portion of the bubbles. Once again, this fact leads to
the existence of incipient separation, characterised by the partial reattachment of the flow right after
separation, with the separation only becoming completely established further downstream.

(a) Caseℱ.

(b) Case𝒫.

Figure 4.21: Span- and time-averaged bubble configuration. ( ) ⟨𝑢⟩ = 0. ( ) dividing streamline:
{(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}. ( ) isocontours of probability of reverse flow.

One can now focus on the topology of the mean separation bubbles shown in Figure 4.21 along
with the dividing streamline and isolines of reverse-flow probability. Defining the upstream recircula-
tion length,𝐿𝑢 and the mean upstream area,𝐴𝑢 as shown in Figure 4.21 one can have a quantitative
indication of the symmetry of the bubble. Their values can be found in Table 4.2. Likewise, also the
mean bubble height, ℎ𝑠𝑒𝑝 is reported. Moreover, the ratio of the bubble area and the area of a perfect
triangle is included.

Visually, it is possible to infer that forℱ the bubble is almost symmetric in terms of its upstream
and downstream portions with respect to the bubble apex, closely resembling a perfect isosceles trian-
gle. Contrarily, for 𝒫, the bubble has a non-symmetric shape with most of it being in the upstream
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portion of the bubble, closer resembling a right triangle. Table 4.2 includes different physical quan-
tities characterising the reverse flow region following the definitions in the work of Laguarda et al.,
2024b. The values in the table confirm the change in bubble topology. Also, the more curvilinear
shape of the bubble for the flat plate interaction in its downstream portion can be attributed to the
presence of a non-coalesced compression fan at reattachment, instead of a shock. Even though no
shock is present at reattachment for the porous wall configuration, the reattachment compression
fan is stronger as had already been noticed in Figure 4.8. The shape of the ⟨𝜒⟩ = 0.01 isolines also
highlights this fact.

For both the controlled and uncontrolled configurations the isoline ⟨𝜒⟩ = 0.5 almost perfectly
coincides with themean bubble shape. Moreover, very high values of reverse-flow probability (⟨𝜒⟩ ≥
0.8) are confined to a very small inner region inside the bubble, while separation can occur in a much
broader region in both streamwise and wall-normal directions (as the isoline ⟨𝜒⟩ = 0.01 indicates).

Overall, the introduction of the control mechanism resulted in a similar interaction, due to the
opposite effects of an increasedmeanbubble height and adecreasedmean separation length. However,
as can be inferred from Figure 4.21, the interaction influence region increased significantly.

Table 4.2: Reverse flow region properties

𝐿𝑠𝑒𝑝
𝛿∞

𝐿𝜒
𝛿∞

Δ𝑥𝑢𝑖
𝛿∞

ℎ𝑠𝑒𝑝
𝐿𝑠𝑒𝑝

𝐴𝑠𝑒𝑝
1
2 ℎ𝑠𝑒𝑝𝐿𝑠𝑒𝑝

𝐿𝑢
𝐿𝑠𝑒𝑝

𝐴𝑢
𝐴𝑠𝑒𝑝

ℱ 9.09 15.23 9.69 0.054 1.02 0.57 0.54
𝒫 6.26 17.94 12.45 0.128 1.21 0.64 0.64

Δ% -31.1 17.8 28.5 137.0 18.6 12.3 18.5

4.2.5 Wall Properties

Plotted in Figure 4.22a and Figure 4.22b are the three main mean thermodynamic properties along
the wall for the configurations studied.

Starting with case ℱ, pressure and density showcase very similar distributions. They both start
increasing at approximately 𝑥𝑢𝑖 close to the separation shock foot location. Across the shock, all
static thermodynamic properties increase as expected. Inside the upstream portion of the bubble,
both pressure and density continue to increase. A fully established plateau is not observed. Nonethe-
less, one can still identify a region of slower increase in density and pressure, for which this plateau
occurs at a ratio of approximately 2, in agreement with the empirical formula by Zukoski (1967):
𝑝𝑝𝑙𝑎𝑡𝑒𝑎𝑢/𝑝∞ = 1 + 0.5𝑀∞. The impingement shock close to the bubble apex is then responsi-
ble for initiating the reattachment process while further increasing pressure and density. Only after
reattachment, pressure and density begin to drop. Note that both these curves exhibit three inflec-
tion points characteristic of separation, reattachment onset and reattachment compression (Delery
&Marvin, 1986), as detailed in Subsection 2.2.3.

For𝒫, the undisturbed and post-interaction mean pressure and density values are the same as for
ℱ, as expected. The increase in these properties, however, starts further upstream due to the larger
upstream influence distance. Apart from this difference, mean pressure and density also exhibit two
plateaus instead of one, each connected to one of the cavities. In the wall between cavities, a small
jump is observed before the second plateau is established. The increase in pressure and density is
therefore made in a more gradual way, being the curves always below the ones for the reference case
after separation.
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(a) Mean. (b) Mean temperature (adjusted scale).

(c) RMS.

Figure 4.22: Span- and time-averaged thermodynamic properties at the wall.

Mean temperature (showed indetail inFigure 4.22b), on theother hand, shows very little variation
for either case in terms of itsmagnitude. Following the ideal gas law, it is expected that it does not show
abig variationdue to the similar distributions of pressure anddensity across the interaction. However,
its ’profile’ is still relevant to analyse. As a general trend, static temperature increases slightly after
the separation shock, converging back to the freestream value across the interaction. In reality, and
despite not being shown, it is expected that the final value for the mean temperature is lower than
the freestream values, due to the interaction of the flow with the expansion fan caused by the virtual
shock generator. In the interaction region, for ℱ, it displays a local minimum close to the location
of the global minimum found for ⟨𝐶𝑓⟩. For 𝒫 a plateau is present within the mean bubble region.
Within the first cavity, an abrupt variation is observed between the suction and blowing regions. For
the second cavity, a similar variation is found. Nonetheless, the suction portion of the second cavity
does not present a plateau. Instead, a descent trend is observed.

Important to note are the oscillations observed for 𝒫 close to the end of each cavity. These may
be related to the pressure equalisation required between the flow above the wall and the air inside the
cavities. Likewise, since the two cavities are isolated from each other by a dividing wall, there must
also be an equalisation of pressure for the fluid above the wall that goes from being on top of one
cavity to being on top of the other. Moreover, the fact that the pressure and density rise is made more
gradually, achieving the same final post-interaction values, requires large variations of these thermo-
dynamic variables upon reattachment of the shear layer at the end of the second cavity (see ⟨𝑝⟩ at
(𝑥 − 𝑥𝑖𝑚𝑝)/𝛿∞ ≈ 5, for example).

A complementary analysis can be done by looking at the RMS (root-mean-squared) of the same
thermodynamic properties (Figure 4.22c). They all have the similar magnitudes when normalized
with the mean value of the corresponding quantity at the wall. Nonetheless, pressure fluctuations
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are the largest while, the temperature seems to be the quantity that is less sensitive to changes in the
flow, as can be seen by in Figure 4.22c. Just like for the mean thermodynamic quantities, in the RMS
distribution, both pressure and density vary in very similar ways.

For the flat plate configuration all quantities peak at the shock foot location, after which they
display a bowl-like shape, decreasing up to the bubble apex streamwise location. From this point on-
wards, pressure anddensityplateauwhile slowly converging to slightlyhigher values than the freestream
in a trend of descent. Temperature, on the other hand, upon reaching the apex location, starts increas-
ing smoothly, until it exceeds the freestream RMS value downstream of the interaction region.

The introduction of the cavities underneath the interaction has both beneficial and detrimental
effects in the RMS of the thermodynamic properties. From the dashed lines in Figure 4.22c one can
conclude that the control method applied reduces the mean-normalised RMS, in general, while keep-
ing the same trend. The presence of the holes can also be noted by the periodic oscillations of the
curves. All quantities peak at the shock foot location as they did for the reference case. The peak value
is smaller for pressure and density and remains the same for temperature. Pressure and density show a
similar decaying behaviour after the initial peak, but this time the recirculation bubble and the shock
system do not seem to be the ones driving the fluctuations. Instead, from themiddle of the first cavity
until its border, the RMS increases peaking in the region of the wall separating both cavities. The
blowing of the second cavity dampens the fluctuations, but again a rising trend is observed as the air
changes from the blowing to the suction portion of the second cavity. At the end of the second cav-
ity, themaximumRMS values are reached for all variables, largely surpassing themagnitudes observed
for the flat plate. Lastly, a sudden drop brings the RMS to the same post-interaction values as forℱ.
Temperature is the least affected quantity, displaying a very similar behaviour to the one previously
found. Peaks are still present at the end of each cavity, and its at the end of the second one that the
biggest difference can be found in comparison to the uncontrolled case.

Figure 4.23: Time-averaged RMS pressure.
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Abetter idea ofwhere thepressureRMS is higher canbeobtainedby analysing the2Ddistribution
of this quantity at the wall. From Figure 4.23, one can conclude that the trailing portions of each
cavity present large RMS magnitudes that can be associated with the impingement of the flow into
the orifices walls (the dividing wall, for the first cavity and the end wall for the second cavity). This
would explain why increased RMSmagnitudes are foundmainly in the three last rows of holes above
each cavity, and only around the holes’ edges, being higher in the rear portion of each perforation.

When analysing the flow inside the two cavities in terms of velocity components, pressure and
temperature, both seem to have identical properties. Moreover, as seen in Figure 4.22a for ℱ, the
second cavity should experience a less intense pressure gradient than the first cavity. However, all the
higher fluctuations are found close to the rear part of the second cavity. This might be related to a
combination of four different factors. The first is the difference in pressure gradient imposed from
downstream to upstream within each cavity. This results in slower velocities of recirculation inside
the cavity, allowing oscillations to ’concentrate’ more in specific regions. The second factor is that
the suction portion of the second cavity is placed close to the reattachment point, where considerable
shear layer dynamics happen, in particular, the ’impingement’ of the shear layer at the wall when it
reattaches. Contrarily, the first cavity suction portion is placed underneath the recirculation bubble,
which can be considered as an isolated portion of the flow that, from a global perspective, is shielded
from the dynamics outside, despite still reacting to changes in the flow that affect, in particular, the
separation and reattachment onsets. The third factor, which may also justify some of the oscillations
in the rear of the first cavity, is the impingement of the flow into the holes walls as explained for Fig-
ure 4.23. Lastly, and arguably the most important factor is the presence of an unsteady compression
fan at close to the ’trailing edge’ of the second cavity as identified in Figure 4.8. Due to both con-
vection and interaction phenomena, the reattachment compression fan displaces in the streamwise
direction creating meaningful variations in the thermodynamics properties.

Figure 4.24: Span- and time-averaged pressure RMS. ( ) ⟨𝑢⟩ = 0. ( ) ⟨𝑀⟩ = 1. (white)
|∇𝑝|𝛿∞/𝑝∞ = 1.2. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.
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A third perspective on pressure RMS can be seen in Figure 4.24. The highest magnitudes are
found along the separation shock and in the region of interaction between the transmitted shock and
the detached shear layer. Also along the shear layer moderate magnitudes can be observed. In general,
case 𝒫 shows smaller magnitudes than the reference case, with a similar distribution. Interesting to
note is the contour in the region of the reattachment compression fan. While no significant increase
in pressure RMS can be found for the reference case, for the controlled case a light shade is observed
emanating from the kink in the sonic line. This is indicative of a more coalesced compression fan. An
analysis was made based on the solver’s shock sensor to determine if this contour was related to the
presence of a coalesced shock. The conclusion was that it was not a shock.

(a) Density - pressure.

(b) Pressure - temperature.

(c) Density - temperature.

Figure 4.25: Time-averaged cross-correlation coefficient between thermodynamic properties fluctuations.
( ) ⟨𝑢⟩ = 0. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.
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To better understand how the different thermodynamic properties interact with each other one
can look at the cross-correlation coefficient between the thermodynamic properties fluctuations as
shown inFigure 4.25. The cross-correlation coefficient canbedefined as𝑅𝑥𝑦 = ⟨𝑥𝑦⟩−⟨𝑥⟩⟨𝑦⟩

√⟨𝑥2⟩−⟨𝑥⟩2√⟨𝑦2⟩−⟨𝑦⟩2 .
Both the controlled and the uncontrolled interactions have identical cross-correlation distributions
above the wall. Therefore, only the cross-correlations for the controlled case are shown in Figure 4.25.
The same plots for the reference interaction can be consulted in Appendix C. One-dimensional vi-
sualisations of these quantities forℱ and𝒫 in comparison to the undisturbed boundary layer at the
virtual impingement point can be found in Appendix D.

The first observation that can be made is that all the plots have a correlation value of 1 for the
freestream. This is expected from the ideal gas model assumed. Figure 4.25a confirms what was
previously mentioned: pressure and density vary almost in the same way everywhere in the domain
(𝑅𝜌𝑝 ≈ 1), meaning that an increase in pressure is always associated with an increase in density and
vice-versa.

A positive correlation can also be found between pressure and temperature (Figure 4.25b) in the
regions of the interaction where the flow is subsonic. The positive correlation between the two quan-
tities near the wall was already visible from 4.22. In opposition, where the flow is supersonic, the
correlation between pressure and temperature fluctuations is almost negligible, since the magnitude
of the correlation coefficient is mostly below𝑅𝑝𝑇 ≲ 0.1.

The assumption of constant pressure inside the boundary layer in thewall-normal direction, helps
to explain the almost perfect negative correlation 𝑅𝜌𝑇 in the boundary layer and shear layer regions,
represented in Figure 4.25c. Inside the bubble the flow is subsonic and all quantities remain approxi-
mately constant resembling static flow conditions. Inside the first cavity, the same negative correlation
between density and temperature is found as for the shear layer. Nonetheless, the second cavity dis-
plays a region of positive correlation, associated with its suction portion, in the region where (as seen
in Figure 4.22c) pressure fluctuations are the highest at the wall. In absolute value, pressure is the
thermodynamic quantity that has the largest magnitude. Hence, to compensate for large pressure
fluctuations both density and temperature must vary in the same direction (𝑅 = 𝑐𝑜𝑛𝑠𝑡 = 𝑝

𝜌𝑇 ),
which could justify the positive correlation found in this region.

4.3 Unsteadiness
In this section the unsteadiness of the STBLI is assessed by analysing the wall pressure signal as well
as the bubble volume and the separation shock position signals. Furthermore, a comprehensive study
was carried out to determine the times between variations of important quantities to define and char-
acterise the unsteadiness.

Probes were placed along the centerline at the wall: 300 probes registered pressure and the three
velocity components at a sampling frequency of 𝑓𝑠 ≈ 26.5𝑢∞/𝛿∞. In addition of the centerline
probes, for case 𝒫, probes were also placed in the holes and inside the cavity, immediately above and
below the wall, as well as in the middle of the cavity, distributed as shown in Figure 4.26, resulting in
a total of 618 probes inside the domain.

All time-dependent analyses were carried considering only the part of the signals that came after
the initial transient. The transient was considered to end at 7ms, or 15 FTTs. Figure 4.27 shows the
evolution of the pressure fluctuations signals for the centerline probes closer to the mean separation
and reattachment points for each configuration. From Figure 4.27 one can clearly conclude that the
transient spans for about 4-5 ms for both cases. Hence, the choice of considering data after 7ms is
justified.
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Figure 4.26: Placement of holes / cavity probes for case𝒫.

(a) Caseℱ. (b) Case𝒫.

Figure 4.27: Pressure fluctuations signals evolution over time.

In this section several power spectral density (PSD) plots will be shown as well as coherence plots.
All of these quantities have been computed with theWelch method using Hanning windows for bet-
ter convergence and accuracy of the results, given the non-periodic nature of the signals evaluated.
Table 4.3 summarises the parameters used in each case. The goal was to obtain similar window sizes
in terms of considered time, by varying the number of segments/windows and the overlap between
them, while ensuring that the difference between the captured variance and the real variance (Δ𝜎2)
was as small as possible. Based on an iterative study the values presented in Table 4.3 were chosen.
The different sampling rates between probes and snapshots justify the need to use different overlap/#
segments.

Table 4.3: Welch parameters for PSD& coherence calculation.

Overlap [%] # segments Δ𝑡 [ms] |Δ𝜎2| < ... [%]

PSD (Probes) Caseℱ 65 10 8.43 0.5
Case𝒫 70 5 5.58 0.5

PSD&Coherence (Snapshots) Caseℱ 80 15 4.31 2.5
Case𝒫 80 12 3.86 10

Figure 4.28 shows how the pre-multiplied power spectral density (PSD) of the pressure fluctu-
ations evolves across the interaction computed from probe data. For a more comprehensive under-
standingof theunsteadiness and to facilitate comparisonwithprevious literature, the separation length
Strouhal number is used instead of frequency, being defined as𝑆𝑡𝐿𝑠𝑒𝑝

= 𝑓𝐿𝑠𝑒𝑝
𝑢∞

, where𝐿𝑠𝑒𝑝 is always
the mean separation length for the reference caseℱ to allow a direct comparison between the results.
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Before the upstream influence of the shock is felt both configurations show a spectrum composed
of high-frequency fluctuations, characteristic of turbulent boundary layers. As soon as the interac-
tion region is reached a sudden shift is verified towards lower frequencies for ℱ, associated with a
Strouhal number range of 0.01 ≲ 𝑆𝑡𝐿𝑠𝑒𝑝

≲ 0.1. This broadband low-frequency dynamics is associ-
ated with the separation shock motion and the breathing motion of the recirculation bubble (as will
be seen in Figure 4.32 and Figure 4.33). This is the same range of low-frequency unsteadiness found
by Laguarda et al., 2024b for all the three Reynolds numbers tested. The perforated wall configura-
tion also displays a shift towards lower frequencies. However, they are not as low as the ones verified
for the reference case, being limited by a Strouhal number higher than 𝑆𝑡𝐿𝑠𝑒𝑝

≳ 0.3. Frequencies
below these Strouhal numbers do exist. Nonetheless, they are not as significant. The fact that the
introduction of the resonant cavities changed the observed low frequencies suggests that it is possible
to influence the dynamics of the SWTBLI through resonance. One will see later in Figure 4.29-𝐶left
that, indeed, the cavities are resonating at the observed frequencies. This observation also indicates
that the dynamics of the SWTBLI are related to acoustic phenomena. The evidence is not enough,
however, to indicate acoustics as the only underlying unsteady propagationmechanism, since, despite
the verified frequency shift, lower frequencies are still present and were not completely mitigated.

(a) Caseℱ.

(b) Case𝒫.

Figure 4.28: Frequency-weighted variance-normalised power spectral density map of wall-pressure
fluctuations along the centerline. Contour levels range from zero (white) to 0.7 or higher (black).

For the reference configuration a shift towards higher Strouhal numbers is observed inside the re-
verse flow region between the mean separation and reattachment points, with the lowest frequencies
not present anymore. In this part of the interaction, the shear layer unsteadiness domains with oscil-
lations in the order of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.1. Also, the boundary layer frequency content remains slightly

71



4.3. Unsteadiness

below its undisturbed values. The controlled case shows a similar evolution, but this time, instead
of being framed between the mean bubble it is delimited by the leading edge of the first cavity and
the mean reattachment point. Another difference is the periodic pattern observed due to the per-
forations on the wall. Once again a ”cut-off” frequency at 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3 can be noticed. More-
over, while for the reference case the most relevant frequencies within the separation region seem to
be the higher frequencies associated with the incoming boundary layer, for the controlled case, even
though these higher frequencies are still present, the most significant are the frequencies in the range
0.3 ≲ 𝑆𝑡𝐿𝑠𝑒𝑝

≲ 1, in particular in the front part of the second cavity where blowing occurs.
Inside the second cavity range and most prominently in its front part, there is an almost tonic

frequency content at 𝑆𝑡𝐿𝑠𝑒𝑝
≈ 0.3, which will be later observed in the PSD of the wall-normal ve-

locity fluctuations in Figure 4.29-right. This frequency slowly shifts to higher frequencies as one
moves downstream up to Strouhal numbers of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 1. The shift observed may be linked to the
different phenomena occurring: at the leading edge of the second cavity, the rear part of the bubble
is still present. Hence, it is expected that the frequencies observed are closely related to the breathing
motion of the bubble. As one moves downstream and the mean reattachment point is reached, the
shear layer vortices reattachment dynamics and the fluid entrainment mechanism become dominant.

Once mean reattachment, forℱ, and the second cavity edge, 𝒫 are reached, the most important
frequencies are of the order of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.1 − 1, associated with the reattachment of the shear
layer vortices. Higher frequencies begin to reappear as the boundary layer recovers downstream of the
interaction, while all the low-frequency dynamics is no longer observed.

One is also interested in verifying the effectiveness of the cavities in dampening low-frequency
oscillations by dissipating energy through resonance. To do so, the pressure fluctuation PSDs of all
the probes in a given streamwise location for a specific group of probes (see 𝐴, 𝐵 and 𝐶 groups in
Figure 4.26) are averaged and plotted in the contours presented in Figure 4.29-left.

Figure 4.29-𝐴left, does not introduce any new information in comparison to the one already
shown in Figure 4.28b since the probes in this contour are located above the wall. As expected the
contour looks similar to the ones presented in Figure 4.28b. As one moves to immediately below
the wall (Figure 4.29-𝐵left) a similar contour as for above the wall is obtained for the second cavity,
with the lower frequencies becoming more relevant. However, the energy content increases at higher
frequencies in the first cavity. The reason for this discrepancy is not clear. Nonetheless, comparing
Figure 4.29-𝐵left with Figure 4.28b at𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3−0.4, one can verify that in the same frequency
range above the wall, there are small peaks associated with each perforation for the PSD along the
centerline probes.

Inside the cavities (Figure 4.29-𝐶left), ’symmetry’ is reached as both cavities present similar fre-
quency contents in homonymous regions. This symmetry is indicative of the resonance inside the
cavities, with the higher frequencies being related to the harmonics of the fundamental frequency
𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3. Overall, the desired resonance frequency of 𝑆𝑡𝐿𝑠𝑒𝑝
≈ 0.03 is not observed anywhere

in the cavities. This may be related to the accuracy of the formulas used in the geometry-defining
optimisation problem or to flow-related features that excite the frequencies observed. However, the
most plausible cause is the pressure gradient inside the cavities, which is not considered in the formulas
used, where pressure is assumed constant inside the cavities.

InHelmholtz resonators, the resonance is mainly concentrated in the neck of the resonator, while
all the air below it works as a dumper. Hence, it is also relevant to analyse the PSD for the wall-normal
velocity fluctuations presented in Figure 4.29-right. Inside the cavities (Figure 4.29-𝐶right) a broad-
bandof frequencies in the low-mediumrange canbe foundwithnoparticular frequency standing out.
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Pressure Wall-normal velocity

A

B

C

Figure 4.29: Frequency-weighted variance-normalised power spectral density map of (left) wall-pressure
fluctuations and (right) wall-normal velocity fluctuations in the cavities region. Contour levels range from

zero (white) to 1 (black). Each row represents a sampling region as identified in Figure 4.26.
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Contrarily, above and below the wall (Figure 4.29-𝐴right and Figure 4.29-𝐵right, respectively),
the frequencies found are, in general, higher than inside the cavities and a region of very high energy is
concentrated upstream of the mean reattachment point over the second cavity at a Strouhal number
of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3. The cause for this peak can be associated with the bubble breathing motion and its
variations in volume. In the same way, also the separation shock motion may be responsible for the
observed peak. This hypothesis is based on the following discussion on the time signals and PSDs for
the bubble volume and the separation shock motion. Lastly, note that for the first cavity, below the
wall, the wall-normal fluctuations PSD no longer shows a tonal peak at𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3−0.4 as for the
pressure fluctuations PSD in Figure 4.29-𝐵left.

In Figure 4.30 andFigure 4.31 the time signals and the probability density functions (p.d.f.) of the
bubble volume variation and the separation shock location are shown, respectively. The p.d.f. plots
were computed using the histogram method. The number of bins to use was determined based on
the Freedman-Diaconis rule (Freedman &Diaconis, 1981; Scott, 1979), which is given by

Bin width = 2𝐼𝑄𝑅
3√𝑛 , (4.1)

where 𝐼𝑄𝑅 is the interquartile range and 𝑛 the number of samples.

The bubble volume was computed as the sum of the volume of all cells in which the condition
𝑢 < 0 was verified at a given time. The shock location, on the other hand, was determined based on
the location of the first local maximum of the pressure gradient magnitude, |∇𝑝| in the streamwise
direction at a wall distance of 2.5𝛿∞. By identifying the first local maximum for each spanwise coor-
dinate one obtains a shock front that is then averaged in span to obtain a single 𝑥 coordinate for each
snapshot.

(a) Caseℱ.

(b) Case𝒫.

Figure 4.30: Bubble volume signal. (left) instantaneous fluctuations signal. (right) normalised p.d.f., in
( ) and Gaussian distribution in ( ).

74



4.3. Unsteadiness

(a) Caseℱ.

(b) Case𝒫.

Figure 4.31: Separation shock location signal. (left) instantaneous fluctuations signal. (right) normalised
p.d.f., in ( ) and Gaussian distribution in ( ).

By analysing the time signals it is possible to conclude that both signals present bothhigh- and low-
frequency oscillations. Regarding the shock excursion range, it can vary up to 0.2𝛿∞ in comparison
to its average location, with a standard deviation of about half that value. Note that the different time
ranges, make the plots related to the controlled configuration appear less oscillatory.

The second to fourth statistical moments of each signal are presented in Table 4.4. The mean is
not included, since it is zero for all signals. Variance, skewness and kurtosis are shown. The variance
gives an idea of how spread the data is. In this case, it is indicative of howmuch thequantities evaluated
can deviate from the average. One can conclude that the bubble volume can vary more and the shock
location less for𝒫, in comparison with the reference case.

Skewness gives an idea of the asymmetry of the probability distribution, with positive skewness
meaning a longer right tail. Despite the discrepancies in the values, when analysing the p.d.f. of each
signal, it is possible to conclude that all the signals are essentially symmetric. One should highlight,
however, a trend in higher skewnesses for the controlled case, with a change in the sign being found
for the shock location signal.

Lastly, the kurtosis is an indicative of the tailedness or peakedness of the signal. For a Gaussian
distribution,𝒦 = 3. The values presented in Table 4.4 are the deviation from that value. All signals
have lower kurtosis than a normal distribution, indicating that most of the fluctuations concentrate
closer to the mean and extreme oscillations are less likely.

Table 4.4: Statistical moments for bubble volume and shock location fluctuations signals.

𝜎2 (ℳ2) 𝑆 (ℳ3) 𝐾 (ℳ4)

𝑉𝑏𝑢𝑏
Caseℱ 0.028 0.009 -0.478
Case𝒫 0.038 0.244 -0.669

𝑥𝑠𝑤
Caseℱ 0.007 -0.135 -0.080
Case𝒫 0.003 0.195 -0.324

The presence of low-frequency variations in the interest quantities can be further observed in the
pre-multiplied normalised PSD plots in Figure 4.32 and Figure 4.33. The PSDs were computed from
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snapshot data. For completeness, the PSDs for the other dynamic quantities considered in the analysis
can be consulted in Appendix E.

The recirculation bubble volume (Figure 4.32) presents amore dispersed spectrum than the shock
position (Figure 4.33a). For ℱ the bubble volume frequencies concentrate at Strouhal numbers
smaller than 0.2. While it still shows a peak at𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.03−0.04, themost relevant frequencies are
concentrated at𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.1 − 0.2. As suggested by Babinsky andHarvey (2011) andMorgan et al.
(2013) these frequencies can be associated with the flapping of the shear layer and the large turbulent
coherent structures formed upon the lifting of the shear layer from the wall. According to Piponniau
et al. (2009) these oscillations can be responsible for the mass entrainment mechanism that allows the
breathing motion of the bubble, characterised by periodic expansions and contractions. For the per-
forated wall, a similar distribution is verified. However, the lower frequencies gain preponderance,
while the peak at 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.2 − 0.3 is still maintained.

On the other hand, a clear frequency shift is observed for the separation shock position. While in
the reference case, the PSD concentrates most of its energy in the low-frequency range (Figure 4.33),
associated with Strouhal numbers smaller than 0.1, with its peak being located at 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.03 −
0.04, for𝒫 Strouhal numbers smaller than 0.1 are no longer relevant; a clear isolated peak at𝑆𝑡𝐿𝑠𝑒𝑝

≈
0.2 − 0.3 is present (Figure 4.33b). The peak values observed for ℱ agree with the ones previously
reported as the characteristic unsteady frequency for the separation shock position by M. Wu and
Martín (2007), Priebe andMartín (2012), Pasquariello et al. (2017) and Laguarda et al. (2024b).

For the controlled STBLI, the Strouhal number found for the peak is the same as the one ob-
served for the wall-normal velocity and pressure fluctuations in the second cavity as well as for the
bubble volume. The fact that this particular frequency, that is found relevant for different quantities,
is particularly linked to the second cavity suggests that the STBLI dynamic behaviour in the con-
trolled case is mostly linked to what happens close to the mean reattachment point. While resonance
at 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3 is found in both cavities, clear peaks in the wall-normal and pressure fluctuations
PSDs are observed at this frequency only for the second cavity.

(a) Caseℱ. (b) Case𝒫.

Figure 4.32: Pre-multiplied normalised power spectral density (PSD) of the bubble volume signal.
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(a) Caseℱ. (b) Case𝒫.

Figure 4.33: Pre-multiplied normalised power spectral density (PSD) of the separation shock location signal.

Additionally, by comparing the cross-correlation plots between the pressure at the reattachment
point and 𝑉𝑏𝑢𝑏 (bubble volume) and 𝑥𝑠𝑤 (shock location) for both cases (see Figure G.55 and Fig-
ure G.57 in Appendix G and Figure H.19 and Figure H.21 in Appendix H), one can conclude that
where previously there was virtually no correlation for ℱ, there is now a peak of ≈ 0.5 and ≈ 0.3
at very small time shifts for 𝒫, between the pressure at reattachment and 𝑉𝑏𝑢𝑏 and 𝑥𝑠𝑤, respectively.
Moreover, the high correlation peaks found for the pressure probes close to the mean reattachment
point are no longer found for the probes near the mean separation point, further strengthening the
hypothesis that the dynamics at the rear portion of the recirculation bubble are responsible for the
unsteady behaviour in the controlled case.

One should stress that for the reference case, the pressure at reattachment is taken locally for a sin-
gle probe, while for the controlled case, it is averaged over the probes aligned in the spanwise direction.
Nonetheless, using only one local probe for𝒫 yields already peaks in the cross-correlations that were
not previously found for the reference configuration (as seen in Figure 4.34), which provides further
evidence for the observations made.

Figure 4.34: Cross-correlation coefficient between pressure close to mean reattachment point and bubble
volume/shock location signals for case𝒫 (from single centerline probe).

More information about the mechanism driving the unsteadiness can be derived from the cross-
correlation and coherence plots presented in Figure 4.35 and Figure 4.36. A strong negative correla-
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tion can be found between the variation of the bubble volume and the shock foot location in both
cases. This means, that for a positive variation of the bubble volume, which is associated with an up-
streammovement of the separationpoint and a downstreammovement of the reattachment point (i.e.
an expansion motion), the shock moves upstream. Indicated in the cross-correlation coefficient plots
is also the time shift forwhich thismaximumabsolute amplitude peak is found. In both cases, the time
shift is negative, indicating that the shockmotion lags behind the variation of the recirculation region
volume, by a non-dimensionalised time of 𝜏 = Δ𝑡𝑢∞/𝛿∞ ≈ 14.4 and 𝜏 = Δ𝑡𝑢∞/𝛿∞ ≈ 31.0,
forℱ and𝒫, respectively.

(a) Cross-correlation coefficient. (b) Coherence.

Figure 4.35: Cross-correlation coefficient and coherence between bubble volume and separation shock
location signals for caseℱ.

(a) Cross-correlation coefficient. (b) Coherence.

Figure 4.36: Cross-correlation coefficient and coherence between bubble volume and separation shock
location signals for case𝒫.

Also the coherence between the two signals is shown in Figure 4.35 and Figure 4.36. The coher-
ence can be understood as the cross-correlation over the frequency spectrum. For the quantities pre-
sented it means that the two signals are more correlated at lower frequencies, associated with Strouhal
numbers of 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.03 − 0.04 and also at 𝑆𝑡𝐿𝑠𝑒𝑝
≈ 0.1, reaching values as high as 0.8. For the

remaining high-frequency spectrum, the data shows a lot of oscillations, that for this analysis are inter-
preted as noise given the small data set used to compute the Fourier transform and the large variance
not captured as indicated in Table 4.3.
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4.3.1 Considerations on the Unsteady Mechanism
A similar analysis can be performed among all variables of interest to describe the STBLI unsteadiness.
By doing that one can obtain the various cross-correlation coefficients as well as the non-dimensional
time shifts between each two of the interest variables. The plots for the cross-correlations and coher-
ences between all dynamic properties considered can be found in Appendix G and Appendix H, for
ℱ and𝒫, respectively.

The outcomes of this analysis will be presented separately for each case since each analysis provides
information on case-specific observed phenomena, that make sense in the particular context of each
interaction.

Reference Case
Adiagram is presented in Figure 4.37with a summary of the time shifts between the dynamic variables
considered as the strenght of the correlation between them. The diagram presented suggests that vari-
ations in the bubble height trigger the remaining events, namely the change in volume, followed by
a change in the separation length, proceeded at last by the motion of the separation shock. The time
shifts found between the variables are coherent despite not matching perfectly, strongly suggesting
that the order presented is the one determining the unsteady behaviour of SWTBLIs.

The strongest correlations are found between the variation in height and volume of the recircula-
tion bubble and between the latter and the shock location. These are the links that can be considered
more relevant given their magnitude.

Figure 4.37: Diagram of the relation between bubble properties and separation shock location, based on the
non-dimensionalised time shift 𝜏 = Δ𝑡𝑢∞

𝛿∞
between time signals for reference caseℱ.

Note that two arrows connect ℎ𝑏𝑢𝑏 and 𝑥𝑠𝑤. This is because the cross-correlation between these
two variables presents two peaks around 𝜏 = 0: a positive and a negative (see Figure G.61 in Ap-
pendix G). This fact showcases the cyclical dynamic of the interaction with periodic breathing mo-
tions of the bubble alongwith periodic shock excursions in the streamwise direction. The exactmech-
anism linking the two events is not clear, though. However, the coherence foundbetween the variables
consider may shed light on the sequence of events driving the unsteadiness of SWTBLIs.

Another argument that further strengthens this relation between the quantities and points to the
importance of these observations is the acoustic propagation time between the bubble apex (related to
the bubble height, ℎ𝑏𝑢𝑏) and the separation and reattachment points. Based on the average speed over
the points in each portion of the dividing streamline and the distance between the points time shifts of
8.9 and 5.6were computed in the upstream and downstreamdirections, respectively (see Figure 4.38).
Returning to Figure 4.37 one cannotice that these values coincide almost perfectlywith the time shifts
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between the bubble height and the separation length and bubble volume signals, respectively. Given
this fact, it is plausible to hypothesise that a movement of the reattachment point causes a variation
in the bubble volume, preceding the movement of the separation point and causing a change in the
separation length. Furthermore, given the fact that both these shifts are computed with respect to the
bubble apex, it is also plausible to consider that the interaction of the detached shear layer with the
impinging shock (that occurs close to the apex) is leading all the dynamics.

Figure 4.38: Schematics of bubbles acoustic propagation time between bubble apex and separation and
reattachment points for reference caseℱ.

A good way to better verify the hypothesis presented would be to compute the cross-correlation
and coherence between the separation and reattachment locations and the quantities presented in
Figure 4.37. This study was carried out. However, the results found in terms of time shifts were not
coherent with the ones presented. This is due to the difficulty to accurately determine the separation
and reattachment point for each snapshot. Three different ways were tested. The first was based
on the position where ⟨𝐶𝑓⟩𝑧 crosses zero; the second was based on the locations where the dividing
streamline 𝑦-coordinates gradient becomes constant; the third relied on the identification position
where the pressure would cross the mean separation and reattachment pressure thresholds.

Figure 4.39presents the cross-correlation coefficients and coherence between the separationpoint,
computed in the three different ways mentioned, and the separation shock location signals. As ob-
served, each of the three ways of determining the separation point yields a different correlation peak
magnitude, time shift and even coherence distribution. Hence, none of these methods seems to be
reliable for a time analysis. Despite not being shown here, this lack of agreement was also verified be-
tween the separation point and all the other quantities. The same was observed for the reattachment
point. The plots showing it can be consulted in Appendix G

(a) (b)
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(c) (d)

(e) (f)

Figure 4.39: Cross-correlation coefficient and coherence between separation point and separation shock
location signals.

As a final remark, it is important to stress that as can be inferred from Figure 4.37, not all cross-
correlation coefficients have as highmagnitudes as desired to strengthen the conclusions drawn. Like-
wise, another important aspect to keep in mind is that correlation is not causality. Hence the exact
succession of dynamic events may occur in a slightly different way than the one suggested. However,
despite all these precautions, the coherence found is striking and gives a clear clue into themechanism
driving the unsteadiness in SWTBLIs.

Controlled Case
In a similar way to what was done for the reference case, a similar study was carried out for the con-
trolled interaction. The diagram containing the time shifts is shown in Figure 4.40. Several differences
can be noted from what was observed for the flat plate configuration.

The first difference is that the cross-correlation betweenℎ𝑏𝑢𝑏 and𝑥𝑠𝑤 is no longer anti-symmetric
around 𝜏 = 0. Hence, only one arrow connects both quantities. The second difference is the increase
in correlation coefficient between the two previously mentioned quantities and the decrease between
𝑉𝑏𝑢𝑏 and𝐿𝑠𝑒𝑝. Lastly, the most important variation has to do with the lack of coherence between the
time shifts. While all time shifts seemed to be related and in agreement with the reference case, in this
case, no relation is found anymore.
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Figure 4.40: Diagram of the relation between bubble properties and separation shock location, based on the
non-dimensionalised time shift 𝜏 = Δ𝑡𝑢∞

𝛿∞
between time signals for study case𝒫.

Figure 4.41: Schematics of bubbles acoustic propagation time between bubble apex and separation and
reattachment points for study case𝒫.

However, when analysing the acoustic propagation speed of a perturbation from the bubble apex
to the separation and reattachment points (as shown in Figure 4.41) the value found for the propa-
gation to the reattachment point is almost the same as the time shift between 𝑉𝑏𝑢𝑏 and ℎ𝑏𝑢𝑏. This
observation suggests that the mechanisms associated with reattachment still play a significant role in
the STBLI dynamics, while the ones related to separation are now decoupled. This observation is in
agreement to what was previously documented in Figure 4.34. The hypothesis grows even stronger
if one recalls the peaks found in the PSD contours for the pressure and wall-normal velocity fluctua-
tions close to reattachment as well as the agreement of these peaks with themost energetic frequencies
found for the shock motion and the bubble volume signals.
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CHAPTER5
Conclusions & Recommendations

In this thesis a passive control method for a Mach 2 shock wave turbulent boundary layer interaction
has been presented. Wall-resolved large-eddy simulations were performed for both the uncontrolled
and the controlled interactions. The uncontrolled case consisted of a canonical impinging shock flat
plate interaction, while the controlled case included awall with perforations placed over two separated
Helmholtz-like resonator cavities. The goal of this thesis was to gain further insight into the flat plate
canonical interaction as well as to determine whether the passive control method implemented would
bring any benefits in terms of flow separation reduction and reflected shock low-frequency unsteadi-
ness mitigation.

For the reference case (ℱ), similar results were found to the ones obtained by Laguarda et al.
(2024b). Without any control, the adverse pressure gradient imposed by the impinging shock to the
incoming boundary layer leads to flow separation and to the formation of a recirculation bubble.
After the shock foot, the shear layer detaches and growth in the turbulent structures is observed up
to the bubble apex. There, turbulence is damped, before being re-amplified further downstream at
reattachment, as the boundary layer starts recovering. The Reynolds stress components present high
magnitudes in particular in the region of the detached shear layer, with the location of the maxima
varying depending on the specific component.

The skin-friction coefficient presents a shape characteristic of moderate friction Reynolds num-
bers, which is a combination of a W-shaped curve (typical of low Reynolds numbers) and a plateau-
like curve (typical of highReynolds numbers). Thebubble closely resembles a perfect isosceles triangle
with its upstream portion being very similar to the downstream one. The thermodynamic properties
along the wall agree with previous literature, with the maxima for the RMS being located after the
shock foot, before the mean separation point.

In terms of unsteady behaviour, low-frequency unsteadiness is observed at 𝑆𝑡𝐿𝑠𝑒𝑝
≈ 0.03, for

both the reflected shock and the bubble breathingmotions. Along the centerline the low-frequencies
are particularly concentrated in the region close to the shock foot, increasing downstream to𝑆𝑡𝐿𝑠𝑒𝑝

≈
0.1 − 1, which are related to the flow entrainment mechanisms and the shear layer reattachment
dynamics. Based on the time analysis performed, a sequence of events was suggested for the unsteady
mechanism, with bubble height variations leading the unsteady behaviour that is then acoustically
propagated to the separation and reattachment points, making other dynamic properties vary. The
variation in bubble height is closely related to the interaction between the impinging shock and the
detached shear layer close to the bubble apex.

With regard to the controlled interaction (case 𝒫), analysis of the instantaneous shows that the
dampening of the turbulent structures at the bubble apex is more significant. For the mean flow, one
could observe that the intersection between the reflected shock and the impinging shock happened
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further downstream and further away from the wall, when compared with the reference case. This
is due to the postponement of the separation onset due to the re-energizing of the boundary layer
after crossing the reflected shock foot. The re-energizing of the boundary layer is possible due to the
suction/blowing mechanism created by the pressure gradients between the extremities of each cavity
sucking air from downstream and blowing it upstream. Regarding the Reynolds stress normal com-
ponents, their distributions closely resembled those obtained for the baseline but, a displacement of
the maxima was observed to the rear part of the second cavity below the wall. This was attributed to
the reattachment of the shear layer near that region.

Overall, there was a minor increase in the total pressure recovery factor, while the total drag in-
creased by≈ 20%. Despite the separation bubble decrease and themore negative values of𝐶𝑓 found,
the pressure drag created by the cavities exceeds the improvements from the reduced separation region.
One could also notice very intense oscillations in all wall-related properties (even when spanwise aver-
aged), due to the perforations on the wall, mostly concentrated at the suction portion of each cavity.

The bubble topology changed considerably, to better resemble a right triangle displaying more
accentuated contours due to the bigger strength of the reattachment compression fan. Overall, the
interaction influence region increased while the benefits of a reduced separation length were contra-
dicted by higher pressure drag and unsteadiness, in particular in the wall properties. Two plateau
curves were found for both mean pressure and density instead of the single plateau curve, typical of
SWTBLIs, each of the plateaus being associated with a cavity. At separation, the RMS values of the
thermodynamic properties decreased, but close to the rear portion of each cavity large peaks were
found largely surpassing the highest peak found for the uncontrolled case.

Regarding the unsteadiness, amore tonal behaviourwas foundwithin the cavities region at higher
Strouhal numbers than expected. Even though the cavities were designed to resonate at 𝑆𝑡𝐿𝑠𝑒𝑝

≈
0.03, the PSDs of pressure and wall-normal velocity fluctuations, above and below the wall high-
light strong dynamics in the 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3 region. The same Strouhal numbers were found asso-
ciated with the bubble breathing motion (related to changes in volume), which kept a peak close
to 𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.03, while for the shock motion, the PSD revealed a tonal dynamic behaviour at
𝑆𝑡𝐿𝑠𝑒𝑝

≈ 0.3. This suggests that, despite resonating at a non-desired frequency, the cavity can in-
deed influence the dynamics of the SWTBLI. A great preponderance of the reattachment dynamics
was found to influence the unsteady behaviour of the SWTBLI as pointed out by the wall-pressure
and wall-normal velocity fluctuations PSDs in the cavities regions as well as by the cross-correlation
analysis between the relevant dynamic properties.

Lastly, the previously suggested sequence of events driving the unsteadiness, could not be verified
anymore for the controlled interaction. Following the reasoning presented, only the dynamics associ-
ated with the reattachment point seemed to keep coherence with the remaining dynamic properties
evaluated.

Recommendations
Based on the results obtained, several recommendations can bemade for future studies. These include
improvements in the methodology, but also in the analysis tools, as well as suggestions regarding pos-
sible new control methods that could better control the interaction between the shock system and the
boundary layer.

• Grid: Regarding the grid used in the simulations, it was verified that close to the domain outlet
𝑦+ slightly exceeded 1. Even though no impact was observed in the results, one should make
sure that it stays below 1 for the entire extension of the domain. To do so, one could either
refine the cells in that region close to the wall or use a higher domain to completely avoid any
effects from the expansion wave resulting from the artificial shock generator.
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• Inflow Conditions: If possible, a faster adapting inflow method should be used to decrease
the domain extension required for inflow stabilisation/convergence, whichwould diminish the
number of cells required in the grid. Consequently, the computational cost of each simulation
would be reduced, making them more affordable and allowing for more flow/geometry itera-
tions and bigger simulation times.

• Data Extraction: The sampling rates/integration time used for the snapshots sufficed for the
present analysis. However, higher sampling rates/integration times would be desired to better
capture the low-frequency unsteadiness, allowing better resolution in the low-frequency spec-
trum of the time analysis, namely when computing Fourier Transforms.

• Cavity Dimensioning: If more work is to be done using resonant cavities, it is suggested that
more reliable expressions are used to compute the resulting resonant frequency that also take
into account the pressure gradient inside the cavity. If possible, iterate the geometry using a
canonical interaction, until the correct resonant frequency is achieved. Furthermore, the im-
pact of a dividing wall between cavities should be further investigated, not only in terms of its
impact in achieving the correct resonant frequency but more importantly, its impact on how
the flow develops over the wall.

• Flow analysis: The shear layer reattachment process seems to be a big source of unsteadiness.
Further analysis should be carried out to better understand the sequence of events that drive
the unsteady behaviour of the interaction, with a special focus on the reattachment region. It
is recommended to try to isolate each of the physical parameters evaluated in this thesis ’Un-
steadiness’ section (ℎ𝑏𝑢𝑏, 𝑉𝑏𝑢𝑏, 𝐿𝑠𝑒𝑝 and 𝑥𝑠𝑤) to determine what is their impact and role in
the unsteadiness mechanism. Likewise, a better method to determine mean separation and
reattachment points locations for each individual snapshot is required (increased domain span
could facilitate this). Moreover, it would be interesting to study the interaction of the detached
shear layer with the impinging shock, as it plays an important a role in the separation bubble
topology and in the unsteadiness of the interaction.

• Suggested control methods: A control method that fixes the reflected shock location should
be tried (for example, using a micro ramp). Likewise, methods for controlling and fixing the
reattachment location would also be advantageous.
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AppendixA
Gas Dynamics

In this chapter shocks and expansion waves, as well as the inviscid interaction between shocks (shock
reflections) is discussed.

Note: In this section the symbols in Nomenclature should not be considered. All variables are
represented by their standard symbols. Hence, take 𝜙 as the turning angle, 𝜃 as the flow deflection
angle, instead of the BL momentum thickness, 𝜈 as the Prandtl-Meyer angle instead of kinematic
viscosity and 𝜇 as the Mach angle instead of as dynamic viscosity as identified in Nomenclature.

For reference, the isentropic flow relations are presented next:

𝑝
𝑝0

= (1 + 𝛾 − 1
2 𝑀2)

− 𝛾
𝛾−1

, (A.1)

𝜌
𝜌0

= (1 + 𝛾 − 1
2 𝑀2)

− 1
𝛾−1

, (A.2)

𝑇
𝑇0

= (1 + 𝛾 − 1
2 𝑀2)

−1
, (A.3)

( 𝑝
𝑝0

) = ( 𝜌
𝜌0

)
𝛾

= ( 𝑇
𝑇0

)
𝛾

𝛾−1

. (A.4)

A.1 Shock Waves
Shock waves are thin regions of space, usually modelled as discontinuities, over which the main dy-
namic and thermodynamic properties vary almost instantly. Pressure, density and temperature in-
crease and velocity andMach number decrease across shock waves. Also, total pressure decreases due
to the increase of entropy. Only total temperature remains constant, given the adiabatic character of
shock waves when assuming a calorically perfect gas. Depending on the orientation of the shock with
respect to the flow, shocks can be termed normal or oblique.

A.1.1 Normal Shocks
Normal shocks are perpendicular to the flow direction. These are the strongest shocks that can be
produced. Behind a normal shock, the flow is always subsonic. These shocks do not introduce any
deflection to the flow direction. The normal shock relations are as follows:
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A.1. ShockWaves

𝑀2
2 = 1 + [(𝛾 − 1)/2]𝑀2

1
𝛾𝑀2

1 − (𝛾 − 1)/2 , (A.5)
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𝛾 + 1 (𝑀2

1 − 1) , (A.6)
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, (A.7)
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𝜌1

= 𝑢1
𝑢2

= (𝛾 + 1)𝑀2
1

2 + (𝛾 − 1)𝑀2
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, (A.8)

𝑇2
𝑇1

= [2𝛾𝑀2
1 − (𝛾 − 1)][(𝛾 − 1)𝑀2

1 + 2]
(𝛾 + 1)2𝑀2

1
. (A.9)

A.1.2 Oblique Shocks
Regarding oblique shocks, these are at an angle 𝛽 with the flow direction. Since they are not as strong
as the normal shocks, the flow behind them can be either subsonic or supersonic (see dashed lines in
FigureA.1), dependingon the kindof solution allowed for a specificMachnumber andflowdeflection
angle 𝜃. It can be aweak or a strong solution. The 𝜃−𝛽−𝑀 diagram in FigureA.1 shows the different
possibilities.

Figure A.1: 𝜃 − 𝛽 − 𝑀 curves. (J. Anderson, 2020)

The equations for the variation of the properties across an oblique shock are shown next:

𝑀𝑛1
= 𝑀1 sin𝛽, (A.10)

tan 𝜃 = 2 cot𝛽 [ 𝑀2
1 sin

2 𝛽 − 1
𝑀2

1 (𝛾 + cos 2𝛽) + 2] , (A.11)
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A.2. ExpansionWaves

𝑀2 =
𝑀𝑛2

sin(𝛽 − 𝜃). (A.12)

The relations for pressure, stagnationpressure, density and temperature are the same as for normal
shocks (AppendixA.1.1), butwith𝑀1 and𝑀2 substituted by their components normal to the shock,
namely𝑀𝑛1

and𝑀𝑛2
, respectively.

A.2 Expansion Waves
An expansion wave is an entity over which the Mach number increases while, density, static pressure
and static temperature decrease. When a supersonic flow is turned in a convex corner or surface an
infinite amount of these waves appear to form an expansion fan, also known as aPrandtl-Meyer (PM)
expansion fan. This phenomenon is isentropic, meaning that both total temperature and pressure are
kept constant. The inclination of each wave follows the Mach angle, defined as

𝜇 = arcsin( 1
𝑀 ) , (A.13)

and the first and last wave inclinations depend on the initial and final Mach numbers, the latter
depending on the flow deflection angle.

ThePrandtl-Meyer angle𝜈 gives the relationbetween the turn angle𝜙 and the twoMachnumbers,
𝑀1 and𝑀2,

𝜙 = 𝜈(𝑀2) − 𝜈(𝑀1), (A.14)

𝜈(𝑀) = √𝛾 + 1
𝛾 − 1 arctan√𝛾 − 1

𝛾 + 1(𝑀2 − 1) − arctan
√

𝑀2 − 1. (A.15)

The maximum turn angle (𝜙𝑚𝑎𝑥 = 𝜈𝑚𝑎𝑥 − 𝜈(𝑀1)) is determined by pressure considerations
and is given by

𝜈𝑚𝑎𝑥 = 𝜋
2 (√𝛾 + 1

𝛾 − 1 − 1) . (A.16)

The final static properties as a function of the initial conditions and the final Mach number for a
Prandtl-Meyer expansion fan are:

𝑝2
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= (1 + 𝛾−1
2 𝑀2

1
1 + 𝛾−1

2 𝑀2
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, (A.17)
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, (A.18)

𝑇2
𝑇1

= (1 + 𝛾−1
2 𝑀2

1
1 + 𝛾−1

2 𝑀2
2

) . (A.19)
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A.3. Inviscid Shock-Shock Interactions

A.3 Inviscid Shock-Shock Interactions
When a shock interacts with a surface, another shock or other discontinuity is reflected. The structure
of this reflection depends on the initial flow conditions and can be either regular or irregular.

A.3.1 Regular Reflection (RR)
A reflection is said to be regular when it is composed of only two shocks: an incident, i, and a reflected
shock, r, that meet at the reflection point, R located on the reflection surface (Ben-Dor, 2007). When
supersonic flow encounters a shock (i) it is deflected. Since the flow cannot go through the wall it
must realign with the wall direction. In order for that to happen a new shock is generated (r) - see
Figure A.2a.

(a) Wall reflection (b) Shock interaction

Figure A.2: Schematics of RR. (Ben-Dor, 2007)

Apart from the most common reflections that can occur on a physical surface, shocks can also
reflect on shear layers or as a result of the interaction between two shocks. Figure A.2b shows an
example of this kind of interaction for shocks with different inclination angles. In this case, viscosity
will play an important role, particularly in the slipstream that is created given the different post-shock
conditions (3) and (4).

A.3.2 Irregular Reflection (IR)
Moving to the IR the most common one is the Mach reflection (MR), which will be the only one
addressed here. TheMR is characterized by the convergence of 4 different discontinuities: an incident
shock, i, a reflected shock, r, aMach stem, m and a slipstream, s. These discontinuities converge at the
so-called triple point, T (see Figure A.3a).

Note that there is a clear discontinuity in the slope between the incident shock and theMach stem.
Furthermore, the foot of the Mach steam is always perpendicular to the wall.

TheMR can be further subdivided into 3 different categories (see Figure A.3b) depending on the
direction of propagation of the triple point with respect to the reflecting surface. If it moves away
from the surface it is called a direct MR, when it moves towards the surface is called inverse MR and
when it is parallel is termed stationary MR (Ben-Dor, 2007).
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A.3. Inviscid Shock-Shock Interactions

(a) (b)

Figure A.3: Representations of MR on a wall. (a): general schematics, (b)-(a): direct MR, DiMR, (b)-(b):
stationary MR, StMR, (b)-(c): inverse MR, InMR. (Ben-Dor, 2007)
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AppendixB
⟨𝑦+⟩

Figure B.1: Time- and span-averaged 𝑦+ over the domain centerline, computed based on 𝑙+𝑚𝑖𝑛.
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AppendixC
Cross-correlation coefficient between

thermodynamic quantities (ℱ)

(a) Pressure - temperature.

(b) Density - pressure.

(c) Density - temperature.

Figure C.1: Time-averaged cross-correlation coefficient between thermodynamic quantities fluctuations.
( ) ⟨𝑢⟩ = 0. ( ) dividing streamline: {(𝑥, 𝑦𝑑𝑠) ∣ ∫𝑦𝑑𝑠

0 ⟨𝜌𝑢⟩ 𝑑𝑦 = 0}.
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AppendixD
Cross-correlation coefficient between
thermodynamic quantities at 𝑥 = 𝑥𝑖𝑚𝑝

(a) Pressure - temperature. (b) Density - pressure.

(c) Density - temperature.

Figure D.1: Span- and time-averaged cross-correlation coefficient between thermodynamic properties
fluctuations at 𝑥 = 𝑥𝑖𝑚𝑝. ( ) undisturbed boundary layer. ℎ𝑏𝑢𝑏, mean bubble height.
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AppendixE
Power Spectral Density (PSD) of

dynamic quantities (ℱ)

(a) Bubble height. (b) Separation length.

(c) Pressure at reattachment point. (d) Pressure at separation point.
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(e) Reattachment point computed based on dividing
streamline (explanation on the computation method in

Section 4.3).

(f) Reattachment point computed based on threshold
pressure (explanation on the computation method in

Section 4.3).

(g) Reattachment point computed based on skin-friction
coefficient (explanation on the computation method in

Section 4.3).

(h) Separation point computed based on dividing
streamline (explanation on the computation method in

Section 4.3).

(i) Separation point computed based on threshold pressure
(explanation on the computation method in Section 4.3).

(j) Separation point computed based on skin-friction
coefficient (explanation on the computation method in

Section 4.3).

Figure E.1: Normalised pre-multiplied power spectral density of STBLI dynamic properties.
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AppendixF
Power Spectral Density (PSD) of

dynamic quantities (𝒫)

(a) Bubble height. (b) Separation length.

(c) Pressure at reattachment point. (d) Pressure at separation point.
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(e) Reattachment point computed based on skin-friction
coefficient (explanation on the computation method in

Section 4.3).

(f) Separation point computed based on skin-friction
coefficient (explanation on the computation method in

Section 4.3).
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AppendixG
Cross-correlation & coherence

between dynamic quantities (ℱ)

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.1: Separation point (skin-friction based) and reattachment point (skin-friction based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.2: Separation point (skin-friction based) and separation point (pressure based).
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.3: Separation point (skin-friction based) and reattachment point (pressure based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.4: Separation point (skin-friction based) and separation point (dividing streamline based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.5: Separation point (skin-friction based) and reattachment point (dividing streamline based).
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.6: Separation point (skin-friction based) and pressure at separation location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.7: Separation point (skin-friction based) and pressure at reattachment location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.8: Separation point (skin-friction based) and separation length.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.9: Separation point (skin-friction based) and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.10: Separation point (skin-friction based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.11: Reattachment point (skin-friction based) and separation point (pressure based).
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.12: Reattachment point (skin-friction based) and reattachment point (pressure based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.13: Reattachment point (skin-friction based) and separation point (dividing streamline based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.14: Reattachment point (skin-friction based) and reattachment point (dividing streamline based).
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.15: Reattachment point (skin-friction based) and pressure at separation location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.16: Reattachment point (skin-friction based) and pressure at reattachment location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.17: Reattachment point (skin-friction based) and separation length.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.18: Reattachment point (skin-friction based) and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.19: Reattachment point (skin-friction based) and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.20: Reattachment point (skin-friction based) and bubble volume.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.21: Separation point (pressure based) and reattachment point (pressure based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.22: Separation point (pressure based) and separation point (dividing streamline based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.23: Separation point (pressure based) and reattachment point (dividing streamline based).
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.24: Separation point (pressure based) and pressure at separation point.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.25: Separation point (pressure based) and pressure at reattachment point.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.26: Separation point (pressure based) and separation length.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.27: Separation point (pressure based) and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.28: Separation point (pressure based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.29: Reattachment point (pressure based) and separation point (dividing streamline based).

121



(a) Cross-correlation coefficient. (b) Coherence.

Figure G.30: Reattachment point (pressure based) and reattachment point (dividing streamline based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.31: Reattachment point (pressure based) and pressure at separation point.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.32: Reattachment point (pressure based) and pressure at reattachment point.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.33: Reattachment point (pressure based) and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.34: Reattachment point (pressure based) and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.35: Reattachment point (pressure based) and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.36: Reattachment point (pressure based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.37: Separation point (dividing streamline based) and reattachment point (dividing streamline based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.38: Separation point (dividing streamline based) and pressure at separation point.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.39: Separation point (dividing streamline based) and pressure at reattachment point.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.40: Separation point (dividing streamline based) and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.41: Separation point (dividing streamline based) and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.42: Separation point (dividing streamline based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.43: Reattachment point (dividing streamline based) and pressure at separation point.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.44: Reattachment point (dividing streamline based) and pressure at reattachment point.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.45: Reattachment point (dividing streamline based) and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.46: Reattachment point (dividing streamline based) and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.47: Reattachment point (dividing streamline based) and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.48: Reattachment point (dividing streamline based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.49: Pressure at separation location and pressure at reattachment location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.50: Pressure at separation location and separation length.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.51: Pressure at separation location and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.52: Pressure at separation location and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.53: Pressure at separation location and bubble volume.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.54: Pressure at reattachment location and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.55: Pressure at reattachment location and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.56: Pressure at reattachment location and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.57: Pressure at reattachment location and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.58: Separation length and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.59: Separation length and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure G.60: Separation length and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.61: Reflected shock location and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure G.62: Bubble height and bubble volume.
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AppendixH
Cross-correlation & coherence

between dynamic quantities (𝒫)

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.1: Separation point (skin-friction based) and reattachment point (skin-friction based).

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.2: Separation point (skin-friction based) and span-averaged pressure at separation location.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.3: Separation point (skin-friction based) and span-averaged pressure at reattachment location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.4: Separation point (skin-friction based) and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.5: Separation point (skin-friction based) and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.6: Separation point (skin-friction based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.7: Reattachment point (skin-friction based) and span-averaged pressure at separation location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.8: Reattachment point (skin-friction based) and span-averaged pressure at reattachment location.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.9: Reattachment point (skin-friction based) and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.10: Reattachment point (skin-friction based) and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.11: Reattachment point (skin-friction based) and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.12: Reattachment point (skin-friction based) and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.13: Span-averaged pressure at separation location and span-averaged pressure at reattachment
location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.14: Span-averaged pressure at separation location and separation length.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.15: Span-averaged pressure at separation location and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.16: Span-averaged pressure at separation location and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.17: Span-averaged pressure at separation location and bubble volume.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.18: Span-averaged pressure at reattachment location and separation length.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.19: Span-averaged pressure at reattachment location and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.20: Span-averaged pressure at reattachment location and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.21: Span-averaged pressure at reattachment location and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.22: Separation length and reflected shock location.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.23: Separation length and bubble height.
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(a) Cross-correlation coefficient. (b) Coherence.

Figure H.24: Separation length and bubble volume.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.25: Reflected shock location and bubble height.

(a) Cross-correlation coefficient. (b) Coherence.

Figure H.26: Bubble height and bubble volume.
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